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One of the more severe environments for stores carried on high performance military
aircraft is the external captive carry environment. This paper presents methods for sim-
ulating this environment using linear and nonlinear vibroacoustics. The store is modeled
using linear finite elements, but the acoustics are modeled with linear or nonlinear finite
elements depending on the level of acoustic excitation. Guidelines for when to use non-
linear acoustic elements are provided. The method is first compared to a diffuse acoustic
field and then to actual flights.

I. Introduction

As a greater emphasis on computational analysis develops, component level predicted responses are being
requested from full system analysis. Due to space limitations, several components cannot be instrumented
to provide the input level to the specific component for a given environment. An environment that can drive
component design and specification for weapon stores is the captive carry environment.

There are two primary methods for modeling the captive carry environment. The first method uses a
computational fluid dynamics (CFD) code coupled to a computational structural dynamics (CSD) code.*2
This is computationally intensive, and is being reserved for internal captive carry (inside a bomb bay),
where the flow field is complex, highly nonlinear, and unsteady. It is possible to capture the unsteady
pressure loading beneath a turbulent boundary layer of a free store using statistical models which account
for the magnitude, temporal, and spatial correlation of large coherent structures within the boundary layer.
At realistic flight conditions, an unsteady turbulent boundary layer is too computationally expensive to
simulate directly, and instead, empirical and theory-based models are developed to represent the unsteady
wall pressure under the boundary layer. Sandia National Laboratories is making progress in this effort.?
These models have been created and tested for reentry vehicles. Currently, work is underway to verify and
validate this work for weapon stores at Sandia National Laboratories.

The second method for modeling the captive carry environment is done with the use of vibroacoustics.
When the flow field is not complex and generally steady, the aerodynamic turbulence loading can also be
modeled using an acoustic profile. It has been shown that external captive carry can be well represented
with vibroacoustics® In addition, a vibroacoustic simulation is more computationally efficient and aligns
better with proposed environmental ground tests.

In the vibroacoustic simulation, the vibration portion represents the air frame structural motions caused
by the aerodynamics of the aircraft and the engine vibration. The acoustic spectrum, defined in terms of
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Sound Pressure Level (SPL), predominantly represents the turbulent boundary layer pressure fluctuations
caused by the flow field around the store. A CFD code can be used to provide the acoustic profile.

This work presents a method for simulating the vibroacoustic environment using an in-house finite element
(FE) code, SIERRA SD.” Significant work has been done using both FE and statistical energy analysis (SEA)
for representing acoustics/®” The finite element representation was chosen due to the ability in SIERRA SD
to model nonlinear acoustics® This work shows that the levels of the external captive carry environment
require nonlinear acoustics to obtain the correct environment.

Before the full vibroacoustic predictions of external captive carry are performed, model calibration is
required. The calibration is accomplished by comparing a diffuse acoustic field (DAF) experiment in a
reverberant chamber to simulated results. Unfortunately, the SPL attainable, 130 dB OASPL (Overall
Sound Pressure Level), in the reverberant chamber is 35 dB below the environment specifications for the
system of interest.

The calibrated model can be used to make predictions for actual flight conditions. The results are com-
pared to true flight tests. The comparison is accomplished knowing that the root mean square acceleration
response (GRMS) is proportional to the dynamic pressure for flight conditions where the dominant source
of excitation is turbulent boundary layer flow 219 Results are presented that are within the variability of
flight tests. This validates the method of vibroacoustic simulations proposed in this work.

This paper is organized as follows. Section [[I|describes the differences between the linear acoustic imple-
mentation and the nonlinear acoustic implementation in the CSD code, SIERRA SD. Section [II] provides
theoretical limits for when it is appropriate to use linear and nonlinear acoustics. This is followed by com-
paring simulations to an acoustic experiment in Section [[V] It is believed that portions of the frequency
content behave nonlinearly in this experiment. Section [V] gets to the crux of the matter with comparisons
of simulations to actual flight test data. Conclusions and summary are provided in Section [V}

II. Finite Element Representation of Linear and Nonlinear Acoustics

This section presents the derivation of the weak formulations of the linear and nonlinear equations of
motion. Eventually, it is shown that the additional terms in the nonlinear weak formulation affect the system
by driving energy from lower frequencies to higher frequencies. The nonlinear effects increase the frequency
of the sound waves. In addition, the nonlinear formulation can handle waves with finite amplitude.

There are several issues with the implementation of acoustic-structure interaction: non-matching meshes,
the boundary conditions on the wetted interface, how the different physics are coupled, non-reflecting bound-
ary conditions, acoustic scattering, etc.; however, the focus in this work is on the differences between linear
and nonlinear acoustics. This is needed to help explain the observed differences between the simulated acous-
tics and the acoustic experiment described in Section [[V] Interested readers can be referred to the SIERRA
SD theory manual for details of implementation of acoustic-structure interaction

The linear formulation of acoustics begins with linear acoustic wave equation,

1 0%

S — AU =0, W
where 1 is the velocity potential (4 = Vi, 4 is the particle velocity), A represents the Laplacian of the
scalar ¢ (V2 = Av)), and c is the speed of sound. A weak formulation of equation 1| can be constructed
by multiplying with a test function and integrating by parts. Denote the fluid domain by Q; and its
boundary by 99 = 9, |J 04, where the subscripts n and d refer to the portions of the boundary where
Neumann and Dirichlet boundary conditions are applied. It is assumed that the fluid is initially at rest, i.e.
¥(x,0) = 9)(x,0) = 0, which is sufficient for most applications.

Denoting by V;(y) the function space for the fluid, the weak formulation can be written as follows.
Find the mapping ¢ :  [0,T] — V() such that

:12 /Q Dbd) + /Q Vi - VpdQ = — /8 Pfin G, (2)

Q’/‘L

Vo € Vi(Qy), where 4, is the prescribed normal velocity on the Neumann portion of the fluid boundary.
Inserting a finite element discretization ¢ (z) = vazl ¥iN;(x) into Eq. [2[ results in the system of equations

M+ Kb = fa, (3)
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where N is the vector of shape functions, M = fo C—12NTNde is the mass matrix, K = fo VNT. VINdQy

is the stiffness matrix, and f, = |, 20, prun NTdSY, is the external forcing vector from Neumann boundary
conditions.

Linear acoustic theory is based on the assumptions of small amplitude waves and a linear constitutive
theory of the fluid medium. Although these assumptions hold for many vibroacoustic interactions, they are
invalid in sound fields with high sound pressure levels 1213 i ¢ sound fields that have finite amplitude
waves. The classical Kuznetsov equation® treats three-dimensional nonlinear acoustic waves to second
order in nonlinearity. SIERRA SD uses a finite element implementation of the Kuznetsov wave equation.
An abbreviated derivation of the system of equations for nonlinear acoustic is given next to help illustrate
the differences.

The derivation begins with a nonlinear isentropic equation of state for air

P A
=(2) 0
0 Po
where P and P, are the total and reference pressures, p and py are the current and reference densities,
and ~ is the ratio of specific heats that is equal to 1.4 for air. Equation [4] can then be combined with the

conservation of momentum and conservation of mass for the fluid to derive nonlinear wave equations. The
equation of state, Eq. [4] is first expanded in a Taylor series about the isentrope s = sg'l

oP 1 (9P
p=p-r=(3) G-y (GE)  -mPe 5)
p 50,P0 P 50,P0
which can be written compactly as
_ B _ 2
p:A(ppO) += (ppo> T (6)
Po 2 Po
where A = pg (%—i) = poc3, and B = p3 <%2p§ ) . Since (%—5) = 3 is simply the square of the
$0,P0 $0,P0 50,P0
linear speed of sound, it is noted from the expansion 0that the ratio of the first two terms is
B o*pP
-5 (57) ™
0 P/ so0.p0

The parameter B/A accounts for the nonlinear constitutive law of the fluid up to second order. A table of
values of B/A for various fluids can be found in texts on nonlinear acoustics.tt
For linear acoustics, only the first term in the expansion [f] is retained. In that case,

p=4 ("2 =G0~ m), 0
Po
which implies that the stiffness of the fluid is simply the square of the linear speed of sound.

Kuznetsov’s equation uses the above Taylor series expansion of the equation of state, but truncates
all terms past the second. It also accounts for convective nonlinearities to second order. The equation is
derived by combining the Taylor series expansion of the equation of state with the conservation of mass and
momentum. The result is the following: %13

2 2
Lo¢ Ny L2 (b(Aw) L BA (aw) + (vw)2> =0. (9)

c? Ot2? c2 ot 2c2 ot

The first two terms in equation [9 are the same as in equation [I] but the fourth and fifth terms are nonlinear.
The third term is actually a linear absorption term, but it is usually grouped with the nonlinear terms to
indicate deviation from the linear wave equation. The parameter b is for absorption in the fluid due to
viscosity and thermal conductivity.

In a similar manner to Eq. 2] a weak formulation can be constructed. However, a minor modification
is made. For a simpler output methodology, it is preferred to solve for ¢ such that p = 7,/; This simply
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involves a re-scaling in terms of density in equation [0] The weak formulation is now found by mapping
i [0,T] = V¢(S2f) such that

1 .
C—Q/qubd;v +/va Vodz
1 . 1 -
+§ /Q bV - Vodx — E(B/A)/Qz/nﬂﬁdx —
2 . B o .o, b
v /Q V) - Vipddar = /{mn %gbds = /&)Qn Pty + =2 il ) pds (10)

Vo € Vi(Qy), where 1, and i,, are the prescribed normal particle velocity and acceleration on the Neumann
portion of the fluid boundary. It is noted that for air, c% is of the order 1le™'% under normal conditions,
and thus it is usually sufficient to drop the acceleration term and approximate the right hand side as
= Joq, Primeds.

A finite element formulation of equation is constructed by representing the unknown by a finite
summation ¢(z) = > i, ¥;N;(xz) = T N, and substituting in equation This leads to the following set
of nonlinear ordinary differential equations in time.

Fmt(¢(3€at)7¢($»t)a¢<$at)) :FEIt($7t)’ (11)

where

int __ 1 7
it = C—Q/qubdﬂ—&—/ﬂvw-Vd)dQ (12)
1 . 1 -
+c—2 /Q bV - VodQ) — E(B/A) /Q YYpd) —
2 )
e /Q Vi - VipdS, (13)
and

Feyt = _/[9 pfun(bdQn (14)

Fint ig the internal force, which depends on ¢ and its first two time derivatives, and F ezt i5 the external
force. It is noted that ¢) and 1) actually depend on 1 through the time discretization scheme, and equation
[[T] could be written as
Fint(P(2,t)) = Fear(z,t). (15)

In order to linearize equation we could use a finite difference approach, in which the tangent matrix
is derived by differencing the internal force function with respect to an incremental displacement. Alterna-
tively, we could derive a full Newton tangent matrix by taking partial derivatives with respect to all of the
independent variables. In this work we have chosen to use the initial Newton method, where only the initial
symmetric tangent needs to be formed, and the nonlinear terms are all accounted for on the right hand side
residual term. The numerical experiments conducted thus far indicate that acceptable convergence behavior
is observed with the_initial Newton method. o

We define i, 1,1 as the current iterates, and 1,1, as the unknowns. The tangent equations can be
derived by expanding the left hand side of equation [11] in a Taylor series. If we truncate all terms beyond
the constant and linear contributions, we obtain

znt(djﬂ/}ﬂ/}) th(’l/; 7/%7/}) +

aEm‘ S~ 5 F 8Fint 5 ~aw 8ant s ~31/) c5 7
B in AA )
(16)
where Aty = ) — 1, and 1) is the current iterate. The full tangent matrix A is defined as
aFint~7'~' an’nt~7:ai¢ aEn N7:8712;
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Since A is unknown, we approximate it as Azz = z/NJ — 1;, where 1; is the previous iterate. Thus, as
convergence occurs, the current and previous iterates become identical.

We have chosen the generalized alpha time integration scheme in order to discretize equation [L1]in time.
The generalized alpha method is based on the generalized Newmark method. The flexibility of this method
is useful in this case, since it can be made to be either implicit or explicit (e.g. central difference), depending
on the problem at hand. In displacement form, the generalized Newmark method first needs an update

equation. Given Aw, and a previous iterate w, we compute an updated current iterate as

b =1+ A, (18)
Then, we use 12) to compute updated first and second time derivatives as follows
1/} - ﬁAtQ ["/) wn - ¢nAt:| - Twru
b=+ A [(1 —7)tn +71/3]
. . . 1-28
= Yo+ Al |:(1 =)0+ ﬂAt2 |:7/) Yn — 77[}nAt:| - 23 ﬁjn] )

(19)

where v, 8 are the integration parameters for the Newmark method, and %, ¢n are the first and second
time derivatives from the previous time step. Note that, as Aw — 0, w — Yn 41, indicating that the current
iterate has converged to the value at the next time step, step n + 1.

We can simplify by noting that, from equation [I9]

W v
oY BAt’
o 1
oY BAL2
(20)
We also make the following definitions, which define the tangent stiffness, damping, and mass matrices
aFint coTw
=K,
aw (1/% ’(/}7 ’(/}) ts
8Fint 7 s=
5 ) ) = C )
o0 (¥, 9) = Cy
aFint coTw
N s =M )
o0 (W, ¥,9) t
(21)

where Ky, C¢, and M; denote the tangent stiffness, damping, and mass matrices. The tangent matrices are
the derivatives of the internal force, but evaluated at the current Newton iteration. Substituting equations

[20] and [2T] into equation [T6] yields

Fint (¥, 0,1)) = Fyna (b, ,40) + [Kt + 57 Ci + BAtz Az M| AY. (22)
Finally, substituting equation 22| into equation [I1] yields
v o 5o
K + ﬂAtCt ﬂAt2 Mt:| A"/J Fepi — mt(w w w) = Res. (23)

Note that the right hand side of equation [23|is simply the residual, or the difference between the external
force and the internal force at the current Newton iteration. As convergence occurs, the residual goes to
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zero. As noted earlier, in the current implementation of the code we use the initial Newton method, which
implies that K; = K, C; = C, and M; = M, where K and M are defined in equation
We now derive explicit expressions for K;, C;, and M;. We have

Kt == ag;;t(z/;,d;,z/;)
2 T
— T, g -VNTYNIQ
/Q VNT . VNd e /Q (Vi) - VNT)NdQ, (24)
_ 8Fint 5=
Ct - 6’(/J (wawvw)
_ 1 T _ . VNT
= 3 /Q bWNT . VNAQ > /Q (V- VNT)NdQ (25)
1 I
- 5 B/A /Q ONTNdQ, (26)
(27)
o annt s 5=
Mt - 31/} (1/%1/},1/})
_ 1 T _ 1 INT
= 5 /Q NN~ 5 B/A /Q $NTNAQ, (28)

where N is the vector of element shape functions.

The nonlinear formulation still contains the original stiffness and mass terms of the linear equation.
However, the nonlinear formulation contains several additional terms. The stiffness portion of the nonlinear
formulation now includes a reduction in the stiffness matrix noted by the second term in Eq. This
reduction is proportional to the particle velocity and the factor % The mass portion of the nonlinear
formulation now includes a reduction in the mass matrix by the second term in Eq. This reduction is
proportional to the time derivative of the velocity potential and the factor %. Even though both the mass
and the stiffness are being reduced, the stiffness terms are greater. This implies that energy in the lower
frequencies will be driven to the higher frequencies. The nonlinear effects increase the frequency of the sound
waves. In addition, the nonlinear formulation can handle waves with finite amplitude .

The nonlinear weak formulation, Eq. still contains that same terms as the linear weak formulation,
Eq. [2} however, there are several additional terms that would effect the matrices. Given the fact that now
the internal force vector will depend on 1 and its first two time derivatives, a newton iteration is used to
drive the residual to zero at the current time step. The full implementation will be described in an appendiz.

For the full Newton method, these tangent matrices need to be reformed at each iteration of the Newton
loop. The tangent damping and tangent stiffness matrices are mnonsymmetric, since some terms involve
products of shape functions with gradients of shape functions. However, we note that the initial tangent
matrices are all symmetric, since at time ¢ = 0, we have 1 = 0, 1/1 =0 and 1/) = 0 by assumption. In that
case, we have

K, = / VNT . VNdQ, (29)
Q
1
Cy, = = / bWNT . VNIQ, (30)
Q
1 T
My, = = [ NTNAQ. (31)
Q

In this work we chose the Newton method for the nonlinear solution, and thus we could use any of
the variants of this method, some requiring more and less frequent updating of the tangent matrices. In
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the case of the full Newton method, the nonsymmetric tangent matrices would need to be reformed at
each iteration. In the initial Newton method, only the initial symmetric tangent needs to be formed. The
numerical experiments conducted thus far indicate that excellent convergence behavior is observed even with
the initial Newton method.

In summary, the additional terms in the weak formulation, Eq. affect the system by driving energy
from lower frequencies to higher frequencies. The nonlinear effects increase the frequency of the sound waves.
In addition, the nonlinear formulation can handle waves with finite amplitude.

ITI. When Do Acoustics Become Nonlinear?

Given the ability to simulate nonlinear acoustics, a simple method to determine if the acoustics are
nonlinear would be to compare a linear acoustics simulation to a nonlinear simulation. This is done in
Section [[V] However, this is computationally costly. Even if the system is linear the nonlinear formulation
will require at least two iterations per time step. Therefore, the following is derived as a guideline for when
to use nonlinear acoustics.

Enflo and Hedberg state that nonlinear acoustics occurs when the Reynolds number is greater then or
equal to one, Re > 112 The Reynolds number can be defined for acoustics as'®

upc

Re = , 32
T bons (32)
where u is particle velocity, p is density, ¢ is phase speed, f is frequency and
-k 4
po =D + e, (33)

Cp 3

where + is the ratio of specific heats (1.4), s is the thermal conductivity, ¢, is the specific heat at constant
pressure, n is shear viscosity and ( is bulk viscosity.

Using a plane wave approximation, £ = pc, the Reynolds number can be written as
p

Re = 7b27rf'

(34)

However, in the nonlinear regime £ does not equal pc, but at the edge of transition between linear and
nonlinear it can be assumed to be correct. Equation [34] can be solved for the pressure given the constraint
Re > 1 for the decibel ratio with a reference pressure, py.r, of 2.02107° Pa.

\/épref (35)

This results in the transition to nonlinear acoustics as shown in Fig.

dB = 20l0910 <(Re)b2ﬂ-f> .
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Sound Pressure Level at the Onset of Acoustic Nonlinearity
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Figure 1. Relationship between linear and nonlinear acoustics as a function of acoustic frequency, where nonlinear
acoustic are exhibited above the line.
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IV. Comparisons to Acoustic Experiment

In order to provide confidence in the acoustic modeling capability of the SIERRA SD code and the
analyst, an acoustic experiment was performed with a structural system that has been modeled. This
section provides a brief description of the experiment, the simulation comparisons, and two methods to
account for the nonlinear acoustic behavior.

IV.A. Experimental Description

Acoustic testing was recently performed on a store at Sandia National Laboratories in Albuquerque, NM.
Using the scaled-down flight environment as a reference, overall sound pressure levels up to 130.5 dB were
obtained in the reverberant chamber through the use of concert loud-speakers, a closed-loop control system,
and control microphones. Additional response microphones placed in the chamber were used to characterize
the acoustic field while accelerometers mounted to the test unit were used to measure the structural response
of a store.

The desired OASPL of 148 dB was taken from MIL-STD-810E1Y for the center section of a store. This
sound pressure level was not achievable in the current chamber due to amplifier limitations. Therefore, the
overall specifications was scaled down to 130.5 dB OASPL. Eight tests were performed with two tests at
each of the following OASPL levels: 121.5 dB, 124.5 dB, 127.5 dB, and 130.5 dB. The test were performed
for 20 seconds each.

There were 17 microphones surrounding the store as depicted in Fig. [2l Eight of the microphones were
used for control. The average control was well within +3 dB tolerance bands as shown in Fig. There
were also 70 accelerometers used with the majority on the exterior of the store as seen in Fig. The
microphone response is used to validate the input into the simulations, which is discussed in Section [[V.B]
The accelerometer responses are used for comparing the structural response, analyzed in Section This
assures proper coupling at the wetted interface as long as the structural model is valid.

Figure 2. Microphone locations depicted in red and exterior accelerometer locations depicted in blue.

IV.B. Simulation Methodology

Finite Elements are used to model the system, where acoustic elements surround the store. This is notionally
depicted in Fig. where the blue cylinder structure is surrounded by green acoustic elements. A non-
reflecting boundary (NRB) condition is applied to outer edge of the acoustic domain. There are two NRB
conditions used in this work, the zero-th order approximation to the Sommerfeld condition and higher order
infinite elements.

The input excitation is applied on the exterior of the acoustic domain where the NRB condition is
implemented. An acoustic velocity is applied to patches on the outside domain. An example of patches is
shown in Fig. ol The input is inversely determined to match the specified diffuse field.
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Control Microphone Acoustic Spectra: B61_Acoustic_130.5dB.031.dB.psd13
Average Control OASPL = 130.23 dB, Reference OASPL = 130.54 dB
125 F F T Rl 3  S———
— 2verage control

[
} } = == = reference
3dB tolerance ||

control mics

120 T e ———— e o

20x10°® Pa)

dB (ref

100 —

95

10° 10°

1/3-Octave Frequency (Hz)

Figure 3. Control microphone performance for an acoustic test at 130.5 dB OASPL. The Average control is well within
+3 dB.

Figure 4. Finite element representation of a cylinder structure within an acoustic mesh.

IV.C. Building Confidence in Acoustic Modeling

In order to build confidence in the computational methodology as well as the analyst several studies were con-
ducted: diffuse field no structure, diffuse field with structure, nonreflecting boundary study, and a dispersion
study.

The first study was to determine if the acoustic mesh would provide a diffuse field with no structure
inside the mesh. The mesh was scaled to f—oth the original size. A 150 dB magnitude input was provided
that ranged from 40 to 315 Hz. Each of the third octave frequency in the range is compared from the origin
to the edge of the mesh. The results are shown in Fig. [6] where generally a diffuse field is shown.

A very similar study was conducted except a cylindrical structure was centered inside the acoustic mesh.
The pressure was noted along the structural body. Figure [7] illustrates that in general the field is diffuse
when a structure is present.

The nonreflecting boundary was studied by applying a pressure impulse at one end of the mesh and
noting the pressure response at the center of the mesh. Figure [§|shows that there is no reflecting wave after
the initial impulse passes the center. However, it does illustrate a concern with dispersion.
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Figure 5. Patches on the outer edge of the acoustic domain used for applying the input.

Ellipse Tet Diffuse Field Study
1551

"[—40hz
1-—50nz
63hz
—80hz
—100hz
__.125hz
160hz
200hz
--.250hz
--.315hz

150

Magnitude (dB)

145 1 1 1 1 | | L L L 1 J
0 5 6
X coordinate

Figure 6. Diffuse field study where the X coordinate varies from the origin to the edge of the mesh.

A dispersion study was finally conducted. For this study, a cylindrical tube was created and a pressure
wave impulse was applied at the left hand side. Figure [0 illustrates that there is some significant distortion
to the pressure impulse.

The distortion is also noted in Fig. [I0] The plane wave has obviously dispersed. Since the mesh is not
sufficiently refined, the phase speed for the tetrahedral 4-node elements is higher than it should be causing
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Ellipse With Structure Diffuse Field Study

1551

—40hz
50hz
63hz

—80hz

—100hz

150 ---125hz
160hz
200hz

__.250hz

---315hz

Magnitude (dB)

145 | | | Il | Il | | 1 |
0

2 4 6 8 10, 12 14 16 18 20
X coordinate

Figure 7. Diffuse field study including a cylindrical structure where the X coordinate varies from the left edge of the
structure to the right edge of the structure.

o Spherical Tet4 Acoustic Ping Test & Elliptical Tet4 Acoustic Ping Test
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Figure 8. Demonstrating that the reflecting boundary is working by not seeing a reflective tone.

the plane wave to propagate faster than it should.
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Figure 9. Dispersion test where a pressure wave impulse was applied to the left end of the acoustic cylindrical pressure
tube.

10-7 Hex vs. Tet Element Acoustic Pipe Pressure
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Figure 10. Dispersion test where a pressure wave impulse was applied to the left end of the acoustic cylindrical pressure
tube.
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IV.D. Simulation Comparisons to Experiment

According to Section [[TI} the acoustic experiment is on the verge of exhibiting nonlinearity. Therefore, a
linear and a nonlinear acoustic simulation is performed. Figure [I1] shows the difference between the linear
and nonlinear pressure response at one of the microphones. Though there is a subtle difference, it was
decided that a linear analysis would be appropriate. To help confirm that the experiment acoustics was
linear the microphone recorded pressures were compared to a normal distribution. It was found that the
pressure generally followed a normal distribution, an example for one of the microphones is shown in Fig.

Mic # 14
0.03 x
— Linear
— Nonlinear|
0.02

0.01

-0.01

Acoustic Pressure, (psi)

-0.02

-0.03

-0.04
0 0.002 0.004 0.006 0.008 0.01

Time, (sec)

Figure 11. Linear versus nonlinear pressure response at one of the microphone locations.
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Figure 12. Pressure distribution at microphone 8 demonstrating a normal distribution.

The second item checked in the simulation is if the average microphone response is the same as the
microphone control response in the acoustic test. Figure illustrates excellent agreement among the
average responses. However, if individual microphones are examined, as in Fig. one can see that the
individual microphones do have some difference. However, none of the difference are greater then 7 dB in
the frequencies of interest.

Finally, we compare acceleration responses between simulation and experiment for components of the
structural system. Figure [15| shows the comparison between the simulation and the experiment. The error
noticed is deemed acceptable for the simulations of interest.
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Figure 13. Simulation average microphone response compared to the control averages in the acoustic experiment.
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Figure 14. Microphone 15 pressure response comparing simulations to actual experiment.
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V. Vibro-Acoustic Simulation Comparison to Flight Data

The ultimate goal is to be able to provide accurate environmental predictions at the component levels
of the external captive carry store. Typically, the majority of the components inside the store are not
instrumented. Before predictions at these components are believed accurate, comparisons are made between
actual instrumented locations and simulations.

Sandia National Laboratories has collected a significant amount of flight data for one of their stores.
The data was reviewed and the values reported here are for the same aircraft when it is flying at a constant
velocity and level for a portion of time. Unfortunately, most flight profiles do not fly at the maximum dynamic
pressure, @@, and the various flights are at different dynamic pressures. To overcome the varying dynamic
pressures, a best fit linear line is established for each accelerometer. The best fit line is found by comparing
the dynamic pressure to acceleration rms value for the particular period of time for the accelerometer. The
slope of the best fit line is then used to scale the flight data set to max Q along the slope with the “Y”
intercept being zero.

The acoustic input for the simulation was determined from the work by Cap et. al.* except it was
increased to an OASPL 155 dB. In Cap et. al. work, a “best effort” acoustic profile was found. The acoustic
input is shown in Fig.
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Figure 16. Acoustic profile input for simulations with an OASPL 155 dB.

There are two main physical phenomena that excite vibrations for stores of concern to Sandia National
Laboratories. The first is the source due to aerodynamic flow over the store. Oscillating pressures within the
flow drive vibration of the airframe surfaces I This is accounted for with the acoustic simulation. The other
main source of vibration in the store is the vibrations associated with carrying aircraft and are transmitted
to the store through the attaching structure. This is simulated with a random vibration simulation. There
are two input locations at the forward and aft lug in each of the Cartesian directions. The specifications for
the inputs are based on the store environmental specifications and shown in Fig. In the Fig. the
simulation input is compared to the desired input as a check for the simulation.

The attaching structure between the store and carrying aircraft are known to filter out high frequency
excitation from the aircraft to the store. Therefore, only the random vibration responses below 200 Hz
are superimposed with the acoustic response simulations for this work. In order to superimpose the two
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Figure 17. Random vibration input specification at the forward and aft lugs.

simulations, it is assumed that the response from the structural random vibration is uncorrelated to the
response from acoustics.

A linear and a nonlinear acoustic simulation is performed with the new acoustic specification. Figure
shows the difference between the linear and nonlinear pressure response at one of the microphones. There is
enough noticeable difference that a nonlinear acoustic run is required.
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Figure 18. Linear versus nonlinear pressure response at location in the acoustic mesh.

A comparison for various locations between flight data and the simulations are shown in Fig. The
thick blue line represents the simulations. The thin lines represent the flight data. The flight data was
provided in 1/6 Octave Auto-Spectral Density format. Therefore, the simulations were also provided in that
format. As can be seen, the variation in the flight data is fairly large. Generally speaking, the simulations
over predict or are within the variation of the flight data.
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Figure 19. Acceleration response comparison between flight data and simulation at various locations. The thick blue
line represents the simulations. The thin lines represent the flight data.

19 of R0l

American Institute of Aeronautics and Astronautics



VI. Conclusions

A nonlinear vibroacoustic method for simulating an external captive carried store acceleration response
is presented in this work. The methodology for performing the simulation is verified by comparing to actual
instrumented locations from flight tests. The model is calibrated with the use of a reverberant chamber
acoustic experiment.

Future work in this area will continue with two main emphases. The first will be to provide a spatial
varying load along the length of the store. This will allow for better inputs into the system by having
different acoustic profiles along the length. The second emphasis will be on capturing the unsteady pressure
loading beneath a turbulent boundary layer of a free store using statistical models which account for the
magnitude, temporal, and spatial correlation of large coherent structures within the boundary layer.
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