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Simulations of a supersonic over-expanded jet issuing into a transonic crossflow have 

been carried out using the SIERRA/GasDyn (Conchas) code and an unsteady turbulence 

model. The test case chosen represents a sub-system level validation problem for the 

prediction of spin-to-arm performance for stockpile gravity bombs. The validation is carried 

out using measured profiles of mean velocities as the validation metric. Detailed mesh, time 

step and CFL refinement studies have been carried out. The results demonstrate that the 

predictions obtained using the SST-DES model are very strongly dependent on the model 

switching function behavior. This results in prediction of spurious flow features, with the 

results worsening with refinement. Hence it is concluded that the model doesn’t validate.  

I. Executive Summary 

The spin up of stockpile gravity bombs that occurs when the Spin Rocket Motors (SRM) fire is a critical portion 

of the flight. During SRM firing, a large region of vortical flow is generated leading to interaction between the 

vortex and the fin. Simulating the vortex-fin interaction is an important element in predicting spin-up and 

quantifying margins for the B61-LEP. Previous work
1
 has shown that the standard two-equation RANS turbulence 

models do not possess sufficient fidelity to accurately predict the vortex-fin interaction produced by the SRM. An 

unsteady turbulence model
2
 which contains improved physics has been implemented in the Sierra gas dynamics 

code. This validation effort attempts to quantify the capability of new unsteady turbulence models to predict vortex-

fin interaction produced by SRMs using sub-system (jet-in-crossflow). 

The configuration studied here corresponds to that studied experimentally by Beresh, et al.
3,4,5

. The setup 

consists of a supersonic jet issuing from a conical nozzle on the floor of a 12”x12” test section in a blow-down wind 

tunnel. The tunnel Mach number is 0.8. The nozzle has an exit diameter of 0.375” and a design Mach number of 

3.73. In the experiments, the nozzle orientation is varied from vertical to cant angles up to 45º. Here we only use the 

0º cant angle data. PIV measurements of the velocity field (both mean and turbulent fields) are available at a 

streamwise location that is 33.8 jet diameters downstream of the jet and on the spanwise symmetry plane (for the 0º 

cant angles). The flow conditions studied here correspond to the test conditions in Beresh, et al.
3-5

 with primary 

focus restricted to the Mach 0.8 and jet-momentum-ratio of 10.2.  

In carrying out the validation, care was taken to ensure that the appropriate boundary conditions were prescribed. 

This was done by carrying out a pre-cursor calculation of the TWT geometry and matching the measured boundary 

layer profile and pressure gradient profile. In addition, the accuracy of the nozzle boundary conditions were ensured 

by comparing the pressure expansion in the nozzle to the measured values. 

The meshes used in this work spanned a range from the coarsest mesh of 8.2 million nodes to the finest mesh 

obtained by uniformly refining the coarse mesh by a factor of 2 in each dimension, resulting in a fine mesh of about 

65 million nodes. These meshes were generated using industry standard practices – near wall resolution such that 

y+=1.0 and jet shear layer resolution such that ~50 points were present across the jet in the coarse mesh. Mesh 

refinement studies on these meshes were carried out along with time step refinement and CFL refinement. In 

addition, the flow field was also computed using a different mesh that had a significantly different topology and 

provided much better refinement of the jet shear layer. In addition calculations were repeated using a different flow 

solver using the same model and using a different unsteady turbulence model. The essential conclusions of the effort 

can be summarized as follows: 

1. Mesh Refinement Study showed that  

a. Errors on Coarse Mesh are smaller than Errors on Fine Mesh 

b. Coarse Mesh Errors ~ 20-50% in y/D=[5-12] 

c. Fine Mesh Errors ~ 20-100% in y/D=[5-12] 
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2. Overall predicted Flowfield characteristics showed strong anomalies 

a. On the Coarse mesh the model behaves like an unsteady RANS Model 

b. Fine Mesh predicts unphysical flow field with jet splitting into a high momentum jet and a low 

momentum jet 

c. Wrong Vortex structure – likely to result in wrong forces on a fin surface 

3. The Time Step Refinement Study showed that 

a. Errors from t=1.0e-6 and t=0.2e-6 were comparable and Nearly identical errors wer obtained 

from both simulations 

b. Same anomalies seen in both simulations 

c. Use of Wall functions to decrease effective CFL did not help 

i. Flow structure is still wrong 

ii. Did not significantly decrease the error levels 

4. Detailed Analysis of the Model showed that 

a. The model shows strong dependence on function that determines RANS vs LES regions of the 

flow 

b. Other codes with same model show nearly identical behavior 

c. Other Models with different forms show similar sensitivities  

d. Explicit handle in k- Hybrid RANS-LES model to control wall distance dependence was used to 

explicitly demonstrate the dependence on this parameter. 

Based on these results, it was concluded that the SST-DES model in its existing form cannot reliably predict jet-

in-crossflow flow field. A strong dependence on the wall distance function needs to be better understood and 

calibrated or alternate methods to eliminate its unpredictable effects need to be devised. 
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Gravity bombs are spun-up ʹthey use spin-motors to get their spin rate above the 

resonant frequency 

In addition, they use the max spin rate as an arming signal 

 

However, the observed spin rate is less than the desgined spin rate, based on motor 

characteristics, bomb moment-of-inertia etc. 

The reason is the interaction between the vortex field they induce and the fins 

- The jet issued by the spin motors travel downstream and generate this complex 

vortex system 

- These vortices generate a differential pressure field across the fins 

- The torque due to this pressure field acts counter to the torque induced by the 

spin motors 

- Hence the drop in roll rates. 

 

“ĂŶĚŝĂ͛Ɛ ƌĞƐƉŽŶƐŝďŝůŝƚǇ ŝƐ ƚŽ ĞŶƐƵƌĞ ƚŚĂƚ ƚŚĞ ƐƉŝŶ ƌĂƚĞ ŵĂƌŐŝŶƐ ĂƌĞ ĂĚĞƋƵĂƚĞ 

 - the benefit to be had from relative clocking of the spin motors and the fins has 

already been leveraged in the new design 

 - so  the new design, depending on the vortex-fin interactions might require the use 

of this extra margin 

- To ascertain this and to ensure that the overall margins are adequate, accurate 

prediction capability is needed. 

 



Overall deliverable is : Spin arming QMU study 

Validated CFD capability forms a part of that 

- This validation is done using experimental data from TWT, full scale tests at AEDC 

and Ames and flight test data where available. 

- The CFD code and the models in it are developed under the auspices of ASC 

- Using in-house experiements at TWT, full scale experiments at AEDC and NASA 

Ames in conjuction with Flight tests, these models are validated. 

- They form a key element of the tools generating predictions for the spin arming 

QMU study 

 



A multi-fidelity approach to QMU is being put together 

 - the lowest fidelity levels are methods that capture the gross trends only 

 - as we go up in fidelity, more of the details are expected to be captured 

 - but, fewer data points are available because they tend to become more expensive. 

 

The DES/HRL capability is a key ingredient of this  approach. 

 - it can generate potentially accurate results albeit for a small set of conditions 

 - but, these methods require to be validated for these problems. 



The code being used is conchas ʹ features are shown 

 - key aspect is that it is an accurate code written for high performance 

 

Biggest challenge, however,  for the flow field of interest is Turbulence modeling 



Prior work has shown that RANS models are deficient 

Main reason for not being able to capture the quantitiative details 

 - the analysis showed that the different stresses evolved at different rates  

 - Different length scales were needed to match these different evolution rates. 

 

RANS models which force a single length scale on the problem are not capable of 

capturing this variation. 

Hence, they can capture gross features, but not predict vortex strength and location 

accurately. 



DES, as seen in literature, can capture these widely varying length scales 

 

But, Cost is much greater ʹ  

- These are time accurate calculations 

- finer meshes are needed to resolve relevant length scales,  

- These result in smaller time steps and hence Long run times to get averages. 

 

Also, this method has not been validated for these problems. 



DES was motivated by desire to overcome near wall modeling costs in LES type 

methods 

So uses RANS in near wall regions and LES like models in detached regions 

The models do this by switching the length scales from turbulent length scales to 

mesh scales away from walls 

 



DES models are typically built on RANS models 

We will use the SST DES model, which is built on SST RANS model 

 which blends k-eps away from walls with k-w near walls using a selector function 

which is shown. 



In DES mode, the SST DES model uses the length scale ratio function to switch. 

So with RANS solutions you will get what you see in fig. on left. 

With DES mode on, the wake becomes unsteady and flow structures develop and 

evolve. 



Quad chart ʹ please note the 0.5 FTE level funding. 



Milestone statement : key completion criteria: 

 - carry our simulations 

 - mesh and time steps refinement will be carried otu 

 - quantify errors and convergence 

Will use vortex strength and location as key metrics 



Flow data we will use is is the PIV data available from The TWT experiments by 

Beresh et al. 

 

Two planes of PIV data are available  

 -  spanwise mid plane of the tunnel and, 

 -  a cross plane at 33.6Dj downstream of jet. 

 

We will focus on M=0.8,J=10.2 vertical jet condition  



Jet issues and evolves downstream forming a counter-rotating vortex pair just below 

it. The flow structures are shown 

 

 - On the ground plane you see the horse-shoe vortex pair  

 - PIV X-plane data shows signature of the jet plume and the vortices. 

 - The streamwise velocity deficit magnitude  peaks in the plume and vertical velocity 

peaks just below it. 

The locations of these peaks and mags. Of the peaks are representative of the vortex 

strength and location.  

 

We will use these profiles to quantify validation in this work. 



We use a precursor calculation to provide steady boundary conditions for the 

simulations. 

We match boundary layer thickness, profile, pressure gradient in the tunnel and jet 

nozzle pressure expansion to ensure correct simulations conditions. 



We compared RANS results from Conchas with results from commercial code called 

GASP to make sure we get same results. 

This is important since DES model is built on RANS model. 

 

Note : Slightly different meshes were used ʹ GA“P ŵĞƐŚ ĚŽĞƐŶ͛ƚ ůĞŶĚ ŝƚƐĞůĨ ƚŽ 
refinement easily, so used a different mesh was used for conchas 

Also GASP used slip side walls for tunnel, conchas uses no-slip side walls. 

Hence the small differences in the results. 



To understand how long to run,  we need to know how long the results take to 

converge. 

To understand this we ran a preliminary study 

- Collected stats for different time intervals 

- When diff. between averages at successive intervals < 2% convergence was 

declared. 

 

 



Meshes used. The 65m points meshes are roughly where we can be at most for turn 

around and practical use. 

 



Main take away ʹ neither mesh works. Wrong flow structure, more wrong for finer 

mesh! 



Strong differences seen between computed and measured values 

Weird double streak seen in vertical vel. Contours. 



Profiles corresponding to previous slides. 



Errors at each station computed relative to a mean vel at that station. 

Coarse mesh errors ʹ 20-50% 

Fine mesh errors ʹ 20-100%.!! Worse! 



Coarse mesŚ ďĞŚĂǀĞƐ ůŝŬĞ ƵŶƐƚĞĂĚǇ RAN“͙ 



Fine mesh is clearly picking up unphysical behavior with double hump in vertical vel. 

Profiles. 



The switching function behavior can illuminate model behavior in general. 



Main Points 

 - mesh is made according to standard practices 

 - length scale ratio shows expected behavior in cross planes 

 - symm ƉůĂŶĞ ƐŚŽǁƐ ͞ůĞƐ͟ ƌĞŐŝŽŶƐ ĂƌĞ ŶŽƚ ƉĞŶĞƚƌĂƚŝŶŐ ƚŚĞ ŚŝŐŚ ƐƉĞĞĚ ũĞƚ͘ 
 - ƐŽ ŚŝŐŚ ŵŽŵ͘ FůƵŝĚ ĚŽĞƐŶ͛ƚ ŵŝǆ ǁŝƚŚ crossflow at all and forms a separate jet. 

 - signature of high speed fluid seen way downstream 

 - hence double hump in vertical vel profiles. 



Potential causes. 



By lowering time step errors ĚŽŶ͛ƚ ĚŝŵŝŶŝƐŚ͘ 



Quantitatively͙͘ 



Use of wall functions at viscous wall enables us to reduce effective CFL and 

potentially get better accuracy. 



BƵƚ ĚŽĞƐŶ͛ƚ work. Same behaviour as fine mesh seen. 



Alternate mesh topology ʹ tracks the flow. Much finer shear layer resolution. 



Expected and sought differences in the switching function behavior seen. Good Sign? 



No. Again jet splits ʹ high mom  ĨůƵŝĚ ĚŽĞƐŶ͛ƚ ŵŝǆ͕ ĨŽƌŵŝŶŐ Ă ƐĞƉĂƌĂƚĞ ũĞƚ  
Gives rise to a spurious vortex pair above the jet. 



Same results seen in fine 65m cell mesh also. 



Is it the model? Can we get better results using the k-eps HRL model used for captive 

carry work. 

On the S1 mesh it does give better results ʹ we cannot get solutions on the S2 mesh. 



If this model is the answer, it should behave consistently on the alternate meshes 

also. 

Unfortunately, the double hump behavior returns on this mesh. 

Jet splitting is visible 

Using wall distance switch input, we can get this to go away ʹ clear demonstration 

ƚŚĂƚ ŝƚ Ɛ͛ ƚŚĞ ǁĂůů ĚŝƐƚĂŶĐĞ ƐǁŝƚĐŚŝŶŐ ĨƵŶĐƚŝŽŶ  
TŚĂƚ Ɛ͛ ĐĂƵƐŝŶŐ ƚŚŝƐ ďĞŚĂǀŝŽƌ͘  



Overall ʹ we did mesh refinement, time step refinement, CFL refinement 

 - in all the flow structure predicted was wrong 

 - coarse mesh behaved better than fine mesh. 

- Dictated by swithcing function behavior. 



Conclusion ʹ ŵŽĚĞů ĚŽĞƐŶ͛ƚ ǀĂůŝĚĂƚĞ͘ 



We have addressed all aspects of completion criteria.  

This takes care of the letter of the milestone. 

But spirit of milestone is to develop a method for LEP. 



Going forward we plan to address that by examinging this switching function 

behavior. 

Potentially use of turbulence in inflow can anchor switching behavior. 

But we must be cost aware. 

Also for LEP in the multi-fidelity approach, we need UQ.  



For this we undertook another project. 

Deterministic calibration using surrogates gives us more optimal parameters 

we are able to get better mean flow predictions using this although Re.Stress ĚŽĞƐŶ͛ƚ 
improve much. 



These parameters applied to jet in crossflow yield much more promising results than 

any other method!! 

But best thing is we can also get UQ using bayesian calibration for joint PDF and 

surrogates. 



So in summary, path forward is to  

- Address DES issues 

- Try and use better calibrated RANS models. 

 

- Thanks  

- Questions? 




