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| Overview I

We treat multilingual document sentiment classification

as a supervised machine learning problem, which requires:

e multilingual document attributes

e monolingual ground truth documents

We assess performance,

raise objections,

and address one of them.
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|Document Sentiment Valence I

Then was our mouth filled with
laughter, and our tongue with
singing: then said they among
the heathen, The LORD hath
done great things for them. The
LORD hath done great things for
us; whereof we are glad. Turn
again our captivity, O LORD, as

the streams in the south.
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By these three was the third part
of men killed, by the fire, and by
the smoke, and by the brimstone,
which issued out of their mouths.
For their power is in their mouth,
and in their tails: for their tails
were like unto serpents, and had
heads, and with them they do
hurt.
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‘Document Sentiment Valence, Multilingually I

Entonces nuestra boca se
henchira de risa, Y nuestra
lengua de alabanza; Entonces

diran entre las gentes: Grandes

cosas ha hecho Jehova con éstos.
Grandes cosas ha hecho Jehova
con nosotros; Estaremos alegres.
Haz volver nuestra cautividad oh
Jehova, Como los arroyos en el

austro.
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De estas tres plagas fué muerta la
tercera parte de los hombres: del
fuego, y del humo, y del azufre,
que salan de la boca de ellos.
Porque su poder esta en su boca
y en sus colas: porque sus colas
eran semejantes serpientes, y

tenian cabezas, y con ellas danan.
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Supervised Machine Learning Overview

Also known as: pattern recognition, statistical
. .. y <0.397?
inference, data mining.
e Input: “ground truth” data. Yes No
— Samples, with attributes and labels.

— For document sentiment analysis: ([ x<0.46?7 ) Q

* Samples: documents

x Attributes: concept weights (to be
described)

e Apply suitable method:

Yes," ‘\‘No
| 4 4
decision trees, neural nets, SVMs. . Q

e Output:

rules for labeling new, unlabeled documents. o _
Decision tree representation.
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‘Multz’lingual Latent Semantic Analysisl

reduced
representation

dimension 1 0.1375

H dimension 2 0.1052
Eng“Sh dimension 3 0.0341

dimension 4 0.0441
dimension 5 -0.0087
h _ dimension 6 0.0410

Truncated Project dimension7 | 0.1011
dimension 8 0.0020
SvD new documents dimension 9 0.0518

Swedish dimension 10 [ 0.0822
—_—

Spanis

dimension 11 -0.0101
I dimension 12 | -0.1154

dimension 13 -0.0990
dimension 14 0.0228

dimension 15 -0.0520
dimension 16 0.1096
German dimension 17 | 0.0294
dimension 18 0.0495

dimension 19 0.0553
dimension 20 0.1598

French Document feature
vector

term x concept

Result: documents represented by language-independent features.
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‘Europarl Corpus as Our “Rosetta Stone” I

Translations of the proceedings of
the European Parliment.

Sentence aligned text
16M sentences across 11 lan-
guages.

1,247,832 speeches,

1,249,253 terms across 11 lan-

guages.

Caption
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‘Groundtruthing the Bible for Sentimentl

e Could use exhaustive human reading and judgment.
(Requires exhaustion. And judgment). Chronicles 4

e We used a sentiment lexicon to bootstrap the process. _

(Sentiment lexicon not strictly required; Chronicles 6

any accurate labeling mechanism suffices.)

Psalm 125

e A sentiment lexicon[l] maps terms to “valence” _

Term Valence, . to . _

ace 6.88
ache 2.26

Revelation 8

fun 8.27 Revelation 11
funeral 1.39
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‘Initial Scoring for Each Bible Chapterl

Term  Valence
o For each chapter In the beginning - 8.15
— Add up (centered) valences created the - 7.30
— Normalize by the number and the - 7.15
of terms And the - 7.15

e Find the 100 most positive, Was- 2.93
100 most negative.

and void. ..

e Inspect only those, to confirm.
P Y ’ (Genesis, Chapter 1, ranks 227 out of

1188 chapters.)
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Hand Inspection Was Necessary

Revelation 9:1-12 (a demonic plague of locusts) scored positive.

1 The fifth angel sounded his -, and I saw a - that had fallen from the - to the -

The - was given the - to the shaft of the Abyss. 2 When he opened the Abyss, smoke rose from it
like the smoke from a gigantic furnace. The - and - were darkened by the smoke from the Abyss. 3
And out of the smoke locusts came down upon the - and were given - like that of scorpions of

the - 4 They were told not to harm the - of the - or any - or -, but only those

people who did not have the seal of - on their foreheads. 5 They were not given power to - them,
but only to - them for five months. And the - they suffered was like that of the sting of a

scorpion when it strikes a man. 6 During those days men will seek -, but will not find it; they will long

to die, but - will elude them.

7 The locusts looked like horses prepared for battle. On their heads they wore something like crowns of

-, and their faces resembled human faces. 8 Their hair was like women’s hair, and their teeth were like

lions’ teeth. 9 They had breastplates like breastplates of -, and the sound of their wings was like the

thundering of many horses and chariots rushing into battle. 10 They had tails and stings like scorpions, and

in their tails they had - to torment - for five months. 11 They had as king over them the

of the Abyss, whose - in Hebrew is Abaddon, and in Greek, Apollyon.

12 The first woe is past; two other woes are yet to come.
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|Final Sentiment Groundtruth Datasetl

Bible chapters

e Manual inspection turned up a few

“Revelations 9” problems.

e Weeded by hand, and re-seeded.

e Final result (out of 1188 chapters)
— 115 positive chapters
— 78 negative chapters

— Positive/negative ratio is 59.6%.

Red, Blue, White for
Positive, Negative, Unlabeled
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‘Pause: What Have Other People Done?I

How have others attempted multilingual sentiment assignment?

e Translate documents into English (for which sentiment-tagged data is

more readily available), then apply sentiment analysis|2].

e Or the reverse: translate sentiment lexicons from English into the
target language, classify documents directly in the other language[3].

e Or simply invest the brute force labor needed to create a sentiment

lexicon in every language of interest[4].

(Our method requires no translation.

Further, it needs a sentiment lexicon only as one way to boot strap.)
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Project English Bible Chapters through Europarl ...

reduced
representation

dimension 1 0.1375
H dimension 2 0.1052
Eng“Sh dimension 3 0.0341
dimension 4 0.0441
dimension 5 -0.0087
h dimension 6 0.0410
Truncated Project dimension 7 [ 0.1011
dimension 8 0.0020
SVD new documents dimension 9 0.0518

H dimension 10 0.0822
SWGdISh — dimension 11 -0.0101

I dimension 12 [ -0.1154

Spanis

dimension 13 -0.0990
dimension 14 0.0228

dimension 15 -0.0520
dimension 16 0.1096
German dimension 17 | 0.0294
dimension 18 0.0495

dimension 19 0.0553
dimension 20 0.1598

French Document feature
vector

term x concept
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‘Use only the Labeled Chapters ... I

...to generate training data that looks like:

Chapter Valence f1 fa f3
c1, Psalm 126
co, Psalm 127

c3, Chronicles 5
c4, Revelation 10
c5, Chronicles 5
cg, Bizra 10

c7, Ezekiel 5

cs, James3

c193, Revelation 9
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‘Test on the Foreign, Labeled Chaptersl

Build an ensemble of bagged decision trees.

Project foreign language chapters through Europarl. “_Bib!e Cha_pters

Assume that sentiment is preserved across languages. H| ‘ English

Use the ensemble to classify the 3x193 chapters in -
Spanish

Spanish, French, German.

Result: -
French

— Accuracy of 74.9%

German

a = 0.01) better than the ...

— Statistically significantly (one-sample t-test, H

— Baseline random accuracy of 56.9%
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‘Have We Simply Learned Topic, Not Sentiment?l

Maybe. It does seem plausible that topic and sentiment are intertwined.

So we changed the training data by shuffling versions across chapters.

Chapter 10, Verse 1 Chapter 88, Verse 2
Chapter 10, Verse 2 Chapter 10, Verse 4
Chapter 10, Verse 3 Chapter 92, Verse 1
Chapter 10, Verse 4 Chapter 10, Verse 3

Chapter 88, Verse 1 Chapter 88, Verse
Chapter 88, Verse 2 Chapter 10, Verse 1
Chapter 88, Verse 3 Chapter 92, Verse

Chapter 92, Verse 1 Chapter 10, Verse
Chapter 92, Verse 2 Chapter 88, Verse

Break up topics by re-distributing their sentences.
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‘Train on Shuffled English, Test on Foreignl

Project shuffled chapters through SVD.

Generates new, “shuffled” training data. Bible chapters

Use the new ensemble to classify the 3x193 chapters H| ‘ English
o Il H“H‘H

Result: Spanish

French

— Accuracy of 72.0% T |
— Still significantly better than the 56.9% baseline.

— But lower than 74.9%. H

Indicates that some, but not all, of sentiment is

German

bound up in topic.

Kegelmeyer, SENTIRE, Multilingual Sentiment Analysis . .. Page 22 of 23



| Conclusion I

e We have a demonstrated a supervised machine learning approach to

determine sentiment in multilingual documents.
Does not require translation
Uses a sentiment lexicon only for bootstrapping sentiment labels

Uses LSA to project new documents into a language-independent

concept space.
— Uses machine learning on these features to build a predictive model
Extensions:
— Could easily be used with other topic models, such as LDA or NMF.

— Could be applied to other emotional dimensions or meta-properties,
such as “framing language”; prior similar application has been seen

in characterizing ideology|8| in multilingual text.
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