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ABSTRACT

Tools for visualizing and analyzing large data sets too often fail to 
secure adoption by their intended users. Usability problems are 
often a factor, but a deeper cause is a misunderstanding of the 
social and physical context of data analysis and visualization. A
powerful tool for understanding how people use large data can be 
found in activity theory and other models of how tools and infor-
mation mediate collaborative work. We demonstrate its power 
through an empirical study of a prototype analysis tool that failed 
to secure adoption, and argue for the use of activity theory in de-
signing tools to support large data set analysis. 
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1. INTRODUCTION

As ultra-large data sets become increasingly important to science 
[1], scientists become increasingly dependent on visualization and 
analysis tools to interpret that data [2]. Paradoxically, as these 
tools grow in sophistication and potential, securing user adoption 
remains difficult. We believe that the reason so many powerful 
data analysis tools struggle to find adoption is a failure to afford 
users with visual representations and interactive behaviors that 
engage the complex, adaptive, deeply nuanced patterns of activity 
that scientific and other knowledge creation communities require 
for their vitality. In this paper, we propose the use of activity theo-
ry as a framework for understanding the ways people use large 
data sets, and improving the design of tools to support them.

Rapid changes in the size, availability, and importance of large-
scale data creates tremendous challenges for data analysis and 
visualization, including performance limitations of existing hard-
ware and software architectures; matching visual vocabularies to 
target problems; coordinating analysis and visualization across 
distributed datasets; managing data and visualization provenance 
information; and keeping visualization environments up-to-date as 
datasets evolve both qualitatively and quantitatively [3]. In addi-
tion, scientific visualization confronts discipline-specific chal-
lenges: for example, mathematical modeling in systems biology 
involves iterative exploration of multiple solution spaces, creating 
“landscapes of local optimalities” that are difficult to represent 
comprehensively [4]. These technical complexities are reflected in 
the complexity of the communities that conduct data-intensive 
science. This, and the rapid progress of visualization research 

challenge our ability to turn new technologies into useful tools, 
and users’ ability to integrate them into their work. 

Given human reliance on visual information processing, visual-
ization software is critical in enabling researchers to interact pro-
ductively with massively large and complicated data. Humans 
lack the perceptual and cognitive abilities to make sense of large
data sets without machine assistance, and scientific disciplines 
recognize that visualization tools are likely to play an important 
role in future work. Yet despite sustained attention to the technical 
challenges of large-scale data visualization and widespread inter-
est in incorporating visualizations into research, getting research-
ers to adopt novel visualization tools can be challenging. In spite 
of designers’ efforts to address user needs, responses can be sur-
prisingly lukewarm. The authors know of several instances in 
which scientific and engineering users have eschewed novel visu-
alization software in favor of analytical tools that generate simpler, 
more conventional representations of information – such as scat-
terplots – even as they acknowledge the limitations of these repre-
sentations for complex analytic problems. 

We believe that many, if not most, adoption failures can be at-
tributed to inadequate consideration of the social, physical, and 
organizational contexts of work. Because these communities seek 
to create new knowledge from large, as yet unanalyzed data sets, 
they not only involve collaborations across diverse disciplines, but 
also reconfigure their work practices continuously to meet the 
emerging demands of exploratory data use. To address these prob-
lems, designers must shift their focus from the ways that visuali-
zation and analysis tools search and transform data, to characteriz-
ing the ways in which they mediate the complex technical, social, 
and cognitive dance of exploratory science.

In the following pages, we present activity theory as a useful 
way to frame the complex mediations among visualization re-
searchers, visualization software and hardware, datasets, and the 
multidisciplinary communities for whom these tools are intended. 
Activity theory treats human cognition as goal-directed practice 
that is inextricably embedded in a “social matrix composed of 
people and artifacts,” as well as objects, outcomes, norms, roles, 
and meanings [5]. We briefly describe the philosophical and his-
torical roots of activity theory, sketch its grounding concepts, and 
identify some approaches suggested by an activity theoretic orien-
tation to design. However, the bulk of this paper is a case study in 
which we use activity theory to explain why an analytic user 
community did not adopt a prototype text analysis visualization 
tool. This example not only calls our attention to contextual fac-
tors that designers must consider, but also can help visualization 
developers align their research goals with those of the target user 
community, and improve their ability to create usable, useful, and 
adoptable large-scale data visualization and analysis technologies. 

2. VISUALIZATION DESIGN

The idea that technologies should address the needs of their users 
is hardly revolutionary: the field of human factors emerged during 
World War II to help aircraft designers reduce human error. In the 
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1980s, human factors and computer science intersected, establish-
ing the field of human-computer interaction (HCI), and the HCI 
community expanded rapidly as computers became smaller, more 
affordable, and increasingly ubiquitous. Today, HCI is a diverse 
field of study, spanning disciplines, from cultural anthropology to 
computer science. 

Interestingly, several of the leading figures in early HCI move-
ment, including Ben Shneiderman and Stuart Card, also played 
foundational roles in establishing information visualization and 
visual analytics as computer science subdisciplines. This is not 
surprising, given that information visualization is inherently 
aimed at augmenting human abilities to interpret complex infor-
mation [6]. Computer-supported visualization research has had 
significant societal impacts, as novel visual vocabularies and 
software tools have migrated into the mainstream. For example, 
financial journalists have adopted interactive tree maps to render 
market data in comprehensible form [7, 8], while relatively un-
skilled users can access on-line visualization environments and 
data to create sophisticated information representations [9]. This 
spread of large data visualization tools into diverse domains fur-
ther emphasizes the importance of user-oriented design methods.

Yet even with these successes, many visualization experts be-
lieve the field has not realized its potential. As Shneiderman et al. 
observed, visualization researchers “envision profound impacts 
and widespread application, but the reality is often more sobering” 
[10]. As many information visualization and visual analytics re-
searchers have lamented, designing visualization environments to 
meet the analytic needs of a diverse user groups is difficult, even 
when datasets are relatively small. Equally difficult is evaluating 
the extent to which visual analytics environments enhance the 
usefulness of information. Many visualization projects struggle 
with issues of usability, utility, adoptability, and technology 
commercialization, even as they are generating novel and exciting 
techniques for interacting with information. 

Perhaps because of its inherent orientation toward perception 
and cognitive processing, visualization research has long drawn 
upon psychological models of attention, memory, and perception 
[6]. Even so, the “field of information visualization offers little 
practical guidance to practitioners who seek to design novel sys-
tems” [11]. This is despite the ubiquity of frameworks like 
Shneiderman’s theory of visual information seeking [12], which is 
perhaps the most widely cited design guidance in the visualization 
literature. To address these challenges, visualization researchers 
have recently started looking beyond cognitive science for other 
paradigms, methods, and theories to conceptualize the relationship 
between human activity and visualization technologies, and to 
support visualization tool design and evaluation [13-16]. 

The challenges of designing data analysis software extend be-
yond the immediate user-machine relationship in ways that theo-
ries of individual cognitive processing cannot address. As people 
use computers to perform work, they engage in complex recipro-
cal exchanges with other people, computer software, and comput-
er hardware. Moreover, places of work are situated within broader 
organizational, financial, social, and historical contexts. Not only 
do these broader contexts shape the meaning and practice of work 
at the local level; but also in reciprocal fashion, human activity 
evolves these higher-order dynamics. Indeed, activity theory and 
other models of socially situated cognition took shape in the early 
1990s as HCI practitioners recognized the limitations of cognitive 
science-based approaches to human-computer interaction [17].

These issues are particularly salient in the design of large-scale 
data analysis and visualization tools, because data-intensive sci-
ence increasingly requires large, multi-disciplinary collaborations, 
as are now the norm in fields like climate science and economics. 

Traditional software requirements and design methods assume 
stable, complete, and unambiguous specifications of technology, 
information, work processes, and social organization that scien-
tific research communities cannot provide. Developing tools that 
help these communities to interact meaningfully with their data
and with each other, requires careful attention to the web of actors 
and artifacts that comprise exploratory research. The next section 
introduces ideas of interaction design, artifact-mediated collabora-
tion, and activity theory as tools to help visualization researchers 
develop useful, usable and adoptable technologies that meet the 
rapidly evolving demands presented by massive data. 

3. ACTIVITY THEORY AND ITS FOUNDATIONS 

The central idea of interaction design [18, 19] is that we must 
think of the tools, interactive behaviors, organizational structures, 
work processes, infrastructure, and other factors surrounding a 
community of practice as a single, interconnected system. Interac-
tion design provides a number of methods and theories for doing 
this, including activity theory. However, using these techniques 
requires a fundamental shift in thinking about the nature of com-
putation, interactivity, and the relationship between tools, infor-
mation, people, and culture. This section addresses that shift by 
reviewing the intellectual foundations of interaction design. 

As computer scientists, we are trained to think of information 
and information processing in formal terms: as algorithms operat-
ing on well-formed syntactic expressions. Under this perspective, 
the user interface serves as a boundary between the algorithmic 
behavior of the tool and the goals and actions of the user: its pri-
mary function is in managing the information that enters and 
leaves the closed computational system. Although useful, perhaps 
essential to the practice of computer science, this view of user 
interfaces as mediating between a computational system and the 
world of human actions and intention also limits our ability to 
understand the factors that influence tool adoption.

For successful design, particularly of tools as complex as large-
scale data visualization software, we must recognize that the inter-
face is the user’s primary experience of the system. From this 
perspective, the user interface defines a space of possible interac-
tive behaviors within a larger context of human activities, goals, 
values, practices, and physical and social constraints. The inter-
face remains a mediating artifact, but rather than mediating be-
tween user and algorithm, it mediates among the different mem-
bers of the work community.

A compelling example of the complexity of this larger space of 
human activity comes from a recent discussion on the problems of 
analyzing large medical data sets that two of the authors attended. 
What was striking about this discussion is the way in which two 
MDs described their expectations for using a large database of 
medical information. After briefly going over a printed data defi-
nition sheet, the doctors shifted their attention from the structure 
and semantics of the data, to the complexities of using the data in 
a medical context, including the different uses of the data by doc-
tors, nurses, hospital administrators, researchers, and IT special-
ists. It was evident in their discussion that this data was not just a 
source of objective medical information, but also played a role in 
decisions on managing the hospital, assigning responsibility for 
administering care, and meeting legal, economic, and regulatory 
obligations. As this illustrates, the function of the user interface is 
not simply to deliver algorithms and data; it must also mediate the 
complex flows of information, responsibility, negotiation, and 
activity that define communities of practice.

Even if a tool provides useful functionality and the user inter-
face presents those capabilities effectively, if its interactive behav-
iors do not fit gracefully and intuitively into this larger space of 



activities, then users will experience the tool as awkward, unrelia-
ble, and a poor fit to their goals and activities.

3.1 Philosophical roots

In moving our focus away from the cognitive and perceptual di-
mensions of usability to the process through which a community 
interprets, shares, and acts on data, interaction design has its roots 
in a philosophical tradition going back to C. S. Pierce [20], Wil-
liam James [21], John Dewey [22] and pragmatist epistemology, 
which acknowledges the complexities that lay between reality and 
our understanding of it. In particular, the pragmatists recognized 
that before information could be used, it must be interpreted, and 
that interpretation is shaped by the goals, culture, values, experi-
ence, and practices of the interpreter as well as the formal proper-
ties of the data. This does not deny the validity of empirical sci-
ence; rather it emphasizes the difficulties in achieving an empiri-
cally valid, socially accepted understanding of the natural world. 

The problems of interpretation are exacerbated by the difficul-
ties users have in giving an explicit account of the way they use 
tools and information in their work practice. This reflects
Heidegger’s [23] phenomenological distinction between a tool 
designer’s awareness of the details of a tool’s form, materials, and 
function, and the user’s experience of the tool in which the partic-
ulars of its design disappear in the experience of use. When a 
musician plays an instrument, they do not experience the instru-
ment as a designed object; they experience music. Similarly when 
a doctor interacts with medical data, they do not experience algo-
rithms and data structures; they experience patterns of symptoms, 
diseases, and treatments. Not only are people’s ways of using 
tools complex and situation dependent, but also their ability to 
describe their own activities in terms that are specific enough to 
support software design is limited.

3.2 Implications for large data analysis and visualization

Early work in software design and usability was closely linked to 
the development of cognitive engineering, the idea of using the 
theories of cognitive science to improve the design of tools to 
support knowledge work [24]. In the 1990’s, as personal comput-
ers became more powerful, applications more complex, and the 
Internet redefined computers as media, software designers became 
increasingly aware of the limits of the cognitive engineering ap-
proach, and shifted their focus from problems of perception, 
memory, and other cognitive constraints to the social, historical, 
and physical context of computer use. In a very real sense, the 
practical demands of designing software came face to face with 
the philosophical problems outlined above.

One of the earliest explorations of these ideas was Suchman’s 
[25] study of usability problems with the first generation of “intel-
ligent” copiers. This research demonstrated that people seldom 
follow a tool’s intended use procedures, but continuously impro-
vise their actions in response to their changing technical, physical, 
and social context. This insight is important to the problems of 
large-scale data analysis and visualization. Because scientific data 
analysis is an exploratory process, scientists require greater flexi-
bility in their tools and procedures than traditional software design 
methods can address. These communities do not follow the kinds 
of explicit, controlled processes that support IT development tra-
ditionally assumes; rather, they continuously reconfigure their 
activities and organization in response to the contingencies of 
scientific exploration. This complexity has led designers to make 
greater use of ethnography and other field study methods [26] to 
achieve a deeper understanding of the specific community intend-
ed for system use.

However, field methods provide only part of the solution. The 
results of field studies must be interpreted to be of use, and this 
requires a strong theoretical framework. The common thread in 
theories such as distributed cognition [27] and activity theory [5]
is that much of the structure of communities of work can be 
gleaned from an examination of the way tools and information 
mediate human activity. Rather than being neutral instruments, 
tools implicitly shape the ways we think of and perform work. 
This view supports a richer understanding of the dynamic, situa-
tional nature of exploratory knowledge creation, while providing a 
robust organizing structure for the design of tools to support it.

3.3 Activity Theory

Activity theory is a model of socially situated collaborative work 
based on Leont’ev and Vygotsky’s [28] cultural-historical psy-
chology, and the idea of cultural mediation: the way culture, as 
expressed through communication, artifacts, and behaviors, medi-
ates the development and expression of our thoughts and actions. 
Leont’ev and Vygotsky’s essential insight is that cultural artifacts 
such as tools, representations, and social norms both shape our 
patterns of thought and action, and are in turn shaped by those 
patterns. The problem we face in designing tools is not simply one 
of presenting technical capabilities. As designers, we also face the 
inevitability that the tools we build will change our user’s ways of 
thinking and acting in ways we cannot anticipate – but that will 
potentially undermine the assumptions on which the tool is based.

Activity theory is not a predictive theory; it is a descriptive 
framework for analyzing socially situated behaviors that has prov-
en useful in design. The central focus of activity theory is the 
activity: a system of actions taken to reach a goal in a particular 
context. The basic structure of an activity is that it is performed by 
an individual subject within a larger community, and acts on a 
specific object with the goal of producing an outcome. For exam-
ple, individual analysts working on a research team perform the 
activity of finding patterns of interest in a large data set. The ob-
ject of this activity is the data set, and the outcome is a deepened 
understanding of that data (figure 1).

Figure 1

As described in section 3.2, an activity is mediated by tools, 
which include formal data sets and other information artifacts. It 
is also mediated by the roles established in the community, and 
accepted rules of social interaction (Figure 2). In the data analysis 
example, mediating tools would include visualization software, 
query engines, data management tools, and even general tools 
such as email. Roles would include analyst, database manager, 
algorithm developer, visualization designer, etc. Rules might in-
clude practices for sharing data and interpretations in the team, 
restrictions on who communicates with the customer, etc. 
Although simple, when supported by systematic empirical inves-
tigation of a user community, activity theory can be a very power-
ful tool for understanding the interacting forces that determine 
how users will respond to a large data set and its associated tools.



Figure 2

In the following section, we will use the concepts of activity 
theory to explain why a visual analytics software prototype was 
not widely adopted by the intended users, despite the design 
team’s commitment to user-oriented design. Although the proto-
type was oriented toward smaller text corpora, the developers 
intended to scale the technology for significantly larger datasets. 
The adoption problems encountered at the prototype stage high-
light issues for future iterations of this project. Activity theory 
provides a helpful framework for understanding why users did not 
perceive the software as useful, despite extensive input from 
members of the user community, and provides insight for incorpo-
rating context issues for data analysis and visualization tools. 

4. THE SCALABLE TEXT PROTOTYPE

Between 2008 and 2010, the authors were involved in a research 
and development project to develop a text analysis and visualiza-
tion tool for text data. To preserve the confidentiality of the many 
people who supported this study, we will refer to this project as 
the “Scalable Text Analysis” (STA) effort, and use similar pseu-
donyms throughout this discussion. The project was intended to 
assess how scalable text modeling algorithms might be leveraged 
with visualization to eventually help analysts work more efficient-
ly and effectively with large corpora of text documents. 

The four authors were involved in various stages of the project, 
including early requirements and design, tool development, and an 
assessment performed at the end of the project, making it an unu-
sually well studied development effort. 

4.1 Background on the STA project

The STA project brought together members of two organizational-
ly distinct communities – a computer science research group and a 
policy analysis group – who were located in the same large gov-
ernment institution, but whose work contexts did not intersect on 
a day-to-day basis. The policy analysis group was (and remains) 
well respected for its members’ expertise in international science 
and technology policy. Similarly, the computer science research 
group was well-known for its expertise in scientific computing. In 
fact, members of each group had previously collaborated on poli-
cy analysis issues, and had even pursued some small-scale soft-
ware development projects. 

These interactions were fruitful enough that members of each 
community decided to pursue a more significant, higher-risk part-
nership to develop the Scalable Text Analysis project, which was 
oriented toward novel algorithms and frameworks for text analysis 
and visualization technologies. Members of each community saw 
complementary benefits: the research community would have an 
opportunity to pursue and evolve algorithmic research for text 
analytics, while incorporating these algorithms into novel infor-
mation visualization environments. Similarly, members of the 
policy analysis community were intrigued by the possibility of 
text analysis tools that could help them manage increasingly large 
corpora of text information. 

At the same time, project members in both communities were 
concerned that organizational differences between the two groups 

could present significant barriers to effective collaboration. The 
policy analysts were accustomed to producing written assessments 
of international trends in fairly short periods of time, and provid-
ing detailed assessments of emerging technology trends for a wide 
array of government consumers. Meeting project timelines, man-
aging tight budgets, and producing usable policy reports for de-
manding clients were all extremely important for continued suc-
cess of the policy group. In addition, the analysts were funded 
primarily on a project contract basis, with little flexible funding to 
support research or technology development projects. In contrast, 
the computer science researchers were accustomed to getting rela-
tively large amounts of flexible research funding to pursue longer-
term basic technology development activities. Its members were 
comfortable with a high degree of project risk, given the commu-
nity’s normative orientation toward innovation. In addition, the 
computer science researchers were used to working with publicly 
available information and publishing research results in the inter-
national scientific literature. In contrast, much of the policy ana-
lysts’ data included sensitive government and proprietary infor-
mation, and resulting reports were often sensitive or classified. 
Maintaining confidentiality around data, consumers, and topic 
areas was critically important for the policy analysts, just as pub-
lishing technology advances and research results was critically 
important for the research community. 

The STA project was funded as a research project, but its goals 
included basic computer science research and development, as 
well as prototype analysis applications incorporating the project’s 
algorithms. In a nutshell, the STA project researchers would de-
velop new techniques and package these in prototype applications 
for deployment and testing in the policy community. Members of 
both communities realized, however, that significant cultural dif-
ferences required careful management and negotiation if the pro-
ject was to be successful. To ensure that the software would ad-
dress the needs of the intended user community without violating 
any regulations around information management, leaders in the 
policy analysis and computer science groups decided to create an 
STA software prototyping team, which we will refer to as the 
“STP Team” or “Scalable Text Prototype” team. The STA project 
agreed to provide the policy group with direct funding to support 
two analysts as advisers to the STP project.

Over several months, the STP team – comprising policy ana-
lysts and computer scientists of various types, as well as an organ-
izational anthropologist (McNamara, one of this paper’s authors) 
– met on a regular basis and asked the analysts to describe their 
current approaches to working with text information, including 
data types, databases, current tools, and their policy research 
products. As the policy analysts described how they searched, 
reviewed, and incorporated electronic text information into their 
analytic work, the computer scientist researchers periodically 
asked the analysts to provide more detail on specific tasks and 
tools.  The computer scientists then suggested ways in which nov-
el text analysis and visualization approaches – many of which had 
been developed in a research environment but not deployed to 
external user communities – might support some of the text 
searching, retrieval, and categorization functions that the analysts 
described as routine elements of their workflow.  

Over several iterations, the team members created a spreadsheet 
that conceptually linked analytic work tasks to research algo-
rithms and used this as the basis for a more formal requirements 
document to support development of the STP software. The 
team’s visualization researchers created several screenshot proto-
types of a user interface for the STP software, and reviewed these 
paper prototypes with the policy analysts, who asked questions 
about functions that were unclear and suggested changes to the 



interface layout.   Once the team members agreed that they had 
reached consensus, the computer scientists began working on the 
STP software. 

4.2 The STP Prototype

Several months later, the STP developers presented the policy 
analysts with the text prototype.  The STP functionality included 
keyword queries within documents, querying across a document 
corpus, visualizing topical relationships among documents, and 
clustering documents into topical categories. To support these 
functions, the STP software incorporated several types of text 
analyses, including Latent Semantic Analysis, entity extraction, 
clustering, and contained graph or sub-graph searches. These al-
gorithmic functions were coupled with several graphical represen-
tations of text content, including vertex-edge and tree ring graphs, 
to afford users more efficient access and insight into the content 
of the document cache. 

Latent Semantic Analysis (LSA) is a natural language pro-
cessing technique used to analyze relationships between a set of 
documents and the terms contained in the documents. Unlike 
techniques that parse sentences and map them into conceptual 
graphs or other representations, LSA represents the semantics of a 
document in terms of statistical properties of the words (or terms) 
in the document. This is accomplished by generating sets of topics 
related to the documents and the terms. LSA utilizes a term-
document matrix, or frequency matrix, where rows correspond to 
terms found in the document cache and columns represent the 
documents. Each value in the matrix is proportional to the fre-
quency of a term within the document (in an unweighted matrix 
each value would be equivalent to the frequency of a term within 
a document). Using these term-document matrices, STP uses 
GMeans clustering [29, 30] to form document clusters. A strength 
of these methods is their efficiency and amenability to paralleliza-
tion, research goals of the project.

Because of the importance of proper names of people, organiza-
tions, and places to the analysts, STP also provides entity extrac-
tion using the Stanford Named Entity Recognition (SNER) tools
[31]. This uses a statistical model that must be trained using man-
ually annotated training datasets (the larger the training set, the 
more accurate the results). Training in a given domain, or docu-
ment collection, does not always translate well into a new domain 
or with a new set of documents. This is true for both grammar 
based and statistically based entity extraction techniques; there-
fore, tuning the extraction algorithms is beneficial for all new data.

STP also utilized a variety of graph algorithms and heuristics 
that are useful for the analysis of network data. STP constructs 
graphs using document-to-document similarity measures (calcu-
lated with the LSA method described above), and document-to-
entity relationships using the in-document relationships found by 
the entity extraction methods.

The policy analysts used the prototype on a trial basis. It quick-
ly became apparent that they would not adopt the prototype. After 
informal discussions indicated that the analysts felt the prototype 
did not meet their needs, we were asked to investigate the cause of 
the adoption failure. This investigation followed two paths: a usa-
bility and visualization evaluation in our usability testing laborato-
ry, and interviews with the analysts who tried the system and 
members of the development team.

4.3 Evaluations of STP

As part of this project, the authors of this paper were involved in 
evaluating the STP software. One set of evaluations followed the 
established pattern of usability studies. We conducted simple 
usability studies to assess the learnability of the software’s func-

tions. We also deployed prototype versions of the software to 
working policy analysts – both individual analysts and a project 
team – in the policy analysis community and observed them using 
the tool to review text datasets on their desktop computers.

Another series of studies emphasized issues particular to the 
analysis of large-scale data, and focused on the graphic represen-
tation of document networks. Conducted in a formal usability 
laboratory, these studies evaluated the suitability of different rep-
resentations for different problems, as well as their scalability as 
the document corpus grew.

The final study was a field study, consisting of interviews with 
target users in which they were encouraged to talk freely and in 
depth about their experiences with the tool, the development pro-
cess, and the development organization itself. 
The final section of this report presents these results using an 
activity theoretic analysis to emphasize interactions among the 
different communities involved in development, and the way tools, 
social roles, and rules of behavior mediated both the users’ expe-
rience of the tool and the development process itself.

5. AN ACTIVITY THEORETIC ANALYSIS

There are a number of unique problems involved in designing and 
evaluating visualization software. The communities involved with 
the analysis of large-scale data tend to be large and multi-
disciplinary, involving skills in computer hardware and software, 
data management, programming, and various application domains. 
In many cases, teams are geographically distributed. The applica-
tion domains tend to be highly technical and specialized, but 
many particulars of data analysis are intertwined with domain 
specific knowledge, further complicating design. The rapid rate of 
change of technology in scientific fields is mirrored in a lack of 
stable or clearly defined work processes. This section examines 
these and related problems in the context of the STA project using 
activity theory as an analytic framework. Following the structure 
of figure 2, it divides the analysis into conclusions on the commu-
nities involved, the way the objects of work differed across sub-
jects, problems with the way STP mediates work, and conflicts 
resulting from differences in rules and roles across communities.

5.1 Communities

Although leaders of STA characterized the effort as a single pro-
ject, the work involved five distinct communities: The computer 
science research community was interested in developing infor-
matics algorithms that could run efficiently on massively parallel 
computers. The analysts were looking for tools that could help 
them address the problems of analyzing large corpora of docu-
ments in short time frames. The developer team was interested in 
developing and testing informatics libraries that could be used to 
build a variety of applications. The usability group worked close-
ly with the user community to develop potentially useful proto-
types and to evaluate their success. Finally, the funding office
managed internal R&D funds, and was charged with funding ex-
ploratory research with the potential for high long-term benefits.

It is interesting to note that this is a common organization for 
advanced software development projects. The division between 
research and development reflects the common model of an inno-
vation pipeline, and the development team recognized the value of 
usability and the need for specialists in this area. What this func-
tional organization, however intuitive, overlooked in this situation
was the differences in goals and culture across these subteams.

For example, the development and usability teams focused on 
delivering a series of prototypes to the analysts. Although the 
analysts recognized that these would be research prototypes with 



limited support and less robustness than production software, 
everyone agreed on the importance of releasing prototypes regu-
larly, and refining them across revisions in keeping with analyst 
feedback. In contrast to this commitment to a regular schedule of 
deliverables, the research team was focused on developing math-
ematical algorithms and publishing on their results. This requires 
a more dynamic response to an open-ended series of research 
problems, in which the solution of one problem opens new re-
search opportunities. Although this work was punctuated by dead-
lines for conference papers, the overall flow of work was more 
dictated by research opportunities than project milestones. 

This difference between the research and development commu-
nities exerted a subtle influence on the prototyping activities of 
the development team. Rather than using successive prototypes to 
refine the delivery of a single set of capabilities, they came under 
pressures to introduce new research ideas into successive proto-
types, which further prevented the development team from focus-
ing on turning a single capability into a useful, usable system.

This also led to conflicts over funding, with the project leader-
ship at one point appropriating funds from the development 
team’s budget to pay for new research opportunities. This problem 
was exacerbated by incentives in the funding office, which faced 
immediate pressures to maintain the quality of research and publi-
cation, which took precedence over the equally important but less 
immediate goal of long-term applicability. 

These kinds of conflict are certainly familiar to anyone who has 
worked on software teams, and we recognize the difficulty in 
anticipating them in a project, particularly when the result from 
widely accepted practices. However, we do hope this analysis 
calls attention to the subtleties of these issues, the way they the 
progress of technical work, and the extent to which domains like 
large-scale data analysis and visualization exacerbate these prob-
lems. We also hope that this discussion will replace the common
view that human problems are inevitable, with a recognition that 
the organization of project teams is itself an object of design that 
has a mediating effect of collaboration, and that the design of 
organizations can also be informed by analyses of this type. 

5.2 Object conflicts

Most of the conflicts outlined in section 5.1 could be thought of as 
differences in the objectives of the differing work communities. 
Too often, project leaders lament culture conflicts across 
subteams and the difficulties of addressing something as implicit 
and diffuse as culture, but arguably, “pure” culture conflicts may 
be less important than conflicts in the objects of work done by 
different groups. This idea of aligning objectives across subteams, 
as well as between the developers and user community is critical 
to effective design, and can be surprisingly subtle. A particularly 
interesting example of this is what we believe was a misunder-
standing of the basic object of the analysts’ activites by the soft-
ware developers.

One result of the field study of STP’s users was a consensus 
among analysts that the tool was difficult to understand, and the 
document categorizations produced by LSA did not make sense. 
These observations included a feeling that the tool did not present 
a clear conceptual model of its functionality, and failed to incor-
porate an understanding of the analyst community into its design. 

We believe this reflects a subtle difference in the approach to 
problems taken by the analyst and computer science communities. 
Members of the STA team were focused on solving problems, 
which, although complex and as yet unsolved, did have a clear 
technical statement, and relatively clear criteria for an acceptable 
solution.  In contrast, the analysts’ work is better explained as a 
form of sensemaking: a process of finding order in data that may 

not have an inherent order, and doing so within limited time and 
resources, multiple social constraints, complex ethical implica-
tions, and some degree of personal and organizational risk. Karl 
Weick [32] defines sensemaking through comparison to a 
codebreaking game called Mastermind:

The object of Mastermind is for a codebreaker to duplicate the exact 
pattern of colored pegs inserted into holes that has been created by a 
codemaker but is concealed from the codebreaker by a shield. The 
codebreaker ventures hypotheses as to what the pattern might be and, 
on the basis of information supplied by the codemaker, refines the hy-
pothesis until the codebreaker’s hypothesis exactly matches the 
codemaker’s original pattern.
Mastermind is precisely what sensemaking is not. People cannot be 
sure there is a mastercode to be discovered, nor can they be sure what 
the nature of the code might be, nor even if there is some order in the 
first place. Even if people do discover the code, they can never be sure 
they have done so since there is nothing equivalent to the removal of 
the shield at the end of the game, which reveals the concealed code. 
[32] page 8.

As this suggests, and as conversations with analysts confirm, the 
analysis process has strong elements of sensemaking, where doc-
ument collections may be incomplete and unreliable, customer 
questions may be ambiguously framed, uncertainty is inherent in 
all stages of analysis, no clear “right” answer may be possible, 
and the consequences of error can be severe. Sensemaking de-
pends critically on a broad range of resources including the ana-
lyst’s training, personal experience, social context, character, 
goals, customer relationships, human capacity for empathy, and 
even the ethical issues associated with recommending critical 
actions on the basis of imperfect information. 

When considered from the perspective of how tools can best 
mediate the sensemaking process, limitations of the purely syntac-
tic methods such as LSA led to a sense among users that the tool 
was not relevant to their work. This is not to suggest that syntactic 
search methods are of no use in interpreting large-scale data sets; 
indeed, the size and complexity of this data often means that these 
are the only options available. However, it does underscore the 
importance of designing tools to present the algorithm’s function-
ality not only accurately, but also in ways that fit the user’s under-
standing of their problem domain, and that insure users have an 
adequate sense of the risks and limitations of the tool. The next 
section on tool mediation addresses these problems.

5.3 Tool mediations

A central idea of activity theory is that tools mediate the larger 
fabric of activities in a user community. One finding of the user 
field study that emphasizes this role was users’ feeling that the 
STP prototype did not adequately support the analysis lifecycle. 
The prototype was a stand-alone tool that delivered its algorithms, 
but did not support interoperability with other tools, such as statis-
tical packages, or allow users to copy results into presentations or 
reports. In addition, it provided weak capabilities for saving re-
sults, which limit its ability to build on past analyses to improve 
performance over time. Although the development community felt 
that these more mundane functions were less important than the 
ability of the algorithms to create an order in the documents, from 
the analyst perspective, they reflect a critical inability to mediate 
the overall flow of their work. 

A related complaint was that the tool offers limited forms of in-
teractivity. It constructs networks of related documents, individu-
als, locations, and organizations, but does not allow users to modi-
fy these networks interactively. This makes it difficult for analysts 
to bring their own knowledge to bear in guiding document cluster-



ing or entity extraction, and leaves the tool unable to support the 
iterative process of proposing and refining alternative interpreta-
tions that is central to sensemaking forms of analysis.

The importance of the mediation perspective is also evident in 
laboratory evaluations of the user interface. Figure 3 shows the 
STP interface.  Although the details are difficult to distinguish in 
this small figure, several points are significant. The pane in the 
upper left hand corner lists the clusters the tool created in a hierar-
chical format; clicking on a cluster brings down a list of the doc-
uments in that cluster. Selecting a document from this list causes 
it to be displayed in the large center pane. The lower left hand 
corner displays the documents in a ring diagram (see Figure 4), 
with documents arranged around the perimeter of the ring, and 
connected by arcs across the center. Documents in the same clus-
ter were given the same color.

Figure 3

This is a logical layout of the tools’ functionality, but closer eval-
uation indicates weaknesses when evaluated in terms of its ability 
to mediate collaborative sensemaking. The layout is logical in 
arrangement, but only when considered as a representation of the 
underlying algorithms and data structures. Each pane represents a 
logical component of the tool’s organization, rather than the struc-
ture of sensemaking in the problem domain. For example, the 
center pane allows display of a single document, but only allows 
viewing of one document at a time. This is a poor fit for the way 
people make sense of document sets, which involves comparing 
documents. Also, the display reflects the algorithm’s process of 
stripping text out of pdfs and other formatted documents for anal-
ysis. From an analyst’s perspective, however, things like bolded 
fonts can provide valuable clues to an author’s intended meaning. 
Also, opening the same documents outside the tool will result in a 
very difficult appearance, which can confuse the analysis process.

As theories of mediation suggest, visualization tools are not 
neutral translation of data into images, but carry analytic assump-
tions of their own. One of our evaluations of STP as a mediating 
artifact compares the ring diagram of document networks (Figure 
4) with a representation of them as networks of nodes and arcs (as 
in the bottom, right-hand pane of figure 3). This was done in a 
controlled laboratory environment, where subtle differences in 
short term memory demands, error rates, and other factors could 
be measured. The result showed a marked difference in effective-
ness, and scaling behavior of each representation on tasks such as 
finding related or unrelated clusters, or finding documents that 
connected to documents in many other clusters. Although space 
prevents going into this work in detail, it underscores the im-
portance of controlled evaluations of visualizations to understand 
the biases they introduce into the interpretive processes they me-
diate.

Figure 4: A ring diagram

5.4 Rule mediations

Rules of social behavior provide another form of mediation that 
can affect adoption of a tool.  One source of difference between 
the analyst and developer communities was in restrictions on the 
ways they handled funding and customer interactions. As a re-
search project, the leaders of the STP team were given considera-
ble autonomy in how funds could be spent; in contrast, the analyst 
community worked on a fee for service basis where customer 
funds were allocated for specified tasks, and spending was closely 
tracked. The development team did not initially place adequate 
emphasis on the role of funding in shaping priorities, and as a 
result, were often seen as unresponsive. As the project neared 
conclusion, and discussions were held on future work, the analysts 
emphasized importance of controlling funding to insuring their 
needs were met. Similarly, the analyst team often worked with 
customer proprietary information, whereas the research team was 
used to a more open culture of information sharing. The short time 
frames commonly allowed for of analyst work also contrasted 
with the longer time frames for research. Although these differ-
ences in social practices did not cause major problems in the 
groups’ collaborations, they were the source of numerous adjust-
ments among participants. In addition, they raise questions about 
the affect of these rules on the analyst’s sensemaking processes. 
Although tracing these effects would additional investigation, this 
initial characterization further illustrates the subtlety of social 
rules and their effect on adoption of tools.

5.5 Role mediations

In our evaluations, we also noted a confusion of roles in the pro-
ject. As discussed in 5.1, although the STA project followed a 
standard functional organization into subteams, this led to con-
flicts among subteam goals and objects that affected work with 
the analyst community and hindered adoption. It is also worth 
noting that no one on the team had both the responsibility and 
resources to speak for the customer. The usability team did have 
access to the users, and represented their interest, but their role 
was peripheral to the primary decision making and funding au-
thority in the project. 

6. CONCLUSION

It is often said that there is much to be gained from discussions of 
efforts that did not unfold as hoped for, but few forums are willing 
to discuss such results, and researchers are even less eager to pub-
lish them. The research discussed in this paper was, we are happy 
to say, anything but a failure in the larger scheme of things. Alt-
hough the specific prototype discussed did not secure adoption, 



the people involved are continuing to work together to develop 
informatics analysis and visualization tools to support the ana-
lysts’ work. In addition, both management and developers have 
been receptive to the observations made in this paper. 

We hope readers will take from this analysis a deeper apprecia-
tion of the subtle social and contextual factors that influence adop-
tion of new technologies that are so critical for large-scale data 
analysis and visualization, and also will see the value in activity 
theory and other models of the way in which tools, information, 
and social structures mediate collaboration and influence the 
adoption of advanced technology.

As a final comment, we note that the organization and process-
es of a research and development team are, like the tools they 
construct, objects of design. Tools like activity theory are just as 
applicable to the design of organizations as to the design of tools, 
and afford an approach to solving some of the problems outlined
in this paper.
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