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Abstract

Quantification of Margins and Uncertainties (QMU) was originally
introduced as a framework for assessing confidence in nuclear weapons,
and has since been extended to more general complex systems. We
show that when uncertainties are strictly bounded, QMU is equivalent
to a graphical model, provided confidence is identified with reliability
one. In the more realistic case that uncertainties have long tails, we
find that QMU confidence is not always a good proxy for reliability,
as computed from the graphical model. We explore the possibility of
defining QMU in terms of the graphical model, rather than through
the original procedures. The new formalism, which we call probabilis-
tic QMU, or pQMU, is fully probabilistic and mathematically consis-
tent, and shows how QMU may be interpreted within the framework
of system reliability theory.
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QMU

What is it?
» Framework for making assertions about confidence in nuclear
weapons performance.
» Founding document: Goodwin and Juzaitis (GJ), 2002.
» Many competing interpretations.
Questions:
» Why should nuclear weapons have their own statistical
framework? Relation to reliability theories?

» More generally, how is it related to probability theory?

» No apparent probabilistic content
» No explicit distributions.
» Binary output. Does not output a probability.

» Is it sound? (JASONs and NAS/NRC say yes.)
To answer these questions, | have developed pQMU (RESS, 2011).



pPQMU = probabilistic QMU

» Fully probabilistic formulation of QMU in terms of Graphical
Models (GMs).
» Qutputs a reliability r, rather than a binary confidence.

» Agrees with QMU when uncertainties are bounded.

» r =1 & confidence.
» Ordinary QMU assumes bounded distributions.

» But...pQMU also works when uncertainties are unbounded.

» So pQMU is a generalization of QMU to the case when
uncertainties are unbounded.



Key issue: extending QMU to unbounded distributions.

» Most realistic distributions are unbounded. (Strict bounds are
too large to be useful.)
» Two ways to generalize QMU:
» Use pQMU.
» Truncate distributions and use ordinary QMU.
» How do methods compare? Is QMU confidence a good proxy
for high reliability?



QMU for system with three performance gates
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Detailed anatomy of Performance Gate

- Upper Boundary of Gate
(/L Key components:
( » Metric (m).
<« m. » “Performance gate." (Gives
"margin” M.)
» Uncertainty U.
Gate< . 0 < m 2 /\/la).drr.rum possible
deviation.
U < : .
» Confidence ratio
Mg L e my, CR = M/U.
| » |If CR > 1 at all gates, then
.\ we have "QMU confidence.”

S, Otherwise, we don't.

Lower Boundary of Gate



QMU as a Graphical Model

P1 P2 P3

FOBOOE

» m;: random variables.

» P, =1if m; € G;, zero otherwise.

» S=1if P = P, = P3 = 1; zero otherwise.
> P(S, Pi,mi) = P(S|P:) - [Ti=, P(Pilmi, Gi) - TTi=y P(m)).
» Reliability: r = P(S =1).



Comparison: bounded uncertainties

QMU confidence < r = 1.



Comparison: unbounded uncertainties, QMU

» U is infinite.
» Must assign finite U by some method
» E.g., choose fixed quantile.

» In effect, we are replacing p(m) with p(m | |m| < U).

QMU confidence means:

“100%" certainty that device performs as intended provided
model is correct and complete and there are no tail events.

Very different from usual approach to reliability.



Comparison: unbounded uncertainties, pQMU

Take GM as primary definition of QMU.

» Consistent, computable formalism, even for unbounded
uncertainties.
» Brings QMU fully within fold of reliability theory.

» GMs (“Bayesian Networks") are playing an increasingly
important role in reliability theory over past decade.

» Upgrade to previous approaches.

» Fault trees and RBDs special cases of GMs.
» Key new feature: performance gates.

» Permits useful generalizations ( “leaky” AND gate.)

» Model can be updated using Bayesian inference.



Comparison: QMU vs. pQMU

Q: Is QMU confidence a good proxy for reliability?

A: No. .
Can lead to “confidence” when

reliability is low:

» Four gates, with m;
Gaussian.

» Can have QMU system
confidence when r = 0.83.

Imll <M Im2l < M Im3l < M Im4| <M

Can lead to “no confidence”
M<m<M when reliability is high:

» Metric uncertainty sum of

Cn=sumieps) four independent Gaussian

uncertainties.

OICOIOSD > Can lack QMU confidence

when r=0.9999 .



But how do you assign distributions?

Apparently a big difference:
» QMU does not require assignment of distributions.

» pQMU does.
Advantage QMU? Let's look closer.

» Problem is unavoidable.
» Every formalism must assign tail probabilities, explicitly or
implicitly, just in order to get an answer.
» QMU makes no commitment in the main body of the
distribution, where it doesn't matter.

» In the tails, QMU makes the strongest possible assumption: it
sets the tails to zero.

» Worst possible choice.

» Thin tails = underestimate of risk.
» Can't get any thinner than zero!

Solution is to consider many possible uncertainty distributions.
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