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Chapter 1

Using PWSCF and QM CPACK to perform
total energy calculations of condensed
systems

1.1 Introduction

This tutorial session will focus on how to perform accuraté!@ calculations on solids using pwscf for
creating trial wavefunctions and QMCPACK for the QMC. Thacepts and tools needed will be introduced
in the context of calculating a pressure versus volume ctowearbon in the diamond structure. Due to
the limited computational resources available for thiotial, many of these calculations will be under
converged, but complete results will be provided in the sewf this document.

Please note that this tutorial will be highly dependent agbtup-gmc.pl tool for generating pwscf and
QMCPACK input files. This tool has been preconfigured andeaaldan your path. In general you will need
edit the configuration file setup-gmc-conf.pm located in dities directory of QMCPACK to specify the
locations of several tools used throughout.

The general outline of the tutorial is follows. The necegsaput DFT calculations for a QMC simulation
will be discussed. Then a wavefunction will be generatethfeoDFT calculation for diamond. Next, VMC
will be used to optimize Jastrow factors for the many body efamction. Then the proper convergence of
the b-spline representation of the DFT wavefunction wilegamined. With that in hand, DMC calculations
will be discussed including the convergence of the time.skapally, the finite size errors inherent in these
calculations will be confronted.

1.2 Initial DFT Calculations

The first step in performing quantum Monte Carlo calculaios to perform a DFT calculation on the
same system. This is necessary to provide the trial wavdmithat is necessary both for improving the
efficiency of the QMC calculation (importance sampling) &mdmitigating the sign problem. In this case
we will be focusing on diamond, so we will start with a pwsabin file as given below:

&control



cal cul ati on="scf’
restart_node="from scratch’,

tstress = .true.
prefix="di anond’ ,
pseudo dir ="'./",

out di r="out’
di sk_io="1ow
wf_col | ect=.true.
/
&system
i brav=2, celldm(l) = 6.700, nat= 2, ntyp= 1,
nspi n=1,
degauss=0. 001,
snearing="np’,
occupati ons='smearing’,
ecutwfc =210
ecutrho =840

&e

ectrons
conv_thr = 1.0d-10
m xi ng_beta = 0.7
/
ATOM C_SPECI ES
C 12.0107 C.ncpp
ATOM C PCSI TIONS {crystal}
C 0.00 0.00 0.00
C 0.25 0.25 0.25
K_PO NTS AUTOVATI C
888111

As the goal of the calculation is to produce an extremely eteuDFT wavefunction, ecutwfc and the
k-points should be converged to a very high degree. For thipgse, it is often better to monitor conver-
gence of the stresses (which depend linearly on the wavifmsg than on the total energy which improves
quadratically with the quality of the wavefunctions.

In each of your home directories, there should be a direatalied diamond. This input file is included in

the diamond directory and is called diamond-scf.in. Creatirectory for the output file (mkdir out) and

then run pwscf with the following command:

pw. X < di amond-scf.in > di anond-scf. out

1.2.1 Pseudopotentials

In the calculation on diamond, note that the cutoff is higtien is typical in modern electronic structure
codes. This is due to two factors. The first is that the treatnoé nonlocal pseudopotentials in QMC
presently requires the use of norm conserving pseudopalemnather than the PAW or ultrasoft formalisms
which are now in use. The second reason for the high cutoffiestd the particular construction of this
pseudopotential. It was created using opium (http://opsanrceforge.net) with the only constraint in mind
that it accurately reproduces the all electron results iwitiDA. This is often a practical way to generate
pseudopotentials for QMC as the increased plane wave sufiofinot result in increased run time within
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QMC and the DFT calculation is many orders of magnitude fakean the QMC. The only exception to this
rule is when there is difficulty fitting the wavefunction intiee memory of the computer during the QMC.
This will be discussed more thoroughly in sectibi3.

It may also be practical to use pseudopotentials availabi@iious libraries distributed with DFT codes.
The ppconvert tool which is a part of the gmcutils distribatican convert many of these to the xml format
which QMCPACK understands. For the purpose of this tutpaaly norm conserving pseudopotential in
UPF or NCPP format may be used for the DFT part of the QMC catmiis.

1.3 Creating and testing wavefunctions for QM CPACK

The plane wave representation for the wavefunction usewstpis not a good choice for quantum Monte
Carlo. This is because the largest computational effodlimd in QMC is evaluating the trial wavefunction
and related quantities when an electron is moved fidto 7. With a plane wave basis, this requires
evaluating all N of the basis functions for every move.

Rather than using these plane waves, QMCPACK calculatiomgyaically performed using a b-spline
representation of the wavefunction. Practically speakthg involves extracting the plane waves from a
pwscf calculation and then choosing a regular grid upon wvtocconstruct the spline representation. In this
section you will construct the wavefunction from pwscf eddtions and test that the splines are sufficiently
dense within QMCPACK.

1.3.1 Extracting Wavefunctionsat Particular k-points

There is a direct mapping from k-points in DFT calculatiomson-periodic boundary conditions in quantum
Monte Carlo (essential for twist averaging). For this reasmd for others detailed in sectidn6.2 it

is important to be able to extract the wavefunction at aabjtk-points in the first Brillouin Zone of the
system. setup-gmc.pl simplifies this process by creatipgtifiles for pwscf to get the wavefunction at any
k-point using the charge density from the converged DFTutation found in sectiori.2. Following this
pwscf calculation, the tool pw2gmcpack.x should be run taegate an hdf file which is then prepared for
QMCPACK using wfconv. Generate these files in the directdngme pwscf has already been run by issuing
the command

setup-gqnt. pl --genwfn --kpoint 0 O O dianond-scf.in

This will generate an input file for pwscf called be-nscf.ifhis input file should be identical to be-scf.in
except for a few critical points. Instead of a scf calculatithe calculation will now be nscf so as to avoid
changing the charge density from the previously convergdcutation. Secondly, the wavefunction will be
collected by a single process usingedllect = .true. This should allow the mpi version of quantespresso
to be used where available. All symmetry is also turned offriter to avoid removing any k-points. Finally,
the last section of the file: ROINTS is changed to include only the point “0 0 0”.

Run this calculation with the following command:

pw. X < di amond-nscf.in > di anond-nscf. out

The wavefunction can now be extracted to hdf format usingpti@gmcpack.x tool that is included with
the modified version of quantum espresso available fromcftpuols). All that is needed for this is a simple



input file that tells pw2gmcpack.x where the wavefunctiamsrf the pwscf calculation are and whether or
not to generate the b-splines directly. Invoke pw2gmcpaak.follows:

pw2gntpack. x < di anond- pw2x. i n > di anond- pw2x. out [

Now this is converted to the eshdf format used by QMCPACK htihfollowing command

wf conv --nospline --eshdf dianond. h5 out/di amond. pwscf. h5 >& di anond- wf conv. ou[t

The nospline argument keeps the wavefunction in reciprepate, which will be useful in convergence
testing below, but can significantly increase the setup im@MCPACK for large systems. wfconv can

also be invoked with the argument —factor xx which will geaterthe real space b-splines directory with a
given mesh spacing.

1.4 Optimizing Jastrow Factorswithin QM C

The next step in performing QMC calculations of diamond iptoduce as accurate a many body wave-
function as possible. Although many forms have been prap&memany body wavefunctions of periodic
systems, we will stick to the standard Slater-Jastrow forhengby the Slater determinant obtained from
DFT is multiplied by correlation factors which explicithceount for the approach of electrons to other elec-
trons and of electrons to the ions in the system. A very géfiena of these Jastrow factors which is used
in QMCPACK is as follows

J(r—1") — fr="D

where the functiory (x) is represented as a one dimensional spline.

It is not possible to optimize this function analyticallg we will optimize its form using variational Monte
Carlo. There are several different formalisms for doings thptimization. Probably the simplest to un-
derstand conceptually is the variance minimization apgroal his technique takes advantage of the zero
variance principle whereby the variance of a VMC simulatigth any many body eigenstate as the wave-
function will be zero. Knowing this, VMC simulations are fmmed and the parameters which influence
the Jastrow factors (in this case spline values) are vamni@ader to reduce the variance of the simulation.

Recently, successful techniques have been devised wiiohtalte into account the variational nature of
VMC and work to minimize the total energy calculated by vagythe parameters in the wavefunction. We
will use one such approach to optimize Jastrow factors forabuminum example. Again, we will use
setup-gmc.pl to generate a QMCPACK input file. Invoke thapsevith the following command:

setup-qgnt. pl --optwfcn --splfactor 1.0 --wfcnfile dianond. h5 \
--vnttinmestep 0.8 --vnthl ocks 512 --vntwal kers 128 --vntsteps 5\
--optsanpl es 32768 --optl oops 16 --onebodysplinepts 4 \
--twobodyspl i nepts 4 di anond-scf.in

To run these calculations, it is necessary to have some stageling of how parallelism works in QM-

CPACK. QMCPACK takes advantage of distributed memory jpaisin (such as between nodes of a su-
percomputer) via MPI and shared memory parallelism (suchitsn a node) using OpenMP. On modern
supercomputers, this can result in large benefits becawseotmmunication is reduced linearly with the
number of OpenMP threads used per node. In this case we wal logged directly into the nodes of the



supercomputer and will run QMCPACK using only OpenMP pai&in. To do this, set the number of
threads to 4 using the following command

export OVP_NUM THREADS=4 [

Now QMCPACK should be invoked to find the optimal JastrowdadEirst move to the directory optimiza-
tion and invoke QMCPACK as follows

gntapp opt-di anond. xm  >& opt -di anond. out & [

Hybrid parallelism can also be used by invoking gmcapp veastandard mpi process on your supercom-
puter taking into account that the number of processes stgdieshould not be the total number of CPU

cores to use, but should likely correspond to either the rarmbprocessors on the nodes or to the number
of nodes. As an example, to run QMCPACK on a computer with 4esaghich each have 8 processors,

commands similar to the following would be used:

export OVP_NUM THREADS=8
npirun -np 4 gncapp opt-di anond. xm >& opt -di anond. out &

While QMCPACK is optimizing the wavefunction, take somedito examine the input file that was gener-
ated by setup-gmc.pl:

<?xm version="1.0"?>
<si mul ati on>
<project id="opt-dianond" series="1">
<application nane="qgntapp" rol e="nol ecu" class="serial" version="0.2">
Optim zation of Jastrows for dianond
</ application>
</ proj ect>

<random seed="49154"/ >
<gntsystenr
<si mul ati oncel | >
<paraneter nanme="lattice">
-3.35 0 3.35
0 3.3 3.35
-3.35 3.35 0O
</ par anet er >
<par aneter nane="bconds">p p p</paraneter>
<paranet er nanme="LR_di m cut of f">15</ par anet er >
</simul ationcel | >
</ qntsyst enr
<particl eset name="e" randon="yes" randonsrc="i">
<group nanme="u" size="4">
<par anet er nanme="char ge">- 1</ par anet er >
</ gr oup>
<group name="d" size="4">
<par anet er nanme="char ge">- 1</ par anet er >
</ gr oup>
</particl eset>
<particl eset nanme="i" size="2">
<group name="C'>
<par anet er nane="char ge">4. 000000</ par anet er >
<par anet er nanme="val ence">4. 000000</ par anet er >
<par anet er nanme="at oni cnunber" >6. 000000</ par anet er >
</ gr oup>
<attrib name="position" datatype="posArray" condition="1">
0.00 0.00 0.00
0.25 0.25 0.25
</attrib>




<attrib name="ionid" datatype="stringArray">
cC C
</attrib>
</particl eset>
<wavefunction name="psi 0" target="e">
<det erm nant set type="einspline" href="../dianond. h5"
tilematrix="1 0001 0 0 0 1" tw stnune"0" neshfactor="1.0">
<basi sset/ >
<sl at er det er m nant >
<determ nant id="updet" size="4" ref="updet">
<occupati on node="ground" spi ndataset="0">
</ occupati on>
</ det er m nant >
<det ermi nant id="downdet" size="4" ref="downdet">
<occupati on node="ground" spi ndataset="0">
</ occupati on>
</ det er m nant >
</ sl at er det er m nant >
</ det er m nant set >
<j astrow nane="J2" type="Two-Body" function="Bspline" print="yes">
<correl ati on speci esA="u" speci esB="u" size="4">
<coefficients id="uu" type="Array"> 0 0 O O </coefficients>
</correl ation>
<correl ati on speci esA="u" speci esB="d" size="4">
<coefficients id="ud" type="Array"> 0 0 O O </coefficients>
</correl ation>
</jastrow>
<j astrow nane="J1" type="One-Body" function="Bspline" print="yes" source="i">
<correl ation el ement Type="C" cusp="0.0" size="4">
<coefficients id="C" type="Array">0 0 0 O </coefficients>
</correl ation>
</jastrow>
</ wavef uncti on>
<hami | t oni an nanme="h0" type="generic" target="e">
<pai rpot type="pseudo" nanme="PPot" source="i" wavefunction="psi 0" format="xm">
<pseudo el enent Type="C"' href="../C. xm"/>
</ pai r pot >
<constant nane="I|onlon" type="coul onb" source="i" target="i"/>
<pai rpot nane="MPC' type="MPC' source="e" target="e" ecut="60.0" physical="fal se"/>
<pai rpot nanme="El ecEl ec" type="coul onb" source="e" target="e" physical ="true"/>
<estimator name="KEcorr" type="chi esa" source="e" psi="psi0"/>
</ ham | t oni an>

<l oop max="16">
<gnt nethod="cslinear" nove="pbyp" checkpoint="-1" gpu="no">

<par anet er nane="bl ocks"> 512 </ paraneter>
<par anet er nanme="war nupsteps"> 0 </paraneter>
<par anet er nanme="steps"> 5 </ paraneter>
<paraneter nane="tinestep"> 0.8 </paraneter>
<paraneter nanme="wal kers"> 128 </ paraneter>
<par aneter nanme="sanpl es"> 32768 </paraneter>
<par aneter name="m nwal kers"> 0.5 </paraneter>
<par anet er nanme="nmaxWei ght "> 1e9 </ paraneter>
<par aneter nane="useDrift"> yes </paraneter>
<estimator name="Local Energy" hdf5="no"/>

<cost nane="energy"> 0.05 </cost>
<cost name="unr ewei ght edvari ance" > 0.0 </cost>
<cost nanme="rewei ght edvari ance"> 0.95 </cost>

<par anet er name="M nMet hod" >quarti c</ par aneter>
<par anet er nane="CGEVMet hod" >m xed</ par anet er >
<paraneter nane="beta"> 0.05 </paraneter>

<par aneter nane="exp0"> -16 </paraneter>

<par anet er nanme="nonl ocal pp">no</ par anet er >
<par anet er nane="useBuff er">no</ par anet er >

<par anet er nane="bi gchange" >5. 0</ par anet er >




<par aneter nane="al | oneddi fference"> 1. 0e-4 </ paraneter>
<par anet er nanme="stepsi ze">4. Oe- 1</ par anet er >
<par aneter nane="stabilizerscale"> 1.0 </paraneter>
<paraneter nanme="nstabilizers"> 3 </paraneter>
<paraneter nanme="mex_its"> 1 </paraneter>
</ qnt>
</ | oop>
</ sinmul ati on>

The geometry of the calculation is read from the pwscf inpletdind the unit cell is placed in the lattice
tag. The bconds tag can be changed so that slabs or wires deamtdied natively without any spurious
interactions from images, to do this, simply change p (jkcjofor a given boundary condition to n (non-
periodic). Following this, particlesets are specified giyinformation about the electrons and ions in the
problem.

The determinantset controls how the wavefunction is represl in the problem. Here type="einspline”
specifies that we are using a b-spline basis set and meshféctiy specifies a mesh spacing. The mesh-
factor is the spacing in terms of the density of the real spexdets corresponding to the plane waves used
in the DFT calculation. A meshfactor of 0.5 will give the samenber of real space points as plane waves
in the cell. Other notable sections include the Jastrowofagthich in this case starts as being represented
by a 4 point spline that is all 0), and the optimization blotkh® end of the file.

In general each QMCPACK input file will consist of some headérrmation followed by a particleset, a
wavefunction, a Hamiltonian and then any number of gmc gestivhich give the actions for QMCPACK
to perform. Here we use a loop construct to repeat the optitioiz several times because the optimization
needs to proceed somewhat self-consistently. At this ptake a minute to familiarize yourself with the
QMCPACK users guide, which will provide a much more thorowggplanation of how the input file is
structured and what each element means.

This optimization will take about 10 minutes to run. Howetke calculation will continuously write to files
named opt-diamond.s0??.scalar.dat, with one for eaddtidgarof the VMC optimization. There is another
script, OptProgress.pl which can be used to monitor therpssgof the optimization. The syntax to invoke
it is as follows:

Opt Progress. pl opt-di anond. s001. scal ar. dat

When the calculation is finished, this will produce plot danto Figl.1

It is common for this optimization to proceed over severapstand there is no guarantee that the final op-
timization cycle will produce the best wavefunction (as swead by having the lowest energy and smallest
variance). setup-gmc.pl will always analyze this diregtorfind the cycle that produced the best wavefunc-
tion and will include this in future calculations.



Sequence vs Energy for VMC optimization
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Figure 1.1: Total energy vs iteration number for optimiaatof Jastrow factors in diamond.

1.4.1 Testing Convergence of the Splinesin QM CPACK

Now that the wavefunctions have been generated the propeitgdor the b-splines should be found. In
the previous section we used a rather large mesh given byfastai="1.0" in the determinantset. This is
typically larger than is necessary and as the memory needstbite the wavefunction goes as the cube of
the meshfactor, this can cause calculations to be intriectab

In order to determine the smallest appropriate meshfaatenvill perform variational Monte Carlo calcu-
lations using the best Jastrow factor determined above qUiatities to monitor are the total energy which
should decrease until saturating at large values of mehfdhe variance which should decrease as mesh-
factor increases and the kinetic energy which depends anth@shape of the trial wavefunction including
Jastrow factor.

To perform this convergence test, generate appropriatet ifiles using setup-gmc.pl with the following
command

setup-qgnt. pl --splconv --wfcnfile dianond. h5 --withjas \
--vnthbl ocks 2000 --vncwal kers 512 --vntsteps 2 --vnttinestep 1.0 \
--mnfactor 0.4 --nmaxfactor 0.8 --factorinc 0.1 dianond-scf.in

This will generate input files with names like diamond-fQx40l in the directory bsplineConv. Run each of
these calculations by changing to the directory bsplineGord invoking gmcapp for each one of the input
files in turn:




gntapp di anond-f0.40.xm >& di anond-f 0. 40. out
gntapp di anond-f0.50. xm >& di anond-f 0. 50. out
gntapp di anond-f0.60.xm >& di anond-f 0. 60. out
gntapp di anond-f0.70.xm >& di anond-f 0. 70. out
gntapp di anond-f0. 80.xm >& di anond-f 0. 80. out

When you have finished this (it should take several minutes)oan monitor the convergence of the results
using the PlotBsplConv.pl utility distributed with QMCPKC

Pl ot Bspl Conv. pl di anond-f 0. 40. s001. scal ar. dat

Which will generate a plot which looks like Fid.2 The convergence of the total energy can be somewhat
misleading as the quadratic convergence of the energy witlwavefunction can mask differences in the
wavefunction. The variance of the local energy is a much madr@ble metric of the spline’s convergence. It
requires many fewer samples to converge and is a direct meeashow the spline factor will influence the
cost of the DMC calculations to come. The number of stepsiredjio obtain a particular statistical error

in a DMC calculation goes linearly with the variance. In tbése we see convergence with a meshfactor of
roughly 0.7, which we will use in our future calculations.

B-spline factor vs energies for VMC
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Figure 1.2: Total, kinetic energy and variance of diamond &sction of b-spline spacing from VMC.

1.5 Performing DMC Calculations
Diffusion Monte Carlo (DMC) calculations will consume thast majority of the CPU cycles in your QMC

projects. This method differs from VMC in that it samples teservables you specify for the lowest energy
wavefunction consistent with the many body nodes that yowige in your trial wavefunction.
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In performing accurate DMC calculations, it is importantconverge several technical parameters. The
first of these is the average population of walkers in theuaton. In general this needs to be large so
that fluctuations in the population do not unduly influence tesults of the calculations. For relatively
good trial wavefunctions like the one used here, 1000 walkbould be more than sufficient, however for
wavefunctions with larger variance, like all electron wiawetions of first row solids, this may need to be
10’s of thousands.

The second technical parameter that will need to be conglegythe size of the time step which is used
in the DMC propagation. This controls the accuracy of thee@iefunction which is used to propagate
the walkers. A rule of thumb is that the acceptance ratio uporing the walkers should be arouffi%.
However, this should be precisely converged, a task whichagmin be accomplished by the combination
of setup-gmc.pl and QMCPACK. Here is the input line for sequapc.pl

./ setup-qgnt. pl --convdnttstep --wfcnfile dianpond. h5 --splfactor 0.7 \
--vnthl ocks 64 --vntwal kers 1024 --vnctwar nupsteps 20 --vnttinmestep 1.0 \
--vntsteps 5 --dncwal kers 1024 --dntsteps 5 --dntbl ocks 1000 \

- -dncwar nupst eps 200 --m ndnctstep 0.01 --nmaxdnctstep 0.04 \
--dnttstepinc 0.01 di anond-scf.in

The input file this produces will start with a short VMC calatitbn to produce a population of walkers more
nearly distributed according to the trial wavefunctiontekfthat a series of DMC calculations are done with
successively shorter time steps. The first calculationgs€l02) starts with a time step 0f04, followed

by time steps 00.03, 0.02 and0.01. In order to analyze the results of these calculations,nesessary to
understand how DMC calculations are analyzed. The PlotOQi/&eript can show both the trace of the local
energy as well as the population at each time step. Look dirgtd 000 steps of the first DMC calculation:

Pl ot DMC. pl di anond- dntTst eps. s002. dnt.dat 1 1000

This should produce a plot like the one in figur&
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diamond-dmcTsteps.s002.dmc.dat histogram

o -10.46 ] ]
o 1048 | ]

: '%Og?‘[ML \Hl}ﬂ i WM M ﬁ -
> . i i il lw |
i, il ik MW W it

§ 0] V. L
ST T =
‘;E %8%8 -‘l V» M‘ l*'[{ “u WI‘ ‘\m ‘jAwL‘ Jrn‘l \’}4‘\‘ WM M"\Ll “Akﬂwﬂ\ »‘FM i | .
EQG %8(1)8 : M | | “\J " W J‘V\ MWH J | u “".‘U’v""‘ﬂ %
S M L B | R
a 0 100 200 300 400 500 600 700 800 9001000

counts
DMC step

Figure 1.3: First 1000 steps of DMC calculation with timepsté 0.04

At the beginning of the local energy plot, there is a transias the population of walkers equilibrates
from sampling?'Z to the mixed distributiont - ®. After this transient, the local energy sampled should be
approximately Gaussian (note recent work by R. Hood whidgssts it is not exactly Gaussian) and the
population should also be Gaussian. Any large deviatioms fthis suggest that the sampling may not be
ergodic. Now look at the full calculation with the transieamoved:

Pl ot DMC. pl di anond- dntTst eps. s002. dnt. dat 200

This produces a figure lik&.4 The spikes in the population histogram notwithstandings dalculation
appears to be producing reasonably good statistics. Ah@fvarious quantities which are reported in the
scalar.dat files may now be examined using the energy.pl tool
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Figure 1.4: DMC calculation with time step of 0.04, first 2@8ps removed to avoid transient

ener gy. pl

di anond- dntTst eps. s002. scal ar. dat 50

Note that the first 50 blocks have been thrown out to avoidrimestent (each block contains 5 steps so this
is slightly more than in the plots above). This produces thpat below.

Local Ener gy
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Local Pot enti al
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-5.7078
8639956
-2.5984
-2.3339
0. 0355832891
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0. 25460
0.970214
20116. 754

-12.

-10. 25132

+ - 0. 00090
+ - 0. 019
+ - 0. 0064
+ - 0. 0066
+ - 0. 0028
+ - 0. 0081
+ - 0. 0000029
+ - 0. 0018
+ - 0. 0020
+ - 0. 0000000083
+ - 12
+ - 0. 00049
+ - 0. 000033
+ - 0. 000
+ - 0. 00090

All energies are given in Hartrees and the BlockCPU is giveseconds. Serial correlations are accounted
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for by using the blocking technique. This tool is used exiextg by the other analysis tools.

With those preliminaries in hand, we will use the PlotTstepCpl tool to analyze the convergence of the
DMC calculations with respect to the time step. Run the tedbdows:

Pl ot Tst epConv. pl di anond- dntTst eps. xnl 50

Note that rather than actual data files, this tool directlglgres the QMCPACK input file to determine the
data to plot. The output of the tool should be similar to figl/g

timestep convergence of DMC
'10549 T T T T T T T T

10,5495 | ]

11055 | ]
-10.5505 | *
10551 | .
-10.5515 | : -
110552 | _ e .
-10.5525 | |
-10.553 | . e .
105535 | .
10554 | | _ —

_10.5545 1 1 1 1 1 1 1 1
0O 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04

timestep

energy (Ha)

Figure 1.5: Total DMC energy as a function of time step fonuiad

The trend line that is drawn may be wildly inaccurate esplydidarge time steps are included. In this case,
there appears to be a very weak dependence on the time steptiane step of).02 appears to be a good
candidate for future DMC calculations.

1.5.1 Production Calculations

These calculations have now established a baseline faefliiMC calculations on similar systems. Specif-
ically parameters for optimization, the spline factor, déinel DMC time step have been found. setup-gmc.pl
can now be used to perform an entire calculation from stafintsh. If calculating an equation of state, it
would be prudent to repeat these calculations for a difteregime (in this case for a smaller lattice constant
to get a high pressure condition). Then the larger of the flims factors and the smaller of the two time
steps could be used for calculations at all other latticestzonis of interest.

The syntax for this in setup-gmc.pl is:
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setup-qnt. pl --production --splfactor 0.7 --wfcnfile di anond. h5 \
--vnttimestep 0.8 --vnthl ocks 64 --vntwal kers 1024 --vntsteps 5 \
--optsanpl es 32768 --optl oops 16 --onebodysplinepts 4 --twobodysplinepts 4 |\
--dncwal kers 1024 --dntsteps 5 --dntbl ocks 1000 --dntwar nupst eps 200 \
--dnttimestep 0.02 di anond-scf.in

This input file will produce a sequence of 16 optimizationdil&hen the 17th file will be a VMC calculation
to equilibrate a population of 1024 walkers followed by a DiIculation. All of this will be placed in the
directory gmc-production. There are some drawbacks ingusiis method which will be discussed below.
Principally, the the wavefunction used for the DMC will b&ea from the last optimization cycle and may
not be the one with the lowest energy. Other drawbacks williseussed below. The author recommends
that for most applications, it is more prudent to perform dpgmization and DMC calculations separately.

1.6 Controlling Finite Size Effects

If one were to follow the above procedure and produce a cureaergy as a function of unit cell volume, the

results would have little relation to reality. The reasontfos is the principle difference between performing

QMC calculations on isolated systems and on condensedrmgtfects due to the size of the simulation

cell in the QMC calculation lead to significant errors whemgaring to physical systems. These effects
can be grouped into two categories, one-body and two-bodystategies to minimize their influence on

simulation results will be discussed in the next two seation

1.6.1 One-Body Finite Size Effectsand Twist Averaging

One-body finite size effects will be familiar to practitioreof Density Functional Theory. While Bloch’s
theorem allows for calculation with only a periodic part bétwavefunction, an integral over crystal mo-
menta (over the first Brillouin Zone) is necessary to calulabservables of the infinite system. The
calculations which have been performed in the precedingosectake place at the gamma point (that is
k = (0,0,0)). Due to reasons of symmetry, the properties of the systetimeajamma point are often an
extremum of the integral over the first Brillouin Zone, exdizing the problem of incomplete sampling of
the integral.

In DFT calculations, the solution to this problem is to perfocalculations at a fine grid of k-points and
then to average those results. This is the purpose of thesect

K_PO NTS AUTQOVATI C
888111

in diamond-scf.in which performs the DFT calculation at a8>8 grid of k-points.

In QMC the solution is similar. Varying the k-points in the DIealculation is equivalent to changing the
boundary conditions for the many body wavefunction in the @Qéalculation. This can be accomplished by
generating a wavefunction from DFT that contains all of thgolnts necessary to express the many-body
wavefunction with the different boundary conditions in Q& C cell. Then the resulting QMC calcula-
tions will be performed with all of these different boundangnditions. Practically speaking, one needs to
specify the boundary conditions for the QMC calculationmgshe —kgrid x x x and —kshift x x x options
to setup-gmc.pl. The —kgrid option specifies the number ofaflg spaced boundary conditions in each
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direction and the —kshift option specifies an optional stifthis grid from being centered at the gamma
point. On a theoretical note, DMC calculations performecafvom the gamma point need to have their
phase constrained by the trial wavefunction, not simplyrthedes as is required at the gamma point.

When performing QMC calculations away from the gamma and intpp QMCPACK must work with
complex wavefunctions, which results in roughly a factoRgfenalty in the speed of the code. Often when
combining twist averaging with supercells (as discusse8dn. 1.6.2, a 2x2x2 grid of supercell twists is
sufficient to converge the energy. However, particularitha case of metals, it may be necessary to go
beyond this small grid. There will be no change in the syntaany of the input files in this case, but the
complex aware version of QMCPACK (gmcpac&mplex) must be used to run the resulting simulations.

The following commands will allow you to perform DMC calctians on a 2x2x2 grid of k-points for the 2
atom cell of diamond we have been using above. Note that th€ Biviestep and meshfactor found above
will not need to be changed when twist averaging. Additignaastrow factors tend to be very similar
between the various twists, so it is sufficient to use thegasfactor optimized at the gamma point for all
of the subsequent twists.

setup-gnt.pl --genwfn --kgrid 2 2 2 dianond-scf.in

pw. X < di anmond-8tw sts-nscf.in > di anond-8twi sts-nscf.out

pw2gntpack. x < di anond- 8t wi sts-pw2x.in > di anond- 8t wi sts-pw2x. out

wfconv --nospline --eshdf di anond-8twi sts. h5 \
out / di anond. pwscf. h5 >& di anond- 8t wi st s-wf conv. out

setup-gqnt.pl --dnt --kgrid 2 2 2 --wfcnfile dianond-8tw sts. h5 \
--wal kers 1024 --vnthbl ocks 64 --vntsteps 5 --vnttinestep 1.0 \
--dnctbl ocks 500 --dnctwar nupsteps 200 --dntsteps 5 --dnctstep 0.02 \
di anmond-scf.in

cd dnt-8tw sts

gntapp di anond-dntc-twl. xm >& di anond- dnc-tw0. out

gntapp di anond-dnc-twl. xm >& di anond- dnc-twl. out

gntapp di anond-dnc-tw2. xm >& di anond- dnc-tw2. out

gntapp di anond-dnc-tw3. xm >& di anond- dnc-tw3. out

gntapp di anond-dnc-tw4. xm >& di anond- dnc-t w4, out

gntapp di anond-dntc-tws. xml >& di anond- dnc-twbs. out

gntapp di anond-dntc-twe. xm >& di anond- dnc-tw6. out

gntapp di anond-dntc-tw7. xm >& di anond- dnc-tw7. out

Once these calculations have completed, a twist averaded @hthe quantities can be computed by using
the TwistAvg.pl tool.

Twi st Avg. pl di anond- dnt-tw0. s002. scal ar. dat 8 50

This will perform the proper statistics to average togetheof the twists. The computational cost of twist
averaging is actually quite small. This small cost is duehoway in which the simulations with different
twists are averaged together. The variance of these ctitmasais typically very close to each other, so to
achieve a given overall error after the averaging, rougidydame number of samples are necessary as when
running a calculation at a single k-point. The only excaptio this is that all of the calculations must be
equilibrated, so the cost of the initial VMC calculation ahé warmup of the DMC calculation becomes
overhead on the twist averaging.

Ideally, one would perform calculations with finer and fineidg of twists until the energy converges.
Going to particularly large grids is often not necessarydose of the use of supercells. Additionally, the
error due to the finite sampling of the twists can be estiméiath DFT calculations. The difference in
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energy between the unconverged QMC calculation and theecges one can be estimated by taking the
difference between the energy of the DFT calculation usetdate the wavefunction and a fully converged
one. As non self consistent calculations in quantum espréssnot report their energy, setup-gmc.pl can
generate an appropriate input file using the following comdna

setup-qgnt. pl --genfsdft --kgrid 2 2 2 dianond-scf.in [

The input file this produces will be diamond-8twists-pstf.Following this methodology to produce finer
grids of twists, you can produce a plot like Fip6 with the tool:

Pl ot Twi st Conv --supercellsize 1 dianond-scf.in [

Convergence of DMC energy with Twist Averaging

'11-6 T T T T T
-11.605 | f .
-11.61 | 1 -
<
z
> -11.615 .
()
[
LLl
-11.62 .
I I
-11.625 | I .
_11.63 1 1 1 1 1
1 8 27 64 125

Number of Twists

Figure 1.6: Total DMC energy vs number of twists for diamo@dnvergence is achieved around 64 twists
in the primitive cell.

1.6.2 Two-Body Finite Size Effects

The other source of finite size effects comes from the sparioteractions of electrons in the simulation
cell with their periodic images in neighboring cells. In DEdlculations these errors are not present because
the exchange correlation functionals which deal with thiesgractions are all derived from calculations on
the electron gas that are converged to the limit of infinitalge simulation cells. In this section we will
introduce strategies for the mitigation of these two-boditdisize effects.
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Creating and Using Supercells

The simple solution to reducing the two-body finite size &feas to increase the size of the simulation cell.
This can be done in two ways. First, the simulation cell dpetiin the DFT calculation can be explicitly
made into a supercell. The author generally avoids thisagmbr because the size of the wavefunction
increases as the cube of the multiple of the number of pumitiells. In practice the required memory
will rapidly outstrip what is available on the nodes of youpsrcomputer and the calculations will become
intractable.

The other approach to generating supercells is to use Bldbeorem and the repeated zone scheme to
generate the wavefunction only in the primitive cell. Trésagnizes that the wavefunction for each band is
just a periodic function times a simple phase factor any@lespace. Thus, by generating the wavefunction
in the primitive cell for the k-points corresponding to tegshase factors, the full supercell’s wavefunction
can be reconstructed by using a vastly smaller amount of @@@memory required for this approach scales
only linearly with the number of copies of the primitive cell

Supercells should also be chosen so as to minimize the destagtween points in the supercell and their
images. As an example, a long skinny supercell will have magier finite size errors than a cubic one

with the same volume. setup-gmc.pl handles the search fopamal supercell by searching through all

possible combinations with a given number of primitive celpies and determining the radius of the largest
sphere which fits inside these trial supercells. The supewtdéch fits the largest sphere is then chosen. All
of the methods available to setup-gmc.pl take as an optamgalment —supercellsize, and will then produce
DFT or gmc simulations adapted to this supercell.

The choice remaining is how large of a supercell should bd.uUSapercells containing all numbers of copies
of the primitive cell are not equal in terms of their compigaal efficiency. As an example, multiples of
the primitive cell that can be made into a cube are advantegbecause the number of electrons necessary
to get a certain distance between points in the supercelitfaidimages (thereby minimizing finite size
effects) is relatively small. The tool getBestSuperceltgn be used to search a range of possible supercell
sizes and report on the best ones in terms of efficiency. mvisked as follows:

get Best Supercell --mn 2 --nmax 32 --maxentry 5 di anond-scf.in

min and max control the range of supercells which should becked and maxentry specifies the size of the
search within each of these supercells. Due to the sub-aptigorithm used by this tool, it is rather slow
but fortunately only has to be run once for any given pringitdell geometry.

In the case of diamond, the output of this command searcbirgupercells having between 2 to 64 copies of
the primitive cell shows particularly advantageous sugksdor the following multiples: 4, 14, 32, 66 and
108. A finite size scaling study for this system should dodations on those supercells which searching
for convergence.

Now to do calculations on a supercell which has 4 copies optmaitive cell, you would use the following
string of commands.

setup-qgnt. pl --genwfn --supercellsize 4 dianond-scf.in

pw. X < di amond- S4-nscf.in > di anond- S4- nscf. out

pw2gntpack. x < di anond- S4- pw2x. i n > di anond- S4- pw2x. out

wf conv --nospline --eshdf dianond-S4. h5 \
out / di anond. pwscf. h5 >& di anond- S4- wf conv. out

setup-qgnt. pl --optwfn --supercellsize 4 --splfactor 0.7 \
--wfcnfile dianond-S4. h5 --vnttinestep 0.8 --vntbl ocks 512 \
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--vncwal kers 128 --vntsteps 5 --optsanpl es 32768 --optloops 16 \
--onebodysplinepts 4 --twobodysplinepts 4 dianond-scf.in
cd optim zation-S4
gntapp opt-di anond- S4. xm  >& opt - di anond- S4. out
cd ..
setup-qgnt.pl --dnt --supercellsize 4 --wfcnfile di anond-8twi sts. h5 \
--wal kers 1024 --vnthbl ocks 64 --vntsteps 5 --vnttinestep 1.0 \
--dntbl ocks 500 --dntwarnupsteps 200 --dntsteps 5 --dnttstep 0.02 \
di anmond-scf.in
cd dnt-$4
gntapp di anond- S4-dnt. xm

Note that as above in the twist averaging example, it is noesgary to reconverge the dmc timestep and
the meshfactor when changing supercell size.

Two-Body Finite Size Corrections

While the supercell approach is guaranteed to reduce the §iizie effects, it is expensive. The cost of DMC
calculations scales as the cube of the number of electronsgen@hat we are often looking for per atom
guantities, this reduces the actual cost to the square afuthmber of electrons. However, this still becomes
extremely computationally demanding quite quickly.

For this reason, several two-body finite size correctioresus are available which attempt to estimate the
two-body finite size errors and correct them. Typically we @80 of these, the Model Periodic Coulomb
interaction to correct the potential energy and the schefr@éh@esa, Ceperley and Martin to correct the
kinetic energy. The necessary quantities are calculatemhaatically using the tools in this tutorial, with
energy.pl for instance giving a line: Corrected Energy whitcludes both of these corrections.

While these corrections are not perfect for the smallesdtsizds, they do give a significantly better conver-
gence of the total energy with cell size.

1.6.3 Puttingit all Together

Although it will be far too computationally demanding foighutorial, one should converge the parameters
of interest with respect to the supercell size before perfiog detailed studies. In the case of diamond, this
would involve repeating the calculations as specified albowsvith different —supercellsize’s. Additionally,
multiple supercell twists should be included via the —kgmudion.

Once this has been done, the tool PlotFsConv.pl can be ugeddace plots such as Fid..7 using the
command

Pl ot FsConv. pl --m nsize 14 di anond-scf.in

Note that the extrapolation of both the calculations witl 2hbody correction and without go to the same
value in the infinite system limit. If were not the case, it Wbsuggest that there were difficulties (for
example timestep convergence or insignificant twist avacgggand the finite size corrections should not be
trusted.
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Finite Size Scaling
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Figure 1.7: Total DMC energy vs supercell size. Convergeseehieved with a supercell that contains 66
copies of the primitive cell.

1.7 Conclusion

This tutorial has covered using pwscf and QMCPACK to perf@MC calculations on diamond. The con-
vergence of technical parameters including the b-splinehmnémc timestep, twist averaging and supercell
size are specifically addressed. At this point, the readeuldhknow how to perform converged DMC
calculations on similar condensed systems.
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