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Abstract

The SOFAST system uses fringe reflection methods to provide a detailed surface normal map of a reflective
facet used in concentrating solar power systems. SOFAST was recently extended from short focal length
point-focus systems to support heliostat and trough facets. This extension introduced additional variables in
the physical set-up of the system. In addition, a large target screen and a short distance between the facet and
the screen relative to facet focal length changes the system sensitivities to uncertainties. In characterizing
heliostat facets, and in particular when focusing the facets, it is important to understand the uncertainties and
sensitivities. In this paper, we explore the sensitivities of the SOFAST system when measuring and focusing
heliostat facets of various focal lengths suitable for deployment in our 5 MW, heliostat field at Sandia
National Laboratories. We developed test case heliostat facets analytically, with “perfect” surface shapes,
and then empirically explore the sensitivities of SOFAST to deviations in the system set-up parameters.

1. Introduction

SOFAST (Sandia Optical Fringe Analysis Slope Tool) uses fringe reflection methods to provide a detailed
surface normal map of a reflective facet for CSP systems [1]. It has been used at Sandia National
Laboratories (SNL) to measure and align facets in short focal length point-focus systems [2-3]. SOFAST
was recently extended from the short focal length point-focus systems to support heliostats facets. The
purpose was to set the focus on the facets using the single push/pull screw centered on the backside of the
facet; the screw is attached to a circular plate, which is bonded to the backside of the facet [4]. This
extension of SOFAST introduced additional variables in the physical set-up of the system. In addition, a
large target screen and the short distance between the facet and the screen relative to the facet focal length
changes the system sensitivities to uncertainties. In characterizing heliostat facets, and in particular when
focusing the facets, it is important to understand the uncertainties and sensitivities. We explore the
sensitivities of the SOFAST system when measuring heliostat facets of various focal lengths suitable for
deployment in SNL’s 5 MW, heliostat field.

The SOFAST version for short focal length point-focus systems uses a flat liquid crystal display (LCD)
monitor as a target surface for the display of fringe patterns [1]. The advantage of the LCD monitor is that
the pixels are fixed on a regular grid, and the spacing can be inferred from the overall display dimensions. In
addition, the camera can be permanently affixed to the monitor, and easily aligned to be perpendicular to the
surface of the monitor. These aspects of the set-up remove a number of significant uncertainties from the
physical set-up [3]. The nearly-flat heliostat facets require a target screen more than twice the size of the
facet to account for the reflected rays from a flat facet plus any surface errors in the facet. We chose to use a
LCD projection system and a 3.48 x 2.65 m flat white target screen to measure the 1.22 m square facets. In
this paper, we explore the sensitivities of basic set-up parameters on the focal length measurement of two
representative analytical sample facets. We developed test case heliostats analytically, with “perfect” surface
shapes, and then empirically explore the sensitivities of SOFAST to deviations in the system set-up
parameters. For the purposes of measuring and then setting the focal lengths of the facets before deployment,
it is important to understand the sensitivities to various set-up parameters of our measurement system.
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2. Approach

2.1. SOFAST set-up

Our baseline SOFAST system set-up for measuring heliostat facets is shown in Figure 1. A LCD projector
mounted above the set-up projects the fringe pattern onto the screen, and a digital camera mounted by the
screen views the fringe pattern in reflection through the heliostat facet being measured. Figure 1a shows a
solid model of the set-up, and Figure 1b shows a Matlab [5] model used to generate synthetic data. The
target size at the screen is nominally 3.481 (horizontal) x 2.654 (vertical) m; the target size is the display area
for the projector. The camera is located -187.7, 35.6, and 4.5 cm from the target center horizontally (x),
vertically (y), and in z, respectively. The facet is located 11.2 m from the target and nominally centered on
the camera field-of-view (FOV). A 35 mm focal length lens is used with the camera. The camera-lens
combination is calibrated using the Cal Tech camera calibration Matlab toolbox [6], which then provides a
pinhole model of the camera. The distance parameters are measured with a tape measure, a hand-held laser
range finder, and camera extrinsic characterization, instead of expensive survey equipment such as a
theodolite or a laser tracker. These measured set-up parameters were imported into our software to generate
the synthetic data.
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Fig. 1. Baseline SOFAST set-up to measure heliostat facets. (a) A solid model of the set-up,
and (b) a Matlab model used to generate the synthetic data.

2.2. Analytical facet

The SNL heliostat facets are 1.22 m (48 in) square, as are the generated analytical facets used in this study.
The analytical facet surfaces were shaped to a sphere with radius of curvature equal to twice the facet focal
length. The focal lengths were set to 100 and 250 m, which correspond to the mid and maximum slant ranges
of SNL’s heliostat field to the receiver tower. Using the measured physical set-up parameters, the modeled
components (camera, facet, and screen) were placed in the analytical model. Rays were then generated from
pixels on the camera focal plane array, through the camera pinhole, reflected off the analytical facet surface
and intersected with the target screen. The coordinates of the intersection points (from the reflected rays) at
the target screen along with the physical set-up parameters were input into SOFAST for analysis of the facet.
The analytical model of the camera used an ideal 35 mm lens (i.e. with no distortions).

2.3. Key variables

A large number of physical set-up parameters must be determined in the SOFAST system. We identified
some physical set-up parameters that appear to have a profound effect on the facet focal length measurement.
To determine the focal length on a measured facet, we start with a parabolic model of the facet shape,
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Points on the facets are converted to surface normals and are then expressed as surface slopes in the x and y
directions in the facet coordinate frame,



S, ngZAX+C+Ey
OX ?
S =g=28y+ D+ Ex
oy

y

The facet surface normals are determined from first knowing the location of the camera entrance pupil,
C(x,y,2), relative to the facet location. The focal plane of the camera (projected through the camera pinhole)
is then mapped onto the facet surface, so the points C(x,y,z) and F(x,y,z) are known (i.e. ‘rays’ generated
from pixels on the camera focal plane go through the center of the camera entrance pupil and intersected with
the facet surface). The ‘rays’ that connect these points reflect off the facet and intersect the screen surface or
the target. In a real SOFAST measurement, the screen intersection points, S(x,y,z), are accurately determined
from the fringe reflection techniques. With our synthetic data, S(x,y,z) are determined analytically using the
law of reflection at the facet surface and by intersecting the reflected ‘rays’ with a flat plane representing the
target screen. From the law of reflection, the incident (FC;) and reflected (SF;) ‘rays’ form angles at the facet
as shown in Figure 2. The bisectors of the angles are the facet surface normals, which are converted to
surface slopes.
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Fig. 2. Determination of the facet surface slopes. A top view of the set-up is shown.

The first partial derivatives (Egn. 2) of our parabolic model (Egn. 1), or slope functions, are then fit to the
facet slope data in a least-squares sense. The fit coefficients of the linear terms (A, B) of the slope functions
are related to the focal length in the x and y directions by
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Uncertainties in the physical set-up parameters affect the focal length calculation. These uncertainties and
their impacts must be understood when measuring and setting the focus of heliostat facets. We selected to
vary the camera position, facet location in z, and target dimensions in this sensitivity study. We looked at the
effects of these key parameters on the measured focal length for facets with 100 and 250 m nominal focal
lengths. We recognized that the influence of uncertainty in these areas may have a varying influence on the
measurement as the focal length becomes very long relative to the measurement system.

2.4, Effect of measurement errors on key variables

Figure 3 depicts the SOFAST set-up to measure heliostat facets with the distances between the components
shown. Note that in this study, SOFAST was not used to collect data on real facets; instead synthetically
generated data are used, and the analysis package of SOFAST is used to analyze the synthetic data. The key
studied variables in the set-up are the camera relative position from the target center, the target dimensions,



and the facet center to target center distance.

2.4.1. Measurement error on camera position

The location of the camera entrance pupil (EP) relative to the target center is measured with a standard tape
measure. Standard tape measures are inherently limited in accuracy. The separation distance between the
target center and the camera is relatively large, so slack in the tape measure can affect the distance
measurement. In addition, the location of the camera entrance pupil is located somewhere within the lens
barrel of the camera. Its location is estimated from the lens and mechanical design layout acquired from the
manufacturer. These sources of error contribute to the total measurement error of the distance between the
camera EP position and the target center.

Figure 4 schematically shows the error in measuring the camera EP position as a shift of the point C. The
dashed lines are deviations from the nominal camera EP location (solid lines). The distances between the
point C and all the points on the facet, F, are not constant. Therefore, a shift in the point C (due an error in
measurement) will not shift the calculated facet surface normals uniformly across the facet. The result is an
error in the calculated facet focal length.
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Fig. 4. Schematic showing the effect of an error in
measuring the camera position in x, y, and z on

Fig. 3. SOFAST set-up for measuring heliostat the facet surface normal calculation (top view of
facets with the distances between components the set-up).

shown.

2.4.2. Measurement error on facet position

The location and orientation of the facet relative to the camera is initially estimated through an extrinsic
characterization, which uses a homography process, where the camera captures an image of the facet and the
software performs an analysis of the facet image. The lens model from the camera-lens calibration is used to
make the real camera act like a pinhole. The extrinsic calibration software returns a reversible six element
position/orientation vector. The distance from the facet center to the target center is then measured with a
hand-held laser range finder (LRF) as shown in Figure 5.

The extrinsic characterization can be limited in accuracy due to various error sources (e.g. facet corner
detection accuracy, lens calibration accuracy, etc.). Since the separation between the camera EP and target
center is measured directly, the distance between the camera and the facet center estimated from the extrinsic
characterization can be verified with a measurement from the facet center to the target center. Additional
measurements from the facet center to known points on the target provide additional constraints to the facet
location. The points C, Fo, and S, form a triangle, where F, and Sy are points on the facet center and target
center, respectively. The sides of the triangle are measured with different tools. To form the proper triangle,
the measured sides must agree reasonably well. If the distances measured do not provide a reasonable
solution on the triangle, then the distance measured by the extrinsic characterization is updated. The
distances SoFq and CS, are kept constant, while the distance F,C (from homography) is re-adjusted to get a
reasonable solution. If there is an error in measuring the facet center to target center distance, this error
causes all the points F to shift towards or away from the camera along the camera optical axis, due to the re-
adjustment of the distance F,C initially calculated using homography. Figure 6 shows an example of an



under-estimation of the facet to target distance. The dashed lines represent rays deviated from the nominal
rays (solid lines).

2.4.3. Measurement error on target dimensions

The dimensions of the target (screen display area) are also measured with a tape measure. As mentioned
previously, the standard tape measures are inherently limited in accuracy, and the target dimensions are large
enough that the slack in the tape measure can affect the measurements. Error in the target dimension
measurements artificially shrinks or stretches the target size. This effect linearly scales the target intersection
points in x and y (i.e. the target distortion is linear). Figure 6 shows an example of an over-estimation of the
target dimension in the horizontal direction (note that the figure shows a top view of the set-up). The
intersection points at the target are shifted out accordingly (dashed lines). Consequently, the surface normals
will be gradually shifted outward, resulting in an over-estimation of the facet focal length (i.e. the calculated
focal length will be longer) since the target screen is located inside the focus of the facets being measured.
Similarly, an under-estimation of the target dimension will result in shorter calculated facet focal lengths, if
the target screen is located inside the facet focus.
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Fig. 5. Schematic showing an example of a facet Fig. 6. Schematic showing an example of an over-
shift due an error in the distance measurement estimation of the target dimensions in the
between the facet center and the target center (top horizontal direction (top view).

view).

2.5. Sensitivity analysis method

Different methods are available (e.g. Monte Carlo, finite difference etc.) for performing sensitivity analyses
of systems [7]. In a Monte Carlo approach, probability distributions of the variables over a defined domain
are first determined. Then multiple runs, or simulations, are performed while randomly sampling the
distributed variables with each run. We chose, instead, to use the finite difference approach. In the finite
difference approach, the variables are individually varied over the defined domains (e.g. £1 mm) and the
behavior of the system (e.g. facet focal length calculation sensitivity) is observed for each parameter. This
method then predicts performance sensitivity for each parameter, which helps to identify individual
parameters that have high sensitivities on system performance. Steps can then be taken to better control the
tolerances on the highly sensitive parameters. To predict the total system performance, the individual
sensitivity results can be combined.

To follow the finite difference process, we first ran the analysis package of SOFAST on the synthetic data
with the nominal values of the physical set-up parameters. The result of the first run showed that SOFAST
correctly estimated the focal lengths of the analytical facets. After this validation, we changed the value of
one parameter to +1 mm from the nominal value, and then re-ran the SOFAST analysis and observed the
changes in the calculated facet focal length. We repeated the steps for the rest of the variables. For small
changes in the variables, except for the target dimensions, the sensitivities appeared to be linear.



3. Results

3.1. Focal length sensitivity analysis

The plot in Figure 7 shows the results of the sensitivity analysis. The focal length sensitivities to variations
in the physical set-up parameters are shown. From this plot we can see two things: first, the parameters
provide different sensitivity magnitudes, and second, the sensitivities increase dramatically for longer facet
focal lengths.
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Fig. 7. Measured facet focal length sensitivity to various
measurement (SOFAST) set-up parameters.

The first observation is that the errors in the camera position are the least sensitive. For example, a
measurement error in the camera position by 1 mm in any direction will cause an error in the focal length
calculation by < 1 m for both the 100 and 250 m focal length facets. Variations in the facet z position provide
moderate sensitivities. A 1 mm error in the facet z position results in a focal length error of < 0.5 m for the
100 m facet, but results in a focal length error of about 1.4 m for the 250 m facet. Of the variables studied,
measurement errors on the target dimensions are the most sensitive. Here we show the sensitivities for both
the +1 mm variations of the target dimensions, because we determined that over that domain the sensitivities
were not linear. For this specific set-up geometry, the -1 mm error appeared to be slightly less sensitive than
the + 1mm error. Although +1 mm errors results in focal length errors of < 1 m for 100 m facets, the focal
length errors increase greatly to > 3 m for 250 m facets. With this information, we can place appropriate
tolerance bands on each parameter.

The second observation of Figure 7 is that the sensitivity increases greatly for longer focal length facets,
especially for variations in the target size. Setting tolerances on the parameters then becomes dependent also
on the target focal length of the facets (i.e. tighter tolerances are needed for longer focal length facets). In
Section 4, we discuss why the facets with less curvature (i.e. long focal lengths) are more sensitive to changes
in slopes across the facet.

3.2. Focal length error impacts on spot size

While the focal length changes were more for longer focal length facets, we wanted to see the net impact on
the spot size at the receiver tower. For changes in the facet focal lengths, we looked at the corresponding
changes in spot sizes. In particular, we provide the results here for the case of a £1 mm measurement error in
the vertical target dimension. In Figure 8, we plot the focal length against the changes in the focal lengths for
this measurement error. A -1 mm measurement error on the target dimension shortens calculated the focal
length (i.e. the change is negative), but note that the absolute changes in the focal lengths are plotted in
Figure 8a in meters. Also plotted are the corresponding spot size changes (in cm) due to the focal length
shifts. Figure 8b is the same plot as 8a but reported in percent changes to better visualize the impacts of the
focal lengths errors on the spot sizes. From this analysis, we found that the effect on the focal length is



somewhat mitigated by the reduction of the sensitivity of the spot size on the focal length with increasing
focal length. That is, the focal length changes are higher at long focal lengths, but the changes in spots do not
increase much with focal length.
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Fig. 8. Shifts in focal lengths and corresponding spot size variations for a measurement error in the
vertical target dimension by £1 mm, shown as (a) physical changes and (b) percentage changes.

4. Discussion

Given a facet with a smaller curvature (i.e. longer focal length), specified changes in curvature impact the
facet focal length to a greater extent. Figure 9 shows, for a 1.22 diameter facet, the difference in sensitivities
to curvature changes (plotted in terms of slope changes) at the facet edge for the 100 m (short) and 250 m
(long) focal length facets. For the same amount of slope changes at the edge, the longer focal length facets
experience much larger focal length changes. This leads to higher uncertainties when measuring the longer
focal length facets, but in the field this effect seems to be mitigated by the reduction in sensitivity to spot
size.
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Fig. 9. Facet focal length sensitivity to slope changes at
the edge of the facet for a 1.22 m diameter facet.

We must caution that the sensitivity analysis provided here is specific to the set-up geometry used to measure
and for the purpose of focusing the SNL heliostat facets. In Section 2.1, we discussed the set-up geometry
and provided some specific dimensions and locations of components. The sensitivities may be different for
other baseline measurement set-ups, but the trend in the sensitivities should be the same regardless of the set-
up geometry (i.e. errors in measuring the target dimensions will be more sensitive than errors in measuring
the camera position, for example) [3].

5. Conclusion

SOFAST was initially designed to measure facets of short focal length point-focus concentrators, where it is
practical to measure at the ‘2f’ location. We adapted it to measure long focal length heliostat facets with



some changes to the physical set-up parameters and the target screen size. The purpose of this effort was to
focus the SNL heliostat facets to the correct slant range using the single push-pull screw adjustment on the
backside of the facets. This extension introduced additional variables in the physical set-up of the system. In
addition, a large target screen and a short distance between the facet and the screen relative to facet focal
length changed the system sensitivities to uncertainties. Lastly, to keep SOFAST simple, we used simple
measurement tools to measure the physical set-up parameters, which introduced measurement errors. We
studied the focal length impacts on the SOFAST sensitivity on a few key input parameters: camera position,
facet z position, and target dimensions.

The results of the sensitivity analysis showed that, of all the parameters considered, errors in measuring the
target dimensions dominated. This effect linearly scales the points on the target causing an error in the focal
length calculation. A similar effect, not discussed in this paper, is distortion of the projected images on the
target screen caused by the distortions in the projector lens and positioning of the projector relative to the
screen. In this case, the spatial scaling of the points may not be linear. Discussions on the screen distortion
errors in the SOFAST set-up can be found elsewhere [7].

The analysis also showed that focal length uncertainty increases dramatically with focal length. For the same
amount of slope changes at the edge of the facet, the longer focal length facets experience bigger changes in
focal length. However, we found that this effect is somewhat mitigated by the reduction of the sensitivity of
the spot size on the focal length with increasing focal length.
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