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1 Project Overview

The SAGUARO (Scalable Algorithms for Groundwater Uncertainty Analysis and Robust Optimiza-
tion) Project focused on the development of scalable numerical algorithms for large-scale Bayesian
inversion in complex systems that capitalize on advances in large-scale simulation-based optimiza-
tion and inversion methods. The project was a collaborative effort among MIT, the University of
Texas at Austin, Georgia Institute of Technology, and Sandia National Laboratories. The research
was directed in three complementary areas: efficient approximations of the Hessian operator, re-
ductions in complexity of forward simulations via stochastic spectral approximations and model
reduction, and employing large-scale optimization concepts to accelerate sampling.

The MIT-Sandia component of the SAGUARQO Project addressed the intractability of con-
ventional sampling methods for large-scale statistical inverse problems by devising reduced-order
models that are faithful to the full-order model over a wide range of parameter values; sampling then
employs the reduced model rather than the full model, resulting in very large computational sav-
ings. Results indicate little effect on the computed posterior distribution. On the other hand, in the
Texas—Georgia Tech component of the project, we retain the full-order model, but exploit inverse
problem structure (adjoint-based gradients and partial Hessian information of the parameter-to-
observation map) to implicitly extract lower dimensional information on the posterior distribution;
this greatly speeds up sampling methods, so that fewer sampling points are needed. We can think
of these two approaches as “reduce then sample” and “sample then reduce.” In fact, these two
approaches are complementary, and can be used in conjunction with each other. Moreover, they
both exploit deterministic inverse problem structure, in the form of adjoint-based gradient and
Hessian information of the underlying parameter-to-observation map, to achieve their speedups.

2 Technical Accomplishments

Reduced-order models for large-scale statistical inverse problems. One MIT component of
the SAGUARO Project focused on the role of reduced-order models to accelerate conventional sam-
pling methods for large-scale statistical inverse problems. Our research developed new methodology
for performing model reduction in both parameter and state spaces. This permits sampling (using
a method such as Markov chain Monte Carlo (MCMC)) to be carried out in a low-dimensional re-
duced parameter space, and also accelerates the many forward model evaluations required to sample
the posterior. The challenge of determining reduced-order models in this setting is to come up with
a basis that effectively spans the parameter space of interest, an especially difficult task when the
parameter space is of high dimension. We address this challenge by formulating the model reduction



task as an optimization problem, which we solve using a heuristic but efficient greedy approach that
exploits adjoint-based gradients and Hessian information of the parameter-to-observation map.

Inference for prediction. Another component of the MIT effort was the development of a
goal-oriented approach to inference of large-scale systems. Inference of model parameters is often
one step in a process ending in predictions that support decision in the form of design or control.
Incorporation of end goals into the inference process leads to more efficient goal-oriented algorithms
that automatically target the most relevant parameters for prediction. In the linear setting, our
approach to goal-oriented inference exploits a compelling connection to balanced truncation model
reduction. In balanced truncation one obtains a projection-based reduced model that balances
the controllability and observability of the underlying transformed system. In the goal-oriented
inference context, we present an approach that leads to a balance between the experiment and pre-
diction observability associated with parameter modes. In the linear case, this approach leads to a
form of subspace regularization that is dimensionally optimal in the sense that we infer the fewest
number of parameters necessary to accurately estimate the predictions required to meet end goals.
The inference-for-prediction method exactly replicates the prediction results of either truncated
singular value decomposition, Tikhonov-regularized, or Gaussian statistical inverse problem formu-
lations independent of data; it sacrifices accuracy in parameter estimate for online efficiency. The
approach was demonstrated for a contaminant transport problem. This grant also supported the
initial work to extend the inference-for-prediction approach to nonlinear systems, with application
to a model problem in carbon capture and storage.

Stochastic spectral methods for statistical inverse problems. Another MIT effort fo-
cused on stochastic spectral methods, which exploit regularity in the dependence of the forward
model—Dboth its internal state and outputs—on uncertain parameters. These methods can be ap-
plied intrusively (e.g., in a Galerkin formulation) or non-intrusively (e.g., via collocation); the for-
mer requires a reformulation of the governing equations, while the latter requires only deterministic
forward simulations at a sparse set of quadrature points. In either case, using stochastic spectral
methods to propagate prior uncertainty through the forward model yields a surrogate posterior
density that is extremely inexpensive to evaluate, often orders of magnitude faster than the true
posterior. We established new convergence results that tie the L? convergence rate of a stochastic
spectral forward solution to the convergence rate, in Kullback-Leibler divergence, of the surrogate
posterior distribution. These results were demonstrated numerically on problems with smooth and
with discontinuous dependence on the inversion parameters, and with unimodal or multi-modal
posterior distributions. Additional computational work focused on the inversion of spatially dis-
tributed parameters in a prototypical porous media problem; here, dimensionality reduction was
achieved through Karhunen-Loeve representations of Gaussian process priors. The inverse problem
was cast in a hierarchical Bayesian formulation, where we inferred not only the permeability field
but regularization parameters—or equivalently, prior hyperparameters—from data.

We also carried out a detailed comparison between non-intrusive stochastic spectral approxima-
tions and projection-based reduced models, articulating the relative advantages and disadvantages
of each method in the context of a representative source inversion problem. We show that if
the number of full model samples available to create the approximate models is small, then the
projection-based approach achieves a more accurate solution to the inverse problem. If however a
sufficient number of samples can be used for stochastic collocation, the resulting models are several
times more efficient to solve than a reduced-order model of comparable accuracy.

Adaptive surrogates for statistical inverse problems. A final MIT effort focused on
the adaptive construction of posterior-focused surrogates for Bayesian inverse problems. The con-
struction of globally accurate approximations for nonlinear forward models can be computationally
prohibitive and in fact unnecessary, as the posterior distribution typically concentrates on a small



fraction of the support of the prior distribution. We developed new approach that uses stochastic
optimization—in particular, the cross-entropy method—to construct polynomial approximations
over a sequence of measures adaptively determined from the data, eventually concentrating on
the posterior distribution. Numerical demonstrations of the adaptive approach on inference prob-
lems involving partial differential equations show order-of-magnitude increases in computational
efficiency (as measured by the number of forward solves) and accuracy (as measured by poste-
rior moments and information divergence from the exact posterior) over prior-based surrogates
employing comparable approximation schemes.

3 Personnel Supported

MIT (Willcox): 1 graduate student, 1 postdoc
MIT /Sandia (Marzouk): 1 technical staff (Aug—Dec 2008; PI Marzouk moved to MIT in Jan 2009),
1 postdoc
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