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1 Introduction

Effectively generating, managing, and analyzing scientific data requires a comprehensive,
end-to-end approach that encompasses all stages from the initial data acquisition to the final
analysis of the data. As part of the SPA thrust area, we developed a suite of tools and
frameworks that integrate into a robust and auditable system for automation of scientific
processes to enhance and speed up scientific discovery. Our technologies provide run-time
management of the workflow processes, provenance collection, and analysis and display of
results. This has led to the deployment of production workflows that allow scientists to a)
monitor, in near-real-time, complex tasks such as the execution of large simulation codes,
and b) facilitate complex analyses of the process metadata and of the simulation results. This
has resulted in significant savings in scientists’ time, in more efficient use of resources, and in
a more cost-effective scientific discovery process overall.

Workflow technologies have a long history in the database and information systems
communities [GHS95]. Similarly, the scientific community has developed a number of
problem-solving environments, most of them as integrated solutions [HRG+00].
Component-based solution support systems are also proliferating [CL02, CCA06]. Scientific
workflows merge advances in all these areas to automate support for sophisticated scientific
problem-solving [LAB+06, LGO5, DOE04, ABB+03, BVP00, VS97, SV96]. We use the term
scientific workflow as a blanket term describing a series of structured activities and
computations (called workflow components or actors) that arise in scientific
problem-solving as part of the discovery process. This description includes the actions
performed (by actors), the decisions made (control-flow), and the underlying coordination,
such as data transfers (dataflow) and scheduling, required to execute the workflow. In its
simplest case, a workflow is a linear sequence of tasks, each one implemented by an actor.
An example of a scientific workflow is: transfer a configuration file to a large cluster, run a
simulation passing this file as an input parameter, transfer the results of the simulation to a
secondary system (e.g. a smaller cluster), select a known variable, and generate a movie
showing how this variable evolves over time. Scientific workflows can exhibit and exploit
data-, task-, and pipeline-parallelism. In science and engineering, process tasks and
computations often are large-scale, complex, and structured with intricate dependencies
[DOE04, DBN+96, EBV95, EIm66].

Over the past five years, our activities have both established Kepler as a viable scientific
workflow environment and demonstrated its value across multiple science applications. We
have published numerous peer-reviewed papers on the technologies highlighted in this short
paper and have given Kepler tutorials at SC06, SC07, SC08, and SciDAC 2007. Our outreach
activities have allowed scientists to learn best practices and better utilize Kepler to address
their individual workflow problems.

Our contributions to advancing the state-of-the-art in scientific workflows have focused on
the following areas. Progress in each of these areas is described in subsequent sections.

o Workflow development. The development of a deeper understanding of scientific
workflows “in the wild” and of the requirements for support tools that allow easy
construction of complex scientific workflows;

e Generic workflow components and templates. The development of generic actors
(i.e. workflow components and processes) which can be broadly applied to scientific
problems;

e Provenance collection and analysis. The design of a flexible provenance collection



and analysis infrastructure within the workflow environment; and
o Workflow reliability and fault tolerance. The improvement of the reliability and
fault-tolerance of workflow environments.

2 Workflow development

The original base-line contribution of the SPA team has been to co-found the Kepler project -
an open source workflow support environment [kepler-project.org]. Kepler is now a widely
accepted scientific workflow development and execution environment that powers a
number of research and production projects all over the world. Kepler has been the most
cited (according to recent Web of Science and Google Scholar queries) and a very influential
scientific workflow products with hundreds of thousands of downloads. The SPA
researchers and engineers continue to regularly contribute to Kepler. We are constantly
working with the Kepler Core team [e.g., AJB+04, LAB+06, GBA+07] to enhance Kepler at all
levels including the user interface, documentation, and tutorials. Our work has led to a
significant reduction in the effort required to generate real workflows [ABC+06, SAC+07].
We also actively partner with science teams to transfer technology to their projects and
develop and deploy their workflows. This provides real-life case-studies which are then
used to enhance Kepler requirements, to identify Kepler enhancements, generic
functionalities, and canonical generic workflow solutions, and to improve user interfaces.

Accomplishments

As active participants, and founding members, in the Kepler research community we
contribute to the development of the Kepler environment. Specifically, we participate
in Kepler and Ptolemy workshops that have produced significant enhancements in the
underlying workflow environment, and we have identified and implemented new
requirements for scientific workflows, fixed bugs, and improved the overall software
development environment, as well as execution-time interfaces and data collection practices
[e.g, BMR+08, CA08, NV08, SAC+07, VAB+07]. Some of the specific tools and additions to
Kepler are discussed in sections that follow (e.g, provenance recorder, generic actors,
ADIOS). An example of using Kepler for simulation monitoring and steering is shown in
Figure 1. This particular workflow processes files representing time-steps as they are
generated by simulations, processes them for display on a project dashboard, and in parallel
invokes a program (ELITE) which can determine if the simulation is stable.
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Figure 1: a workflow for monitoring the correctness of a simulation in real-time.



If the simulation is considered unstable, it stops the run (see box “stop XCG”) thus saving
compute resources, and calls another program (M3D-MPP) to recomputed new parameters
for the next simulation run. This example shows the power of using workflows for near
real-time simulation monitoring, generating summaries, graphs and images “on-the-fly”
which can greatly help scientists follow up and understand their simulations behavior
quickly.

Another critical component of the SPA activities is transfer of workflow technology to
science teams. We have deployed workflows to a number of science teams to a) help
introduce Kepler into their domains, and b) feedback lessons learned into Kepler to improve
the Kepler environment. This includes:

ScalaBLAST (Bioinformatics): This workflow performs a comparison of N submitted
genomes against M genomes stored in a library. This requires generating the NxM
individual comparisons, submitting the results on a cluster, and aggregating the results.
Groundwater Modeling and Analysis: A set of Kepler-based scientific workflows
have been constructed to support subsurface flow and transport modeling using the
STOMP (Subsurface Transport Over Multiple Phases) simulation. The high-level
groundwater modeling workflow involved specific computational tasks including
clustering, multivariate interpolation, subsurface flow and transport simulation, and data
visualization. Additional low-level workflows were developed to support data staging
and simulation job submission. Furthermore, an iterative workflow was designed to
collect several input variable ranges and perform a parameter study using fixed code and
combinations of input variables values.

Center for Plasma Edge Simulation (CPES): This fusion project has been a main user
of our technologies providing both requirements and feedback. As the first project using
Kepler for monitoring and post-processing of High Performance Computing applications,
our actors for SSH and job management found immediate use. eSiMon has been used as
the front-end to fusion scientists and the content was created by Kepler workflows.
Provenance tracking was first used in the fusion monitoring workflow and by fusion
users of eSiMon. The above tools comprise EFFIS, the End-to-end Framework for Fusion
Integrated Simulation [CKP+10]. The integrated simulation is driven by a Kepler
“coupling” workflow. The plasma state in the simulation by the XGCO code on a
supercomputer is constantly monitored, which involves a data conversion step using
another fusion code (M3D) and a parameter-study using yet another code (Elite) on an
analysis cluster. If the plasma state is found to be unstable, the XGCO simulation is
stopped and a combined XGCO and M3D magneto-hydrodynamic simulation is started to
go through the turbulent phase of the fusion reaction. After that, XGCO is continued again
alone. Additionally, the workflow creates plots and 2D visualizations from each code's
output at every timestep for eSiMon, which can be used for on-line monitoring of the
coupled simulation as well as for post-processing runs.

S3D (Jackie Chen, Combustion) - Three types of workflows were identified:
Preparation, Production, and Post-Production workflows. The preparation workflows
are designed to save unnecessary faulty runs on the supercomputer. Before accepting a
particular build of S3S for production use, it is necessary to run a series of test cases. The
production workflows are similar to CPES runs, but, of course, the diagnostic plots to be
generated during the simulation are different. The post-processing workflows are
designed to use the dashboard as an index to archived runs in order to facilitate
collaboration with their visualization partners.

CCSM (climate): This recent effort with the National Center for Atmospheric Research
(NCAR) is helping develop Kepler-driven provenance for the Community Climate System



Model (CCSM?). CCSM belongs to an elite category of computer-based simulation models
known as general-circulation models. The automatic capturing of provenance is an
essential part of this activity, especially as the number and volume of simulations is
expected to significantly grow.

We expect, and have seen, that over time, the science teams will assume responsibility for
the maintenance of existing workflows and creation of new ones. Thus, we do not view our
development of specific workflows as an ongoing obligation (or as a limit on the utilization
of the tools, since other teams are developing workflows without our direct support) but
rather a proven approach for deploying new technology through a win-win scenario.

In addition to our direct engagement with certain science teams, we have been
disseminating information on workflow technologies to the broader community
through a series of publications (see Publications), tutorials and presentations. In particular,
we have given well attended tutorials at the last three Supercomputing conferences (SC06,
SC07, and SCO08), the SciDAC 08 conference, and the 2007 meeting of the NCCS. We have also
provided tutorials for interested groups, upon request.

3 Generic workflow components and templates

Many workflows contain sections with very similar functionality but subtle differences in
how that functionality is obtained. For example, transferring a file between machines,
submitting a job to a batch processing system, monitoring the execution of a running job, and
remotely executing a command are found in almost all of the scientific workflows we have
developed. However, the actual implementation of these capabilities varies dramatically
depending on features such as the specific machine configurations (e.g, which batch
processor is used), the security requirements (e.g. ssh or rsh, certificates or
one-time-passwords), and the workflow requirements (e.g. failover options, fault tolerance
requirements, validation options). Tools that provide the instantiation of a case-specific
workflow or workflow component from more general templates or components would
substantially improve the ability to reuse existing solutions, leading to greater productivity
when developing workflows.

Accomplishments

We have developed a large number of actors and actor packages to support SDM-type
workflows, including the following: A ProcessFile actor that allows to execute external
commands on a remote machine and supports checkpointing of successful commands
(useful for “smart resume” in case a restart of the workflow is necessary) and logging of
errors; an SSH-FileWatcher that allows to list and watch remote directories with a set of
“file-masks;” this is a frequently used step when monitoring loosely-coupled, remote
processes. These and various actors have been bundled into an ssh and job management
package for remote execution, file transfer, and job submissions to various job management
systems (PBS, Condor, SGE, and LoadLeveler). Another set of actors has been developed to
deal with web service-oriented workflow steps; these include: WSWithComplexTypes
(permits sending and receiving of structured web service parameters), various “shim actors”
that allow conversion between strings, records, and XML structures, and a number of array
manipulation actors.

We have also investigated several alternative approaches to development of generic actors,
including the separation of the control flow and data flow aspects of the workflow. Our
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current approach is to use data-driven code to flexibly adapt to the current environment by
intelligently selecting the most appropriate execution path based on a combination of user
input and available resources. We are also investigating the development of a broader
workflow context resource, which would allow effective sharing of information (such as
login certificates) between actors within a single, executing workflow. One of the key
capabilities that have been used in several of our workflows is the movement of files
between machines; for example, transferring information from the LCF machine to Ewok at
ORNL on the CPES workflow. As a result, our first generic actor capability has been the
deployment of a GenericFileTransfer actor. This actor can utilize a variety of protocols,
including ftp, scp, and SRM-lite, to transfer a file between two computers. It also
automatically confirms that the transfer completed properly (i.e. there were no errors and
the resulting files are the same size) and if an error was encountered, retransmits the file up
to a specified number of times.

Currently we have a genericSSH actor that can establish connection with SSH servers using
a password, phassphrase, passcode, or an SSH certificate. We are currently working towards
extending this functionality to support GSI-OpenSSH server. This requires implementing GSI
authentication in addition to the existing authentication methods. We have also deployed a
genericJobLaunch actor that encapsulates all the tasks involved in job launching into a
single actor. This will enable users to use a single actor and configure its parameters instead
of replicating the sub workflow and configuring its individual components.

We have developed a set of pilot Kepler workflow templates that we are evaluating.
Similar to generic actors in their advantages, workflow templates can then be used, with
only minor modifications, to implement new workflows. The current set is concerned with
file creation monitoring and data transfers during long-term workflow runs with fusion
codes. The intent is to create sufficiently generic components that can be used in long-term
workflows in other disciplines. Templates have been presented and discussed as part of the
Kepler tutorial at the Supercomputing 2008. We have also developed a new approach to
workflow design called Collection-Oriented Modeling and Design (COMAD) and
implemented a new COMAD director. We have demonstrated that workflows in this
modeling paradigm tend to be easier to understand and maintain [MBZ+08].

4 Provenance collection and analysis

In scientific applications, effectively managing data provenance is extremely important
[MGBMO05, GMF+05, CFS+05, SPGO5]. Data provenance [MGBMO05] can be thought of as the
complete processing history of a data product, for example, actor identification and
invocation parameters (or application codes launched by those actors), properties such as
the time, location, and userid of invocation, relevant environment and configuration
parameters. This information needs to be persistent and permanently associated with a data
product so that its provenance is readily available. It should also be searchable, so that data
with certain provenance can be easily identified - for example, if a bug is identified and
corrected, the provenance can help identify which runs should be repeated.

Accomplishments

We have extended Kepler to support obtaining and recording provenance
information through a facility called “provenance recorder.” This extension allows a
workflow to automatically collect provenance information at a user-defined level of
granularity [VABO07, CAO08]. This information is recorded in a database allowing easy
searching and retrieval. However, in the distributed, heterogeneous environment utilized by



scientific computing, simply recording provenance information from the workflow is
insufficient. In a typical scientific workflow, while the workflow engine directs the activity,
significant data manipulation occurs on derived products which are never fully incorporated
into the workflow environment. For example, the workflow engine may request the creation
of a movie from a simulation output, but only the file names, not the underlying data, move
through the workflow environment. In order to ensure the recording of the full data
provenance, we have enabled the provenance capture environment to allow recording of
events external to the workflow - including the compilation of the underlying simulation
codes. This provides a more complete record of the workflow execution, increasing the
ability of scientists to reliably replicate the results.

We have developed and released several versions of the provenance recorder within
Kepler. This has provided an entirely new set of capabilities and made Kepler even more
valuable. For example, one of the primary reasons CCSM developers are interested in Kepler
is to enable provenance capture in their workflows. We distinguish four types of
provenance: data, process, workflow and system.

The provenance recorder is located within the Kepler framework and tracks all events of
interest generated by workflow execution. These events include actor executions, token
transfers between actors, and any additional information that an actor may choose to
provide. Because a large, long-running workflow may create thousands of events, the most
recent version of the recorder allows the workflow developer to identify which information
is recorded. This significantly reduced the information flow load and improves the
performance during both workflow execution and during evaluation. Since the release of
Kepler v2.1.0 (30-Sep-2010, kepler-project.org), Kepler includes the provenance recorder.

Provenance information has multiple purposes, and thus requires multiple levels of
granularity. For example, while a workflow is executing, significant provenance information
may be collected to restart the workflow in case of error (see Fault Tolerance section
below). However, once the workflow is complete, only a small fraction of that provenance
may be required for validation purposes. In order to effectively reduce the amount of
provenance information we store, we are actively working on approaches for archiving and
managing provenance information based on its usage requirements. In addition to the
workflow engine, external processes must have efficient access to the provenance store.
This ensures that relevant information generated outside of the workflow engine, such as
from a process spawned by Kepler, can be effectively recorded. It also allows tools such as
the Dashboard to utilize this information without having to execute a workflow. However,
that raises the matter of security and privacy of the provenance information. That
information may sometimes be at least as valuable as the raw data. Our provenance
framework solves that problem in part through its access mechanisms [NV08], but more
work is needed. Provenance recording capabilities of Kepler and some open issues are
described in [VABO7, NV08].

S Workflow reliability and fault tolerance

There are two basic forms of run-time fault-tolerance: forward-recovery (e.g., failure
masking and redundancy based failover), and backward-recovery (e.g. check-pointing)
[LB90, MV06, VouO5]. Exception handling is a very traditional way of managing run-time
problems [MV96, VouO05]. It is also used in the workflow-oriented environments [HA96,
CCPP99]. Exception handling can involve forward-recovery, backward-recovery, or
graceful termination. More recently the web services community has recognized the need
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for some form of standardized fault-tolerance in the service provisioning through
replication [SPPJ06]. An important component is collection of sufficient amount of
meta-data (provenance information) about the workflow to enable fault-tolerance actions.
It is the provenance information that is being collected through our provenance recorder
that has the capability of providing meta-data needed to detect and locate workflow
run-time issues.

In another line of research, we observed that scientific workflow systems frequently are
used to execute a variety of long-running computational pipelines prone to premature
termination due to network failures, server outages, and other faults. Researchers have
presented approaches for providing fault tolerance for portions of specific workflows, but
no solution handles faults that terminate the workflow engine itself when executing a mix of
stateless and stateful workflow components. In [KRZ+11] we presented a general
framework for efficiently resuming workflow execution using information commonly
captured by workflow systems to record data provenance. Our approach facilitates fast
workflow replay using only such commonly recorded provenance data. We also proposed a
checkpoint extension to standard provenance models to significantly reduce the
computation needed to reset the workflow to a consistent state, thus resulting in much
shorter re-execution times. Qur work generalizes the rescue-DAG approach used by DAGMan
to richer workflow models that may contain stateless and stateful multi-invocation actors as
well as workflow loops.
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Figure 2: Example workflow with stateful actors. To recover the workflow execution after
a fault, unconsumed tokens inside workflow channels and internal states of all actors except
the stateless Align have to be restored [KRZ+11].

Accomplishments

We have implemented a Kepler-based fault-tolerance (FT) framework that leverages
collected provenance information to provide options for forward recovery as well as



backward recovery of the workflows [MCA+10, YAC+10]. The FT framework addresses the
majority of the known issues and faults in current production workflows and is composed of
3 major components:

e An error Handling Layer, which monitors the components beyond the workflow
engine’s direct control, such as visualization services, and reacts accordingly when
an error is detected

e A Contingency actor, which provides a recovery block mechanism within the
workflow.

e Checkpointing and Smart resume capabilities for when the above 2 mechanisms fail
are not sufficient to prevent the workflow from terminating abnormally.

The Contingency actor handles faults at the Workflow Layer. This actor contains a primary
sub-workflow, and possibly additional sub-workflows. During execution, data read by the
actor is transferred first to the input of the primary sub-workflow. The sub-workflow
contains the primary task to be executed, and if an error occurs, the Contingency actor may
re-execute the primary sub-workflow or transfer the original input data to a different
sub-workflow. The choice of which sub-workflow to execute is governed by a finite state
machine. Additionally, the Contingency actor may be configured to pause between
re-executions of a sub-workflow.

The extension of the model beyond the workflow control plane allows us to catch and
process problem signals from environments that Kepler has no direct control over [MCA+10,
YAC+10]. The key concept in that context is operational profiles - the frequency of usage of
different Kepler and other operations, and their relationship to run-time failures. Operational
profiles are an essential part of software reliability engineering. Typically they are created
from the software requirements, and through customer reviews. Creation of operational
profiles often is laborious and requires human intervention. Our approach builds an
operational profile based on the actual usage from execution logs. The difficulty in using
execution logs is that the amount of data to be analyzed is extremely large (more than a
million records per day in many applications). Our solution constructs operational profiles
by identifying all the possible clustered sequences of events (patterns) that exist in the logs.
This is done very efficiently using suffix arrays data structure [NWV09, NVW+08].
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