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The SST’s modular structure allows flexible simulation

he SST was developed to explore systems with novel
rocessors, memories, interconnects and programming mod

lovel Architectures require novel hardware and software
)pen Source: http://www.sandia.qov/SST/

ST Features

Modular, component-based design

Multiple architectural models
Multi-(processor|threaded|core) simulation

ST Structure

Input drivers (Front-Ends): execution or trace




while('done) {
foreach component {
c->preTic();

}

foreach message {

* Model of Computation (Er
m->dest->handleParcel(m)

) " Component-based hybrid di
event simulation (DES)

¢ Synchronous /timestep for cc
Internals (analogous to clock)

}
Enkidu Pseudocode

E CSIM

m YACSIM ¢ DES between components

m SystemC _ _
0O Enkidu " Low Overhead (=57 instructi

component / cycle)

rid DES provides low-overhead
* Hardware component moc

outine Simulated Actual " Cycle-accurate

PUT 0.486 0.592 " C++ behavioral model
omplete() 0.196 0.154 " Detail / performance tradeof
nessage() 0.959 1.002

" Several ongoing validation €

POST 0.477 0.442
nessage() 1.936 1.686
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_ * Problem: Message rate
Data determines effective banc

e« SST Analysis: MPI matchi
limits performance

e Solution: Accelerate list
management with hardwa

e SST Simulation
FIFo — Hardware

* Implement NIC/Router base

‘ RedStorm SeaStar
 Implement List Manager, A
Match Unit, integrate with |

— —“Translated” from FPG/
/@swd Reeives]. e Msg\\ - Validate against FPGA & R
_ Software

e Create baseline offload MP

 Modify MPI to use accelera

 Impact: Collaboration w/ |
—Intel licensing

— Keith Underwood “on loan”
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)leScalar & PTLSIm (NY
hamton)

pular
nventional processor only
Network, minimal memory model

4 (Motorola), Tango (IBM)
Jh accuracy

prietary

gle model processor only
MicroLib (Various)

'y detailed

e grained

W execution and development
e

cs / GEMS (Wisc.)
t suited to network study

* LANL/PAL

lExcellent for scaling, network toy
studies

— Requires run on existing proces

— Can’t explore hypothetical proce
memory hierarchies

e Srinivasan/Cook Monte Carlo (
0 Extremely fast, accurate
— In-order processors only

« SST focuses on...
[“Best of Breed” (don’t reinvent)
OHPC (Network, software stack, af
0 Parallel (in progress)
JAbstracted SW/HW interface
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bility: Porting / Support / Documentation

/ Components -
proved DRAM Model (Jacob/U. Maryland)
A

proved processor model (PTLSIm) ! Enkidu
allel execution :

_ I MR-.e-
P| extensions to Enkidu parallel SST Architec
)00s of simulated nodes on 100s of real nodes
ready have GTech parallel prototype
Parallel DES simplified because of limited =
communication patterns
‘Allows use of conservative distance-based — T ]
optimization B '
i i . - Execution &)
tiscale: Tradeoff between precision and ©sm
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