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while(!done) {
foreach component {

Ti ()c->preTic();
}

foreach message {
m->dest->handleParcel(m)m dest handleParcel(m)

}
}

Enkidu Pseudocod
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Routine Simulated Actual
PUT 0 486 0 592PUT 0.486 0.592

complete() 0.196 0.154
message() 0.959 1.002
POST 0.477 0.442

message() 1.936 1.686

• Model of Computation (En
 C t b d h b id di Component-based hybrid dis

event simulation (DES)
 Synchronous / timestep for code Synchronous / timestep for co

internals (analogous to clock)
 DES between components

O ( Low Overhead (~57 instructi
component / cycle)
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• Problem: Message rate 
determines effective band

• SST Analysis: MPI matchi• SST Analysis: MPI matchi
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