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ork/Application Feedback: A static trace or simple statistic
| will not capture the causal relationships between message

ability: Many network effects only become apparent at huno
yusands of nodes.

ble Processor/Memory/Network Systems: Local interacti
1ave global performance implications.

ty to Model Message Overheads: Overheads in the netwo
packetization, protocol overhead) and messaging library (e.i
hing, message assembly) can have a major effect on
rmance.

ty to Explore Programming Models: Novel hardware will r
| programming techniques and capabillities.

or and Economic Effects: Power and cost are the key limit
s on system design. Any system model must be able provic
yack on the power and cost implications of new architectural



i Several Projects
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 Problem: Message rate
Data — determines effective banc

e« SST Analysis: MPI matchi
limits performance

e Solution: Accelerate list
management with hardwa

e SST Simulation

— Hardware

* Implement NIC/Router base
RedStorm SeaStar

 Implement List Manager, A
Match Unit, integrate with |

—“Translated” from FPG;
e Validate against FPGA & R

— Software
e Create baseline offload MP
 Modify MPI to use accelera
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Goals

Become the standard architectural simulator for the
HPC community

Be able to evaluate future systems on DOE workloads
eUse supercomputers to design supercomputers

>hnical Approach Consortium

ale

ccurate to analytic «“Best of Breed” simulation suite
ion-based to message-based «Combine Lab, academic, & indu
f simulated nodes on 100s of t OAK
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SN yull eiricelito

—High speed, Parallel, Scalable
— Multiple clock domains
— Checkpointing
e Implementation
—Conservative distance-based C
optimization
— Multi-criteria partitioning
—Built on MPI
—Future: FPGA acceleration

Parallel Core Pseudocode

Message Traces, Execution w/ 1.50  eweak Scaling
Symbolic Workload = Execution Based FPGA o eDistance Based Opt.
Descriptions Acceleration 2 eMinimal Partitioning ../"—.
100s-1000s 100-1000s 1-10 € 125
10000s-100000s 100s-1000s 1-10 I-E
. Cycle-level .00 .
System Scaling system Co-design
Behavior y J | 2 g 8 16 32 64
narformance




3. APl Asks

Library

2. Component
Query

4. Library
Answers

5. API
reformats

ite interface to multiple technology libraries

wver/Energy
1ability
2a/Timing estimation

e It easlier for components to model technology
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ws multiple input types

ws multiple input sources
races, stochastic, state-

achines, execution...
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High-level
Interface
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nterface component reuse at High-Level Low
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Simulater Core v

Services

ed

Checkpainting

tion

Statistics

Parallel DES

Sy g ey

Gomponent

o

Simulator Core will provid
—Power, Area, Cost modeling
—Checkpointing
—Configuration

—Statistics gathering

—Parallel Component-Based
Discrete Event Simulation

* MPI hidden from user
* Multiple clocks

Components

—Ships with basic set of oper
components

—Industry can plug in their o\
models
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=we=s e |AA Simulation effort is a community
B | effort

 Seeking more partners...
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Key Challenges
1. Manaaina alobal time
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Seeks to be...
ltiscale

allel

1Stic

dia Is actively seeking partners, requirements, an
ce on the SST

v can the SST be useful for YOU?
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Separate Software/Front-End from Hardware/Timing/Back-End
Standard interfaces for power, area, cost?





