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ABSTRACT

Technical papers accepted for presentation at the Seventh International Topical Meeting on
Nuclear Reactor Thermal-Hydraulics are included in the present Proceedings. Except for the
invited papers in the plenary session, all other papers are contributed papers. The topics of the
meeting encompass all major areas of nuclear thermal-hydraulics, including analytical and exper-
imental works on the fundamental mechanisms of fluid flow and heat transfer, the development of
advanced mathematical and numerical methods, and the application of advancements in the field
in the development of novel reactor concepts. Because of the complex nature of nuclear reactors
and power plants, several papers deal with the combined issues of thermal-hydraulics and reactor/
power-plant safety, core neutronics and/or radiation.

The participation in the conference by the authors from several countries and four continents
makes the Proceedings a comprehensive review of the recent progress in the field of nuclear reac-
tor thermal-hydraulics worldwide.
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PREFACE

Welcome to Saratoga Springs, the place of the first of the NURETH meetings, held in 1980.
Since this first meeting, the NURETH series have included: Santa Barbara, California in 1983,
Newport, Rhode Island in 1985, Karlsruhe, Germany in 1989, Salt Lake City, Utah in 1992 and
Grenoble, France in 1993. Now, after fifteen years, the seventh of the NURETH meetings is
being held again in the birth place of the series.

As you probable know, the NURETH meetings have been initiated and sponsored or co-spon-
sored by the Thermal-Hydraulics Division of the American Nuclear Society. The TH Division
has clearly become a leader in establishing and maintaining high technical standards regarding
topical meetings in the field of nuclear thermal-hydraulics, paper acceptance criteria for such
meetings, and promoting international cooperation and exchange. In particular, the papers
accepted for presentation at NURETH-7 and published in these volumes have been thoroughly
reviewed by leading experts in their respective fields. Their work, as well as the efforts of the ses-
sion organizers, are the cornerstones of the high technical quality of this meeting.

The present conference has been organized by the Northeastern New York Section of the Ameri-
can Nuclear Society. In addition, the following organizations have agreed to join the ANS Ther-
mal ‘Hydraulics Division as co-sponsors of NURETH-7: American Institute of Chemical
Engineers (AIChE), American Society of Mechanical Engineers (ASME), Canadian Nuclear
Society (CNS), European Nuclear Society (ENS), Japanese Nuclear Society (JNS), Japanese
Society of Multiphase Flow (JSMF) and the U.S. Nuclear Regulatory Commission.

Except for the invited papers in the plenary session, all the other papers are contributed. They

have been divided into twenty-four major topics. These topics cover all major areas of nuclear
thermal-hydraulics.

The theme of the NURETH-7 conference is Thermal-Hydraulics for the 21st Century. This
theme has been implemented in the program of the meeting through technical papers covering
areas such as: progress in analytical and experimental work on the fundamentals of nuclear ther-
mal-hydraulics, the development of advanced mathematical and numerical methods, and the
application of advancements in the field in the development of novel reactor concepts. Because
of the complex nature of nuclear reactors and power plants, several papers deal with the combined
issues of thermal-hydraulics and reactor/power-plant safety, core neutronics and/or radiation.

I hope that both the conference participants and other future readers of this multi-volume edition
of NURETH-7 Proceedings will find several new and innovative ideas as the results of the work

by the authors representing an outstanding international community of experts from academia and
industry.

On behalf of the organizing committee I invite you to actively participate in the conference and
wish you a pleasant stay in Saratoga Springs.

Michael Z. Podowski
Technical Program Chairman
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ON HEAT TRANSFER CHARACTERISTICS OF
REAL AND SIMULANT MELT POOL EXPERIMENTS

T.N. Dinh, R.R. Nourgaliev and B.R. Sehgal

Royal Institute of Technology, Division of Nuclear Power Safety
Brinellvdgen 60, 10044 STOCKHOLM, SWEDEN
Fax:(46) (8) 790-76-78, e-mail: nam@ne.kth.se

Abstract -

The paper presents results of analytical studies of natural convection heat transfer in
scaled and/or simulant melt pool experiments related to the PWR. in-vessel melt retention
issue. Specific reactor-scale effects of a large decay-heated core melt pool in the reactor
pressure vessel lower plenum are first reviewed, and then the current analytical capability
of describing physical processes under prototypical situations is examined. Experiments
and experimental approaches are analysed by focusing on their ability to represent proto-
typical situations. Calculations are carried out in order to assess the significance of some
selected effects, including variations in melt properties, pool geometry and heating condi-
tions. Rayleigh numbers in the present analysis are limited to 1012, where uncertainties
in turbulence modeling are not overriding other uncertainties. The effects of fluid Prandtl
number on heat transfer to the lowermost part of cooled pool walls are examined for square
and semicircular cavities. Calculations are performed also to explore limitations of using
side-wall heating and direct electrical heating in reproducing the physical picture of interest.
Needs for further experimental and analytical efforts are discussed as well.

1 PHENOMENA AND MODELING

A large melt pool might form in the reactor core, in the lower plenum of the reactor pressure
vessel, or in the containment, during a severe light water reactor accident. Most notably at the
moment, the feasibility of external vessel flooding as a severe accident management measure,
and the phenomena affecting the success in retaining molten core material inside the vessel,
are under active study. For this case, the assessment of the potential for a vessel-coolant heat
transfer crisis and a subsequent vessel failure requires knowledge of heat transfer from the melt
pool to the vessel lower head wall. The local heat fluxes are of specific importance. Despite the
fact that some experimental studies have been performed, it is not possible to experiment with
the real situation involving large scales 1, different three-dimensional geometries of the reactor
lower head and melt pool and real core melt properties (small Prandtl number, temperature-
dependent properties, non-Newtonian fluid). In order to confirm the reactor applicability of the
experimental results obtained with simulant materials in various lower head models, there is a
clear need for confirmatory ezperimental and analytical studies.

The phenomenology of the issue involves a wide spectrum of physical processes. A com-
prehensive overview of reactor-specific features and related phenomena can be found in Ref.[1).

1The most important scaling criterion are the Rayleigh numbers (Ra), which are proportional to length scale
(H) in power of 5, Ra o< H°.
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Large uncertainties are associated with in-vessel accident progression and phenomena (volume
and composition of core melt pools, stratification of melt, physico-chemistry of core melt-vessel
interaction, late in-vessel water supply above the pools). The safety margins available, and
thereby also the acceptable uncertainty level, depend strongly on the reactor design under con-
sideration. A systematic approach to problem resolution by the ROAAM was presented in
Ref.[2], analysing the effects of a metallic top layer, core melt natural convection heat transfer,
thermal and mechanical behavior of vessel lower head, and ex-vessel boiling heat transfer.

Numerical studies of natural convection heat transfer in large self-heated liquid pools have
been limited to the two-dimensional formulation [3],{4],[5],[6]. In addition, natural convection
flows in internally heated cavities distinguish from external natural convection flows by con-
sisting of unsteady multi-vortex flow fields in the region near the top wall and stably stratified
layers near the bottom wall; see observations by the holographic interferometry in Refs.[3],[4].
Consequently, the fluid flow problems in question require the use of fine computational grids and
mesh organization in such a way that locally significant flow variations are properly modeled.
The physics and modeling aspects of turbulent convection in large volumetrically heated liquid
pools are discussed in detail in Ref.[7]. Only a summary of computational modeling can be given
here. Fig. 1 presents results of calculations performed by using different low-Reynolds-number
(LRN) k — € turbulence models for the upper surface of internally heated liquid pools with
isothermal surfaces: a square slice in experiments of Steinberner and Reineke [4] and torospher-
ical slices in the COPO experiments [8]. It can be seen that the laminar model is able to predict
(with errors less than 25%) heat transfer rates up to the transition-to-turbulence region, i.e.
Ra ~ 102 in square cavities. In addition, most of the well-known LRN k — ¢ turbulence models
applied are capable of predicting heat fluxes to the pool’s side walls due to the convection-
dominated nature of descending flows along cooled vertical surfaces. However, these models
fail in describing heat fluxes to the top and, also, to the bottom surface of the liquid pool.
It was shown that the turbulent Prandtl number, Pry, and turbulent viscosity, v, have to be
re-formulated to take into account specific effects of turbulence generation in buoyancy-induced,
strongly stably and unstably stratified flows in the lower and upper regions of the liquid pool,
respectively [7]. Although some empirical correlations for Pry and v; (as functions of the local
Richardson number) have been proposed to describe data of specific experiments, there exist
no reliable methods to predict related reactor-scale processes. The resolution of the in-vessel
melt retention issue, up to now, depends on experimental observations, data and correlations,
and whether those are relevant to prototypical situations.

In the present paper, we consider natural convection heat transfer regimes, whose Rayleigh
numbers are below 10'2. Experimental and analytical works have been indicating that inter-
nally heated liquid pools behave, in integral sense, in a quite similar way both at high Ra
numbers and at low Ra numbers. In fact, the dimensionless heat transfer laws (Nu; = f(Ra))
obtained at lower Rayleigh number were, with success, extended to higher Rayleigh numbers in
square cavities and hemi- and torospherical pools [4], [81,{9],[10]. The differences are within the
uncertainties. Thus, the trends observed at low Ra numbers may hold at higher Ra numbers
also. That is why it is not irrelevant to establish the integral picture for Ra = 1012, where the
uncertainties of the turbulence model are not overriding other uncertainties. Also, since the
real material tests have been and probably will continue to be performed at small scales with
Rayleigh numbers limited to 1012, it is crucial to assess their scaling and design effects (e.g.,
Lorentz force, side-wall heating, melt properties). Similar analyses have to be performed for
higher Rayleigh number conditions (1014 — 106), after a reliable turbulence model has been
developed and validated against the existing data base. In thix context, one can utilize the
computational approach that has been found suitable for low Rayleigh numbers.
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Figure 1: Calculational results vs. experiments for internally heated water pools.

2 POTENTIAL EFFECTS OF NON-PROTOTYPICAL CONDITIONS

Experimental investigations of heat transfer under conditions of interest might be classified into
two main groups: (i) simulant ezperiments and (ii) small-scale real material tests.

In the past, simulant experiments of the first group were conducted at low Rayleigh numbers,
except for the Steinberner and Reineke experiments in square cavities [4], where Ra numbers
were up to 3 - 10'3. Related natural convection heat transfer experiments were carried out
in internally heated fluid layers, square and semicircular cavities with isothermal walls (see
e.g. Refs.[1],[9],[10], for relevant reviews). Even though several three-dimensional experimental
studies have been performed, uniformity of volumetric heat generation rate and/or conditions
of isothermally cooled top, side and bottom surfaces were not achieved in such experiments.
From the heat transfer point of view, most experiments were two-dimensional, with adiabatic
face and back surfaces. Since the previous simulant experiments are not necessarily - in every
detail - representative of a molten corium in the pressure vessel bottom head, new simulant
experiments have recently been pursued. Heat transfer data were obtained for high Rayleigh
number conditions (10'* < Ra < 10'6) in the two-dimensional torospherical slices of the COPO
experiments [8] and in the three-dimensional hemispherical pool of the UCLA experiments [10].
Such simulant experiments employ water (Pr = 2.7-7.2) or Freon R-113 (Pr = 5.2-13) as working
fluids. Some other simulants (salts, glass-type oxidic melts) have also been considered, yet such
experiments have not been carried out so far. Also, there exist other uncertainties related to
physical properties of core melts such as multi-component and non-Newtonial fluid behavior,
and temperature dependence of core melt properties. Perhaps in future, when related core melt
data and observations will become available, such effects could be accounted for in experimental
modeling by selection of appropriate simulants. In general, simulant material experiments have
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many advantages as they are inexpensive, easy in performance and can provide quantitative
heat transfer data. In addition, the convection conditions can be made free of several potential
distortions (Rayleigh numbers, geometry, heating methods), compared to reactor situations.

The second group is formed by small-scale experiments, employing various oxidic/metallic
compositions of the prototypical core melt as the working fluid. Such experiments have a
confirmatory character rather than providing data needed for natural convection heat transfer
[1). Earlier small-scale experiments using joule-heating of molten UQ; at Argonne National
Laboratory (ANL) had found higher downward heat fluxes than what had been predicted on the
basis of correlations developed using low temperature simulant liquids [11], [12]. Explanations
of such discrepancies were given to radiation properties of pure molten UO,, Lorentz forces
and heat generation in the lower crust. In contrast, enhanced upward heat flux was observed
in in-core small-scale experiments with 5 kg molten UOz at Cadarache (France) [13]. Several
mechanisms have been proposed to explain the data [13],[14]. Core melt experiments, as a
rule, are small-scale and comprise significant distortions due to pool geometry and heating
methods applied, not to mention the fact that such experiments can suffer from uncertainties
in measurement and data reduction, definition of the real geometry of crust-surrounded melt
pools, and knowledge of the high-temperature melt properties. Also, there are possibilities
of gas gap formation between the top crust (anchored to the vessel wall) and free surface of
small-scale melt pools. Concerning also other aspects than natural convection flows and heat
transfer, there exist uncertainties in predicting the behavior of multi-component melt under
high Ra number and low Ra number conditions [14]. While changing the physico-chemistry of
core melt-vessel interaction by possible precipitation of the denser phase near cold boundaries,
the low-Rayleigh-number natural convection would also promote component stratification and
affect strength characteristics of the core melt crust.

Despite the potential problems, one has to acknowledge the importance of experiments with
prototypical core melt, providing more confidence in the current understanding of the general
physical picture. Even though there are no exist straight-forward methods to control impor-
tant phenomena (such as non-Newtonian fluid behavior and temperature dependent properties,
etc.) in experiments with prototypic core melts, their results are crucial to validate the simulant
experiments. For example, sould the results from the real material experiments verify natu-
ral convection heat transfer correlations obtained in simulant, Newtonian fluid-experiments,
one could conclude insignificance of such specific effects (non-Newtonian fluid, temperature-
dependent properties) in reactor-scale melt pools, where Rayleigh numbers are higher and,
therefore, turbulence dominates the flow behavior. In particular, such real material tests are
to be performed in the RASPLAV program under the OECD/NEA sponsorship [15]. Oxi-
dic/metallic core melts will be employed as working fluids in the small-scale natural convection
heat transfer experiments (Ra numbers are limited to 109). The direct electrical heating and
side-wall heating are being considered as methods for simulating decay power generation in core
melts. Both a semicircular slice and a hemispherical pool are included as test sections. Sev-
eral aspects determining the relevance and usefulness of such natural convection heat transfer
experiments may be foreseen: the uniformity of power generation rate, the absence of gas gap
formation and melt-vessel physico-chemical interaction during flow development and heating
transients, the sufficiency of melt superheat over freezing point (to avoid mushy regime), the
influence of secondary effects on natural convection flows and heat transfer (Lorentz force or
side-wall heating, two-dimensionality of test sections).

It is clear from the above considerations that careful scaling and other design considerations

are crucial for planning and analysis of the core melt tests, and to assess the applicability of
simulant experiments to prototypical situations. In general, one has to consider three classes of

830



experimental scaling and design effects, caused by (1) physical properties of working fluids, (2)
geometrical peculiarities of liquid pools, and (3) boundary, heating and transient conditions.

3 QUANTIFICATION OF SELECTED PHENOMENA

In this section, we discuss in more detail some selected experimental vs. reactor processes.
Calculations have been performed to examine the effects of using simulant materials and small
scales. However, since no well validated turbulence model for natural convection with high
Rayleigh number is available, numerical studies are limited so far to the range of Ra < 1012, The
NARAL-2D program has been employed to produce most of the results presented in the paper.
In the NARAL code, the set of mean flow equations in complex domains is solved by using
the technique of two-dimensional algebraic coordinate transformation developed earlier and
described elsewhere [16]. The control volume methodology and the SIMPLE solution procedure
for pressure-linked equations [17] are adopted for numerical treatment. The dependent variables
are the contravariant velocities, pressure and temperature. The NARAL code results have been
compared to natural convection experiments of heat generating fluid (radioactive tritium) in
closed vertical cylinders with Ra numbers ranging from 102 to 108, as well as experiments of the
volumetrically heated semicircular cavity of Jahn and Reineke with Ra numbers up to 5-101!
[3]. The NARAL model has successfully predicted the average Nu numbers on all isothermal
walls of an internally heated square cavity for Re numbers up to 1011, Further, the calculated
local heat fluxes are in good agreement with available experimental data [7). A picture of the
computational errors can be obtained from Figures 2,3 and 4, which present the calculational
results of the average top, side and bottom Nusselt numbers in square cavities (water, aspect
ratio 1:1). One can see that, for Rayleigh numbers up to 102, the discrepancies between the
calculated results (water line, Pr = 7) and the experimental correlations are not larger than
256% for Nuy, or 12% for Nu,y and Nug,. The general CFD program CFDS-FLOW3D [18]
also has been used to calculate 3D flows when such computations are required. The laminar
model of FLOW3D in semicircular cavities has been subjected to extended validation efforts [7).
Transient simulations are used in the computational modeling, and aspects of flow development
and stabilization are taken into account as well.

3.1 Physical properties of working fluids

In a real reactor situation, some aspects of the melt properties might have a unique effect on
natural convection heat transfer in a large melt pool. Firstly, the Prandtl number of the core
melt can be much lower than that of simulant material used in experiments, which will lead,
in the reactor case, to a thicker thermal boundary layer, smaller temperature gradients and
less significant stratification effects. A separate reactor-specific consideration of the thermal
and dynamic boundary layers is thus needed. Secondly, in near-wall (crust) regions the melt
viscosity can change two or three orders of magnitude due to the melt temperature approaching
the solidus point. This phenomenon causes an additional laminarization, makes the effect of
unstable stratification less important and affects the heat flux distribution.
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3.1.1 Fluid Prandtl number

In order to examine the effects of the fluid Prandtl number, we have carried out computations
for natural convection heat transfer in square cavities. General tendencies were obtained by
systematic examinations for Pr = 0.08, 0.8, 1.2, 2 and 7. The benchmark problem is the water
(Pr = 7) experiments and experimental correlations (validated up to Ra = 10' and presented
in the paper of Steinberner and Reineke [4]) in the range of the Rayleigh number from 108
to 1012, In the same range of the Rayleigh number, computations were carried out for core
melt pools, employing oxidic core melt (Corium-A, Pr = 0.8) and oxidic/metallic core melt
(Corium-B, Corium-C, Pr = 0.08) as the working fluids. From the figures, one can see a good
agreement of the calculated Nusselt numbers with experimental correlations obtained from water
experiments. Also, for the range of applications, the experimental correlations, Nuyy, = f(Ra)
and Nugy = f(Ra), derived from the above-mentioned water experiments, are suitable for
presenting calculated data for fluids with much lower Prandtl numbers 2. Underpredictions
(see Figs. 2,3) of corium curves compared to water curve are not more than 25%. More
importantly, the curves do not diverge with increasing Rayleigh numbers. In contrast to this,
significant effects of the fluid Prandtl number were observed for the bottom surface, Fig. 4.
Higher Nusselt numbers to the bottom surface (as much as two times for Ra = 10'2) are related
to both the physics of stably stratified layers in the lower region of the melt pool and to the
decrease of heat fluxes to the top and side surfaces, which can affect the heat flux to the bottom
surface through the energy balance. Since heat conduction is the dominant mechanism of heat
transfer from strongly stably stratified layers to the bottom surface, a relative increase in heat
conductivity due to decrease of the Prandtl number is able to intensify heat transfer rates to
the bottom surface. This effect of stable stratification is defined here as the a-phenomenon.
Another significant effect, named as the v-phenomenon, was observed at peripheral regions,
where boundary descending flows penetrate into the stably stratified layers. The lower are the
viscosities v of the fluid layers (i.e. fluid Prandtl numbers), the easier it is for descending flows
to destabilize such layers, and the more heat is transferred to the bottom cooled wall. This
physical picture can be seen in Fig. 5, depicting local Nusselt numbers for different Prandtl
numbers. The higher are the Rayleigh numbers (due to higher coefficient of thermal expansion,
for example), the stronger is the effect of stable stratification (Ri), and, therefore, the effect of
the fluid Prandtl number. Most notably, the relationship between the Prandtl number and its
effect (for the considered range of Pr 0.08-7) is not linear. A more or less sudden change is
observed between Pr = 0.5-1.

Calculations have been performed also for semicircular cavities with Rayleigh numbers up
to 10'2. Similarly, @ and v-phenomena were observed at the lowermost part of the semicircular
cavity and at regions of interaction between descending flows and stably stratified layers (angle
6 < 30°), respectively (see Figs. 6-7). Areas where a-phenomenon dominates are decreased
with increasing Rayleigh number. For the bottom part of semicircular cavities (§ < 30°),
the ratio between local Nusselt numbers calculated for Pr = 7 and Pr = 0.6 increases with
increasing Rayleigh number in the examined range of Ra = 10°—10!2. Penetration of descending
flows into the stably stratified layers in a melt pool with Pr = 0.6 can be seen from Fig.
8, depicting temperature field results calculated for Ra = 10%°. Calculations performed for
the torospherical slice cavity have also confirmed the above observations for square and
semicircular cavities. As can be foreseen, the a-phenomenon areas in torospherical cavity were
larger than those of semicircular cavities. Also, the v-phenomenon effects on the curved surface
of the torospherical cavity are qualitatively similar to those of the semicircular cavity.

2For Corium-B and Corium-C, the fluid Prandtl numbers are the same, but corresponding values of kinematic
viscosity, v, and thermal diffusivity, &, of the fluids differ as much as three times. However, the Nusselt numbers
are unchanged, indicating universality of the fluid Prandtl number for problems considered (see Figs. 2,3 and 4).
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It can be concluded for the examined range of Rayleigh numbers that the relative effects of
a-phenomenon on heat transfer characteristics are less than those of v-phenomenon. Because
no experimental data are available for low-Prandtl-number fluids typical for core melt, there
are clear needs for well-defined core melt experiments and/or simulant experiments employing
low-Prandtl-number fluids.

3.1.2 Temperature dependence of melt viscosity

In order to estimate the effects of temperature dependence of fluid viscosity, additional compu-
tations have been performed for a core melt, whose viscosity is considered to change drastically
in the mushy region, AT\ yshy, Rear the temperature, Tmp,f, of the freezing boundary of melt
pools. This phenomenon is represented by the second term of correlation (1). Thus, the vis-
cosity of Corium-D is changed to about 100 times higher in the temperature range of about
10K near the solidus point, Tip,s = 2850K. The first term of correlation (1) is based on similar
correlations that have been widely used in reactor safety studies; see e.g. [19].

p(T) = Pitiquid + Hmushy = 1.675-107% - ezp 9848 +4.23.-107 . exp(Trmp,s — T 1
q y T p.f

Table 1 presents the Nusselt numbers, Damkéhler numbers and temperature range, ATpaz,
of melt pools for both constant and variant viscosities, . The Damkohler numbers as well as
inverse temperature difference, ﬁ}—“-;;, represent level of mixing in liquid pools. Some decrease
of the Nusselt numbers (~ 20%) can be seen for the case with lower melt superheats (larger
height and lower heat generation rates for the same Ra number, Ra = 10'2). For small-scale,
core melt ezperiments, the calculational results indicate that low power generation rates, gy, in
cavities of height 0.2-0.4m (low-Rayleigh-number tests) lead to limited melt superheat above
the solidus point, AT az, creating large uncertainties in defining bulk viscosity and including
significant effects of temperature dependence of melt properties. For prototypical situations, we
feel that the effects of the temperature dependence of melt viscosity on thermal characteristics
(Nu, Da) might have to be considered, should the temperature difference between the solidus
and liquidus points (150-200K) be comparable to the temperature range of melt pools, AT ez
(50-250K). Under high Rayleigh number conditions, very good mixing also could occur in the
central region of internally heated liquid pools. Therefore, the effects of fluid viscosity are
perhaps suppressed in boundary layers. Furthermore, decrease in heat transfer coefficient could
be compensated by a corresponding increase in the driving pool temperature difference, leading
to only minor viscosity-induced changes to heat flux distribution.

Table 1: Effects of temperature dependence of melt viscosity on the cavity walls Nusselt num-
bers.

TN° Fluid [Pr]H,m]| u(T) | Ra [ Nuwy | Nusa [ Ntan | Da | ATmes, K |
[T | Corium-A [0.8] 0.2 | const 107 [ 150 | 138 [ 36 [330] 136 |
[ 2 [[CorumD [09] 02 [Eq(1)[10] 135 [ 128 | 34 [322] 140 |
3 [[Corium-A [0.8] 04 | const |10'2] 145 [ 140 | 34 [310] 17 |
[ 4 | CortumD [09] 04 |Eq(1)[107] 120 | 117 [ 30 [275] 20 |
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Certainly, similar analyses have to be carried out for reactor-scale Rayleigh-number regimes,
as soon as a reliable method of computational modeling is available. Moreover, experiments
are needed to examine effects of non-Newtonian fluids and to provide valuable data on natural
convection heat transfer of fluids with temperature-dependent viscosity.

3.2 Geometrical effects

Figs. 2,3 and 4 present results of computations performed for Corium-A melt cavities with
varying sizes and aspect ratios. For processes in square cavities of the same Rayleigh numbers,
the Nusselt and Damkdhler numbers remain unchanged for varying heights of cavity.(H = 0.2,
0.4, 0.8m), implying that the Rayleigh number is the only representative dimensionless group
of natural convection heat transfer, at least, for the fluids with constant physical properties.
Small influence (20%) of the aspect ratio were found, when calculating processes in cavities
with aspect’ (height-to-width) ratios 1:1, 2:3 and 1:2. The effects of the lower head geometry
(forms, sizes) in molten corium-vessel interaction were estimated elsewhere by using the 2D
transformation technique of the NARAL code developed for fluid flow and heat transfer in
complex domains [16]. Putting together calculation results, recent experimental data from [8]
and [10], and previous experiments in semicircular and square cavities, e.g. [3] and [4], one could
imagine that the physics of natural convection heat transfer in internally heated liquid pools
is not sensitive to the geometrical factors. In such a case, the relevant data base supporting
modeling efforts is wider. However, experiments in liquid pools with representative geometry
of reactor lower head are preferred to provide data on local heat flux distributions for reactor
applications.

We want to point out that most of the experiments (except for [10]) and analyses performed
so far are two-dimensional. Fig. 9 presents results of computations by the FLOW3D code
[18] performed both two and three-dimensional formulation to investigate influence of three-
dimensional slice cavities on heat transfer characteristics. The 3D results (Nup) are compared
to results of 2D calculations, which assume no flow effects of the adiabatic face and back walls
of the slice cavity. For the case of Ra = 107 calculated, one can see a significant decrease in
the Nusselt number to the cooled top and side-wall surfaces, when the slice thickness-to-height
ratios of the slice cavities are decreased. It is due to the flow diminishing effects of the face
and back walls. An analysis of calculated 3D flow fields for a number of processes up to Ra
= 100 shows that there may exist also other physical mechanisms affecting flow fields of a
multi-vortex structure. When narrowing the slice width, the buoyancy-induced vortexes could
start interacting, which eventually intensifies the heat transfer rates. It is worth noting here
that most slice experiments (low and high Rayleigh number) belong to the affected range of the
slice thickness-to-height ratios, Az/H < 0.25). The two-dimensional computational modeling
is the other extra reason for unsatisfactory comparison between calculated results and data
obtained from slice geometry experiments, causing thus additional difficulties in understanding
the physics of the processes. However, calculated results, for the range of Rayleigh number
up to 10!2, create a feeling that the effect of two-dimensionality is limited to 25%. Further
3D numerical studies are planned to assess the effects of two-dimensionality in higher Rayleigh
number experiments. Also, three-dimensional experiments can be strongly recommended.
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3.3 Boundary, transient and heating conditions

Up to now, no studies have been performed to provide a firm basis for designing experiments with
prototypical core melts. Uncertainties and possible distortions may be caused by the boundary,
transient and heating conditions of core melt pools. For example, the boundary temperature
of a naturally convecting melt pool with freezing is yet to be quantified. An appearance of
a gas gap due to anchored top crust in small-scale melt pools, and, therefore, reduced heat
transfer rates from the free surface of the melt pool, has to be avoided. It is also known that
the smaller is the Rayleigh number, the longer is the time period required for heating transients
(Fo ~ Ra~2)[20]. In this sense, one has to consider competing thermal-hydraulic and physico-
chemical processes when planning small-scale core melt experiments. Such comsiderations are
important to understand, interprete and analyse the experimental heat transfer data. In the
present paper, we focus attention on effects of heating methods, which, in our opinion, are the
dominant factors in designing small-scale core melt experiments.

3.3.1 Flow distortions by heating elements

A number of (electrical, microwave, etc.) methods have been proposed to simulate volumetric
power generation in liquid (melt) pool. For high-temperature core melt experiments, the direct
electrical heating by alternate currents, inductive heating, or using external and internal heaters,
are considered as the most potential technical approaches.

Calculations have been performed for small-scale core melt experiments in slice geometry
facilities, using side-wall heating elements. The idea is to examine distortions of flow fields (and
heat transfer) due to power supply from the side (face and back) walls by comparing to the
equivalent-in-power, Q = g, - V = 2g, - §, process with internal energy sources. Flow fields in
the central planes of slices are shown in Fig. 10 for internal heating and in Fig. 11 for side-wall
heating. It can be seen that flows are descending in the lower core region in case of side-wall
heating, and rising in case of internal heating. Temperature fields are also different for two
cases (Fig. 12 and Fig. 13). It is clear that the side-wall heating involves two-loop structures
with convection-dominated heat transfer to the top and side cooled surfaces. When the slice is
deep enough, the Nusselt number to the cooled bottom and side surfaces are similar to those of
internal heating. For Ra = 10%° and a slice thickness-to-height ratio is 1/4, the Nusselt number
to the top surface of the side-wall heated cavity is as much as two times higher than that of an
internally heated cavity.

Naturally, the use of an internally installed heating plate could also affect flow fields in the
regions near the bottom surface by destroying the stably stratified layers. In this sense, the
method of using heating rods has some advantages. Other effects on crust behavior due to its
internal heating and heat fluxes from side walls were out of the current modeling efforts. In
general, no straight-forward conclusion can be made about the capability of external heating
methods or internal heating elements in physical simulation of natural convection heat transfer
in self-heated core melt pools. The side-wall heating method can be employed in separate effects
studies such as examination of downward heat fluxes. For instance, the v-phenomenon of fluid
Prandtl number effect might also be explored in the melt pool with side-wall heating. However,
as it can be seen from Figs. 12-13, a-phenomenon would not be reproduced properly in the
sidewall-heated melt pool, which involves less stratification in lower regions of the pool. One
has to keep in mind the above analysed physical picture in two cases with internal heating and
side-wall heating, when interpreting data obtained from the latter one.
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3.3.2 Flow distortions by electromagnetic forces

Direct electrical heating is a very useful method to provide internal power generation. At
the same time, the electromagnetic field introduces additional body forces. Most notably, the
ponderomotive force arises from current crossing magnetic field lines as

F=JxB (2)

where F is the force (N/m®), J is the current density (A/m?), and B is the magnetic field
density (Tesla). The magnetic flux density, B, is calculated as follows

s/ ®

In this section, we limit our considerations to a case of a slice-geometry pool with side (face
and back) walls serving as electrodes. An algorithm for calculating the space distribution of
the electromagnetic force including those caused by the secondary currents has been developed.
Effects of three-dimensionality of the magnetic field induced are assumed negligibly small in
this scoping analysis. Then, the program calculates the magnetic flux density in arbitrary 2D
domains [Eq.(3)), including square and semicircular cavities. It can be shown that analytical
solutions (4) obtained for infinite cylinder can be used to describe the magnetic flux density in
the infinite square slab with errors less than 12% for the important components.

J J
B, = —umEAz; B, = u, EAy (4)

where Az, Ay are distances from the symmetry point (origin) of the magnetic field, B.
When experimenting with water or its salt solutions, the electromagnetic forces are negligibly
small due to their electrical conductivities (o0 ~ 21074 Q" m~! for distilled water and 10-2
Q7 Im~! for water salt solutions). Instead, electrical conductivity for representative core melts
can range from 103 to 10° Q~*m~! for oxidic (O, ~ Zr02) core melt and metal-rich (U0, —
72102 — Zr — §8) core melts, respectively. This necessitates an accurate analysis of the effects
of the electromagnetic (Lorentz) force on natural convection flows and heat transfer. We are
not aware of any previous work reporting modeling efforts under these conditions. From present
analysis several notes can be made: (a) the Lorentz force is generated mostly by the externally
applied electrical current; (b) the Lorentz force has maximum values at the boundary layers of
liquid pools; (c) the total Lorentz force is always centrifugal, even though the electrical current
is alternate. Assuming a joule-heating rate determined as ¢, = J2/ o(T), from Eqgs.(2,4) we
have '

o(T ,,A;Z;
Fri= ﬂm% (5)

Further, we introduce the coefficient of thermal variation of electrical conductivity, 8., as
follows
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1 0o
Po=—=2% (6)

Performing appropriate algebraic operations for pressure (P) and body forces in the Navier-
Stokes equations by including the heat transfer solution-independent part of the electromagnetic
body force into the static pressure, we have

oP mQuDZ; oP
F; = Fm,i + pgi — 5; = i q2 [0'0 - ﬂaao(T - To)] + gi[Po - ﬂpo(T - TO)] - 'a—z'
m 'qui aP m "Azi
= —#—%—ﬂaao(T - To) - giﬂpo(T - To) - [_a; - E_q2—'_‘70 - pogi] (7)

Thus, real contributions of the electromagnetic forces on natural convection depend on non-
uniformity of temperature field in melt pool and thermal variation of electrical conductivity.
Eqgs.(8-9) present the approximate formulas of electromagnetic forces acting on natural convec-
tion flows in square cavity.

q

wAZ
Py = ~E22=2p,0(T - T) ()

m UA
Fym = _p_%_y'ﬂaU(T -T.) 9)

As can be seen, the effects of the electromagnetic force depend on both electrical conductivity
and its temperature variation. It is worth noting that there are large uncertainties in assessing
B, for high-temperature core melts. However, we recognize the fact that 8, is negative for
oxidic melts and positive for metallic liquids. Therefore, the electromagnetic forces of interest
are centripetal for ozidic core melt and centrifugal for metal-rich ozidic core melt. Probably,
there are oxidic/metallic compositions with B, — 0, which would, of course, be favourable for
experiments considered. Order-of-magnitude analytical assessments of the electromagnetic force
on natural convection flow fields and heat transfer performed show that (a) the electromagnetic
force could become comparable with the inertia and buoyancy forces for metal-rich core melts;
(b) the ratio between the magnetic Rayleigh number, Bam, and the buoyancy Rayleigh number,
Ra, is linearly proportional to the power generation rate, gy, and, therefore, increases with the
Rayleigh number. For small size (H = 0.4m) core melt pools, the magnetic Rayleigh number can
even be of the same order as the buoyancy Rayleigh number for ¢, = 1 MW /m? for metal-rich
corium. In order to demonstrate phenomenological tendencies of the electromagnetic influence
on natural convection flows and heat transfer, we have performed computational modeling for
extreme, hypothetical cases with the negative magnetic Rayleigh number (Fig. 15, Ram =
—10'1) and the positive magnetic Rayleigh number (Fig. 16, Ray, = 10'1), when the buoyancy
Rayleigh number is 10!°. Comparing to flow field results for the case without influence of the
electromagnetics (Fig. 14, Ra = 1010), the centrifugal force of electromagnetics destroys the
stable stratification in the lower region (Fig. 15), and by doing that intensifies heat fluxes.
Inversely, the centripetal force stabilizes flows in the upper and side-wall regions and, therefore,
significantly reduces heat transfer rates; see Table 2. Also, electromagnetic forces affect mixing
levels in core melt pools. It can be seen by comparing temperature differences, ATqz, and
Damkéhler numbers for the three cases under consideration.
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Figure 14: Temperature finld in core melt pool Figure 15: Temperature field in core melt pool
Ra = 10'°, AT, = 3.2K. with the negative magnetic Rayleigh number,

Table 2: The electromagnetic influence on heat

transfer characteristics

AT ez = 2.2K.

Ran, 0 | —10% | 100
Ra 10*° | 10%° | 10!°
Nt 60 | 72 | 488
Nugg 53 58 13.6
Nug, 17 445 | 6.1
Da 130 | 185 | 26.3 Figure 16: Temperature field in core melt pool
ATmez, K || 32 | 22 | 17 with the positive magnetic Rayleigh number,
AT e = 17K.
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In the above considered case, the ratio between the magnetic Rayleigh number and buoyancy
Rayleigh number was Ra,,/Ra = 10. Such ratios can be experienced at high (buoyancy)
Rayleigh numbers, when large electrical currents are required and the corium is metal-rich.
Nevertheless, our assessments allow us to conclude that from the electromagnetics point of view,
there exist possibilities of having negligible effects of the electromagnetics for low-Rayleigh-
number experiments. In such a case, the ratio Ra,,/Ra can even be less than 0.1 for oxidic
core melt. As already mentioned, there exist large uncertainties in melt viscosity (v) near the
solidus point. In order to quantify the test regime, i.e. the Rayleigh number (~ %), one has
to operate the core melt experiments with sufficient melt superheat (AT > 30K), providing
representativity of experimental melt pools (compared to prototypical core melt pool with higher
superheat). The melt superheats, ATp,q., however, depend on the Rayleigh number (AT ez ~
¢v-Ra%2% ~ Ra%%). Due to such complications, the selection of test conditions and performance
(based on extensive analysis of the results of 2D-3D computational modeling of convection
in gravitational and electromagnetic fields) as well as improved data on thermo-physical and
electrical properties of core melt, are required. For example, the quality of test facility design
calculations and subsequent experiments would largely depend on whether uncertainties related
to o and B, for high temperature core melts can be reduced. Limiting values of buoyancy-
induced Rayleigh numbers have to be determined by optimising height-to-power ratios.

4 CONCLUSION

As the in-vessel melt retention is becoming an important safety measure for some existing plants
and for some advanced, medium-power light water reactor designs, care has to be taken when
studying varions phenomenological aspects relevant to issue resolution. The basic objective
of the past and current experiments and analyses, related to the large core melt pools in the
reactor vessel lower plenum, is to obtain insight into the physics of the heat transfer process
under prototypical conditions of interest. The common approach is to conduct simulant material
experiments and to generalize experimental data in the form of correlations, Nu = f(Ra). In
addition, small-scale core-melt experiments, as a rule, involve problems to demonstrate their
relevance to reactor processes, due to applied heating methods, slice geometry of melt pools,
low values of the Rayleigh number, and other measurement and test performance problems.
Analytical and computational modeling has not, so far, been proved to be the reliable method
to describe turbulent natural convection flows and heat transfer in large volumetrically heated
liquid pools. Moreover, the set of identified, important physical phenomena and effects involved
in melt pool thermal hydraulics requires separate effects analyses by experiments and/or mod-
eling. Certainly, the highest priority has to be given to the phenomena, that could have the
largest effect on heat fluxes imposed on melt pool boundaries.

In the paper, an overview was given of the scaling and other design effects of internally
heated natural convection heat transfer experiments. The most reliable calculations performed
have modeled relatively low-Rayleigh-number regimes (Ra up to 10'%). These are sufficient to
predict thermal hydraulics in small-scale core melt experiments, and to assess sensitivity of heat
fluxes to selected separate effects. However, for Ra > 101% there are several phenomena whose
significance can only be judged. We have performed original computations for liquid pools with
internal energy sources to quantify the general tendencies of the effects of various parameters.
First, calculations performed for Ra < 10'? in square and semicircular cavities indicated that
descending boundary flows are able to penetrate into the bottom part of liquid pools with small
fluid Prandtl numbers ( Pr = 0.6-1.2), rendering thus conditions for destabilization of the lower
fluid layers and, therefore, enhancing heat transfer to the lowermost part of cooled pool walls.
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Further experimental and computational studies are needed to quantify this effect. Second, it
was shown that effects of temperature dependence of physical properties have to be taken into
account only when melt superheat over the melt solidus point is small which could be the case in
small-scale core melt experiments. Thirdly, slice thickness-to-height ratios, Az/H, more than
0.25 can be recommended for slice experiments in order to eliminate wall effects of face and
back surfaces. Fourthly, the side-wall heating method would be useful for separate effects studies
with prototypical core melts, should related design effects be accounted for in data processing
and interpretation. Finally, it was shown that uncertainties in assessing effects of the Lorentz
force are related to both electrical conductivities and their temperature variations. In order to
achieve conditions where electromagnetic influence on natural convection flow and heat transfer
is minor, the height-to-power and oxide-to-metal .. "2s have to be chosen by means of design
calculations. For this purpose, an appropriate analysis method was developed in the paper.
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NOMENCLATURE

Arabic letters

A Aspect (heigh-to-width) ratio, A = H/W -
Da Damkdhler number, Da = ;glj%
Fo Fourier number, Fo = “—1;32—‘
g Gravitational acceleration, m/s?
H Height of pools or cavities, m
Nu Nusselt number, Nu = ;&%
Pr Prandtl number, Pr = v/a
Qv Volumetrical heat generation rate, W/m?3
T Distance, m; Eq.(3) .
Ra Rayleigh number, Ra = %.,_KH;_gﬂ
Ra,, Magnetic Rayleigh number, Ra,, = 9;’%:“—'"9“5"—”1{
T Temperature, K
Yy 2 Horizontal and vertical coordinates, m
w Width of pools or cavities, m
Greek letters
B Thermal expansion coefficient , 1/K
K Heat conductivity , W/m-K
7} Dynamic viscosity, Pa-s
L Magnetic permeability, ~ 47x10~7 V-s2/C-m
v Kinematic viscosity, m?/s
p Density, kg/m?3
Subscripts
dn Bottom surface
i i-direction
o Referred value
sd Side wall surface
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up

Upper surface

List of abbreviations

CHM

Chien model

CHM+PrT,VIST  Modified Chien model, using Pr;(Ré,y™) and v (Ri,y*) [7]

CHM+Y
COPO
FLOW3D
J&LM+Y
J&R

LM
L&SM

Chien model, including Yap term

Conditions of COPO experiments
Calculations by using FLOW3D program
Jones and Launder model, including Yap term
Jahn and Reineke

Laminar model

Launder and Sharma model

L&SM+PrT(Ri,Ne) Launder and Sharma model, using modified formula for Pr; [7]

NARAL The present work
S&R Steinberner and Reineke
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ABSTRACT

The composite containment proposed by the Research Center Karlsruhe and the Technical
University Karlsruhe is to cope with severe accidents. It pursues the goal to restrict the
consequences of core meltdown accidents to the reactor plant. One essential of this new
containment concept is its potential to remove the decay heat by natural air convection and
thermal radiation in a passive way. To investigate the coolability of such a passive cooling
system and the physical phenomena involved, experimental investigations are carried out at the
PASCO test facility. Additionally, numerical calculations are performed by using different
codes. A satisfying agreement between experimental data and numerical results is obtained.

1. INTRODUCTION

The Research Center Karlsruhe and the Technical University Karlsruhe have proposed a new
containment concept for future pressurized water reactors [1]. The so called composite
containment should ensure that it remains intact in severe core meltdown accidents and the
decay heat can be removed in a passive way by natural air convection and thermal radiation.

The proposed containment shown in fig. 1 consists of an inner steel shell of approx. 60 m
diameter and an outer concrete shell of approx. 2 m wall thickness. The annular gap of about 1
m width is bridged by longitudinal support ribs fixed in the concrete shell. The ribs are placed
at intervals on the circumference with 50 cm spacings and transfer the load of the expanding
and deflecting steel shell to the reinforced concrete wall (composite containment) in case of
hydrogen detonation. With this concept the two individual containment shells of the present-
day design remain essentially unchanged and the capability to withstand higher loads is
achieved by the composite structure.

A core catcher is an integral part of this innovative design proposal. In a core meltdown
accident the decay heat in the core melt converts cooling water into steam. The steam
produced condenses on the internal structures and on the inner surface of the externally cooled
steel shell. Reflux of the steam condensate to the core catcher establishes a passive self-
circulating steam/water flow. The increase in the temperature of the steel shell results in natural
convection of air in the individual chimneys formed by support ribs in the annular gap.
Moreover, radiative heat transfer takes place between the steel shell, the support ribs and the
concrete shell. Decay heat is thus removed by natural air convection and thermal radiation to
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the ambient atmosphere in a passive way. The presence of the support ribs increases the total
surface area and improves the radiative heat transfer. It was found that the radiative heat
transfer enhances significantly the total heat transfer of the passive cooling system.

SRR A

core catcher

Fig.1: New containment concept - Composite containment

A survey of literature emphasizes the need of additional theoretical as well as experimental
works concerning natural air convection under the given conditions: high Rayleigh-number,
large channel geometries and strong interaction between convective and radiative heat transfer.
To determine the coolability of such a passive cooling system and to study the physical
pheénomena involved, experimental investigations are performed in the PASCO (acronym for
passive containment cooling) test facility at the Institute of Applied Thermo- and
Fluiddynamics of the Research Center Karlsruhe. In these experiments different effects, e.g. the
effect of flow channel geometries and wall emissivity on heat transfer are studied. Moreover,
generic informations and a broad data base will be provided for validation of advanced multi-
dimensional computer codes, mainly in respect to modeling radiative heat transfer and
turbulence. o

In addition to experimental work, numerical simulations are carried out with a simplified one-
dimensional code PASCO and an advanced three-dimensional code FLUTAN.

In the present paper the first experimental results are presented and compared with the
numerical results obtained with the two different codes.
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2. PASCO TEST FACILITY

The PASCO test facility shown in fig.2 simulates a cooling channel of the proposed
containment. The test section consists of a one-sided, electrically heated vertical rectangular
channel. The cross section of the test channel is 0.5 m x 1.0 m, it can be varied. The total
heated height is 8 m, with four individually heatable zones. The channel is open to the
atmosphere at its inlet and outlet. In the present experiments the temperature of the heated
plates is controlled to be constant and uniform.

T crosswise ’fraversln? probes
= BB (velocity, temperaiure)
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traversing probe
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00000

heated height: 8 m
channel cross-section:
0.5 x 1.0 m (variable)

thermocouples
heated plate

insulation

=
9

=TT

< air inlet

Fig.2: The PASCO test facility

The test facility is equipped among others with approx. 170 thermocouples to measure the
distribution of wall temperatures. Traversing probes for recording the temperature and velocity
of air are installed at five different elevations. Cross-wise traversing probes at the inlet, in the
mid-plane and at the outlet measure the temperature- and velocity distributions over each

848



channel cross-section. Moreover, pressure at channel inlet, air humidity and heating power are
recorded.

Experiments are performed at different values of heated wall temperature Ty, wall emissivity ¢,
heated height h and channel depth L. Table 1 summarizes the test parameters.

Table 1: Test parameters

Heated wall temperature T, 'C 100 - 175

Wall emissivity € 02-09

Heated height h, m 2.0-8.0

Channel depth L, m 0.25-1.0
3. EXPERIMENTAL RESULTS

Figure 3 shows the measured profiles of the air temperature and the air velocity at the channel
outlet. The channel cross-section is 0.5m x 1.0m. In this experiment the heated wall
temperature Ty is kept constant and equal to 150 °C. The air temperature at the channel inlet
Tix is 20.3 °C and the average temperature of the ambient surroundings Tam is 22.7 °C. It can
be seen in which way the profiles are affected by thermal radiation. A total heat power of 6.8
kW was transferred to air and the air mass flow is 0.54 kg/s. If the experimental results are

extrapolated to reactor conditiions, a total decay heat of about 8 MW could be removed by the
passive cooling system with natural air convection.
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Fig.3: Measured temperature- and velocity profiles at the channel outlet
(T =150 °C, Tin=20.3 °C, T.n=22.7°C, £=0.9)

Table 2 shows the measured heat power and air mass flow at different experimental conditions.

In all the experiments the wall emissivity is 0.9, the channel cross-section 0.5m x 1.0m and the
heated height 8.0 m.
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Table 2: Experimental results

Test number MO14 MO18 MO19 M022
Heated wall temperature T, °’Cc 100 125 150 175
Inlet temperature of air Tim °C 23.3 23.6 22.4 23.0
Ambient temperature Tam, 'C 25.4 25.3 24.8 25.0
Transferred heat power, kW 3.33 4.79 6.58 8.23
Air mass flow, kg/s 0.34 0.41 0.44 0.54

4. NUMERICAL SIMULATIONS

For numerical simulations of the natural air convection in the PASCO test facility two different
codes were used. The simplified one-dimensional code PASCO [2], [3] has been developed to
predict the global thermal-hydraulics of the containment cooling and to assess the experimental
data of the PASCO test facility. It is based on the heat balances at the individual walls and the
one-dimensional enthalpy and momentum balances for the air. The heat transfer from the walls
to the air is by natural convection. The following correlation

Nu= cRa"’? (1)

is used to calculate the heat transfer coefficient of natural convection, where Nu is the Nusselt
number and Ra the Rayleigh number. The constant ¢ has been determined for each individual
walls. Between the individual walls of the chimney radiative heat transfer is taken into account.

The advanced three-dimensional code FLUTAN is an extended version of the COMMIX code
[4], [5], which was developed at the Argonne National Laboratory. 1t is a finite-difference
code for single-phase steady-state and transient analyses of single and multi-component
systems in Cartesian or in cylindric coordinates. The FLUTAN code has been applied to many
complex thermalhydraulic problems [6]. For the simulation of the turbulent flow in the PASCO
test channel the standard k-& turbulence model is used with logarithmic wall functions for the
velocity and the temperature distribution near the wall. To extend the application of the
FLUTAN code to the PASCO test channel, a thermal radiation model has been developed with
the following main features [7]:

Radiatively non-participating fluids, grey and diffuse surfaces.

Net radiation method for enclosures.

Analytical methods for view factor computation.

Macro-element method for improving numerical efficiency.

Table 3 compares the measured results with the data calculated with two different codes.

Table 3: Comparison of the measured with the calculated results
(T = 150°C, Tin=20.3 °C, Tsu =22.7°C,£=0.9)

Parameter Measurement | PASCO code | FLUTAN code
Heat power, kW 6.8 6.8 8.1

Air mass flow, kg/s 0.54 0.52 0.40
Average temperature of the side wall, °C 47 62 47.6
Average temperature of the back wall, °C 50 64 48.1
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The heat power and the air mass flow calculated by the PASCO code agree well with the
measured data. The FLUTAN code reproduces accurately the average temperature of the side
wall and the back wall. Nevertheless, large discrepancy is observed between the experimental
and numerical (FLUTAN) results concerning the heat power and the air mass flow.

Figure 4 shows the distribution of air temperature and air velocity along the mid-line at the
outlet cross-section as function of the distance from the heated plate.
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Fig.4: Measured and calculated distribution of air temperature and air velocity
‘ A- temperature, x - velocity .
(Ta =150 °C, Ty = 20.3 °C, Ton =22.7°C, £ = 0.9)

The curves are the results calculated with the FLUTAN code and the symbols are the data
obtained in the PASCO experiments. Qualitatively the calculated results agree well with the
measured data. The quantitative discrepancy which is also evident from Table 3 emphasizes the
need of improving turbulence-modeling in the FLUTAN code for turbulent natural convection.
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Figure 5 shows the temperature distribution on the side wall and on the back wall at the
elevation 4.2 m. The curve presents the results calculated with the FLUTAN code and the
symbols are the experimental data. A good agreement is found between the experimental and
the calculated results. On the side wall the maximum temperature appears close to the heated
wall, Tt decreaces rapidly with increasing distance from the heated wall. Toward the corner
where the side wall connects the back wall the temperature increases again. On the back wall a
similar distribution of wall temperature in the corner region is also obtained.

5. CONCLUSIONS

e Passive containment cooling by natural air convection and thermal radiation offers an
innovative safety feature for future pressurized water reactors

e In the PASCO test facility the physical phenomena involved in natural air convection and
thermal radiation under different conditions can be studied and a broad data base will be
provided for further developing advanced multi-dimensional computer codes.

e At high wall emissivities thermal radiation contributes significantly to the total heat transfer
by natural air convection.

e The codes used have achieved satisfying agreement with experiments. However, they
showed also the need of improving the turbulence-modeling in natural air convection.

e Additional larger scale experiments must prove the containment coolability under all
conceivable conditions.

Further research works are underway to develop a correlation of heat transfer coefficient of
natural air convection in unsymmetrically heated, vertical channels.

ACKNOWLEDGEMENT

This work is partially supported by the ‘Bundesministerium fir Forschung und Technologie’
under the Project Number 1SNU0961.

REFERENCES

1. HH. Hennies, G. Kessler, J. Eibl, “Improved Containment Concept for Future
Pressurized Water Reactor, Int. Workshop on Safety of Nuclear Installations of the
Next Generation and Beyond, Chicago, IL, USA, August 28-31 (1989)

2 H.J. Neitzel, “Abschitzung der Wirmeabfuhr durch Naturkonvektion bei einem
alternativen Containmentkonzept®, KfK 5005, Juni 1992

3 F.J. Erbacher, H.J. Neitzel, “Passive Containment Cooling by Natural Air Convection
for Next Generation Light Water Reactors*, Proc. of the NURETH-5, Salt Lake City,
Utah, USA, September 21-24, 1992

4 VL. Shah etal, “COMMIX-IB: A Three-Dimensional Transient Single-Phase
Computer Program for Thermal Hydraulic Analysis of Single and Multicomponent
Systems*, NUREG/CR-4348 Vol.1, Argonne, Illinois, September 1985

852



H.B. Borgwaldt, “COMMIX-IB, a Robust Vectorized Poisson Solver Implemented in

the COMMIX-2(V)*, Proc. of the Int. Conference on Supercomputing in Nuclear
Applications, Mito City, Ibaraki, Japan, 1990

D. Weinberg, K. Rust, H. Hoffiann, HH. Frey, “Comparison of Code Predictions
against Natural Convection Experiments“, Natural Circulation Phenomena in Nuclear

Reactor Systems: 1994 Int. Mechanical Engineering Congress and Exposition, Chicago,

November 6-11, 1994

X. Cheng, F.J. Erbacher, H.J. Neitzel, “Thermal Radiation in a Passive Containment
Cooling System by Natural Air Convection, Int. Symposium on Radiative Heat
Transfer, Kusadasi, Turkey, 14-18 August, 1995

853

AR s R AN



Natural Circulation in a VVER Reactor Geometry:
Experiments With the PACTEL Facility and CATHARE Simulations
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Abstract

There are some 40 reactors based on the VVER design in use. Database available for computer
code assessment for VVER reactors is rather limited. Experiments were conducted to study
natural circulation behaviour in the PACTEL facility, a medium-scale integral test loop patterned
after VVER pressurized water reactors. Flow behaviour over a range of coolant inventories was
studied with a small-break experiment. In the small-break experiments, flow stagnation and
system repressurization were observed when the water level in the upper plenum fell below the
entrances to the hot legs. The cause was attributed to the hot leg loop seals, which are a unique
feature of the VVER geometry. At low primary inventories, core cooling was achieved through
the boiler-condenser mode. The experiment was simulated using French thermalhydraulic system
code CATHARE.

1. Introduction

Natural circulation is an important passive core cooling mechanism in nuclear power plants
during both regular operations and transients. The efficiency and general behaviour of natural
circulation cooling depends upon the nature of the fluid flow within the primary system, and this
varies with coolant inventory. This dependence is of particular interest in a small-break loss of
coolant accident (SBLOCA) scenario where core cooling could be required at substantially
reduced inventories. Natural circulation experiments provide an opportunity to evaluate system
cooling capabilities over a wide range of conditions, most notably the low inventory levels not
typically experienced at a power plant.

Many test facilities have been constructed to study thermal hydraulic phenomena in
western reactor geometries. PACTEL is a medium-scale integral test facility designed to simulate
thermal hydraulic phenomena characteristic of the Soviet-designed VVER reactors, with
particular attention to the versions used in Finland. The facility was constructed by the Technical
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Research Centre of Finland and the Lappeenranta University of Technology as a part of their
continuing reactor safety program.

Natural circulation is characterized by three distinct modes: single-phase flow for a near
maximum primary inventory, two-phase circulation at intermediate inventories, and reflux
condensation or a boiler-condenser mode at low inventories. Transitions between these flow
types are usually relatively smooth. Very low mass flow rates are observed for the reflux
condensation and boiler condenser modes, but energy transport is still sufficient to provide core
cooling.

Thermal hydraulics experiments have been conducted with VVER-type test facilities, but
these are limited to small-scale models. One such facility is REWET-III in Finland, a volumetri-
cally scaled (1:2333), full height, single loop model. Natural circulation studies with rewet III
have been discussed by Kervinen & al [11[2]. Another facility patterned after the VVER
is PMK, located in Hungary. It is also a volumetrically scaled, single loop and full height model
similar in size to REWET-III, but designed for full pressure and full scaled power. It has been
used to study natural circulation and the effects of loop seal clearing on the core liquid level.
Experiments showed that the transition between single and two-phase flow is not always smooth,
with the nature of this transition depending upon the core power and mass inventory [3].

2. PACTEL facility

PACTEL is a volumetrically scaled (1:305),
out of pile model of the two Russian designed
VVER-440 pressurized water reactors used in Fin-
land. The facility includes a pressurizer, high and Pressurizer
low pressure emergency core cooling systems, and
an accumulator (fig. 1). The peak operating pres-
sures on the primary and secondary sides are 8§ MPa~  Steam Generator éf
and 4.6 MPa, respectively. The reactor vessel is
simulated with a U-tube construction including
separate downcomer and core sections. The core
itself consists of 144 hexagonally arranged full
height, electrically heated fuel rod simulators with a
maximum total power output of 1 MW, or 22% of
scaled full power. The fuel rod pitch (12.2 mm) and
diameter (9.1 mm) are identical to those of the
reference reactor. '

Component heights and relative elevations
correspond to those cf the full scale reactor to
match the natural circulation pressure heads in the
reference system. The hot and cold leg elevations of
the reference plant have been reproduced including
the loop seals. The hot leg loop seals are a result of
the steam generator locations, which are at roughly
the same elevation as the hot leg connections to the
upper plenum. The hot and cold leg connections to
a steam generator are at the underside of each col-
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lector, thus a U-shaped pipe is necessary to complete the connection to the pressure vessel
without sharp bends. The cold leg loop seals are formed by the elevation difference between the
inlets and outlets of the reactor coolant pumps, just as in other PWRs.

Three coolant loops with double capacity steam generators are used to model the six loops
found in the reference power plant. The U-tube lengths and diameters in the older PACTEL
steam generators corresponded to those of the full scale models. The height of the tube bundle
was only about 15 % of the height of the reference steam generator. To study the effect of the
bundle height a new stem generator model have been installed to the facility. The bundle height
is now 1.0 m (in the power plant 3.34 m). Secondary side steam production is vented through
control valves directly to the atmosphere.

The horizontal orientation of the steam generators is one of the distinguishing features of
the VVER design. One consequence of this geometry is a reduced driving head for natural circu-
lation. Another notable feature is the relatively large secondary side water inventory, which tends
to slow the progression of transients.

3. Natural circulation in the VVER geometry

Natural circulation experiments with the PACTEL facility have been analyzed by Lompers-
ki and Kouhia [4]. The experiments demonstrated significant qualitative differences between
natural circulation in VVER and typical PWR geometries.

Peak natural circulation mass flow rates observes in the single rather than two-phase flow
regime. In the VVER geometry there is only a modest increase in the driving head associated
with two-phase flow. Transition between single and two-phase flow was not smooth in most of
the SBLOCA tests. The flow temporarily stagnated when the water level reached the hot leg
entrances and did not resume until the loop seals cleared, fig 2. The loop seel cleared after the
water level at the upstream side of the loop seal reached the bottom of the loop seal. In the
experiments with three loops highly asymmetric behaviour was observed after two-phase flow
was established. Two of the loop seals refilled after clearing, reducing flow and shifting the
energy transport to the third loop.

Steom
Generator

Fig. 2. Inventory distribution during (a) initial flow stagnation, (b) loop seal clearing, and (c)
flow resumption.
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Flow stagnation occurred near the same inventory regardless of the break size, though the
duration was shortest for the largest break. Tests also showed how the pressurizer altered the
transition between single and two-phase flow. When it remained connected to the rest of the
primary, fluid flow in and out of the pressurizer resulted in large magnitude flow and pressure
oscillations as the system inventory alternated between the regions of stagnant flow and steady
two-phase flow.

Condensate flow from the steam generators to the downcomer was intermittent for the
boiler-condenser mode. The steam generators retained significant amounts of coolant, with the
downcomer flow surges comprising some 5-10% of the total inventory. The amount of water
retained in the steam generators influences the core collapsed level, which in turn has a bearing
on when the top of the core begins to dry out and overheat. It is clear that significant coolant
holdup in the steam generators can shorten the elapsed time to core heatup in the event of a
SBLOCA.

It was demonstrated that loop seal refilling occurs for low steam flow rates because of
countercurrent flow in the upflow side of the hot leg. This behaviour points to the importance
of using a multi-loop facility to investigate SBLOCAs in a VVER geometry. There will certainly
be an interdependence between loop seal filling and the accompanying loss of flow in some
loops, and flow behaviour in other loops. It is also conceivable that if the coolant inventory
supporting two-phase flow were maintained for a long period, flow characteristics may continue
to change as the core decay heat decreases and steam production drops.

4. Experiment description

The experiment (SBL-22) was performed to study natural circulation and the behaviour of
the new steam generator model over a continuous range of primary side coolant inventories. To
simplify the experiment only one of three primary loops was used in the test. The experiment
has been made as simple as possible to establish a basic understanding of natural circulation
flow behaviour in the PACTEL facility. ‘

The experiment was started with a steady state period at the full water inventory. The
primary circulation pump was stopped and the break was opened in the cold leg at 1000 s. At
the same time the pressurizer was disconnected from the rest of the primary side. The break size
was 0.04% of the PACTEL cold leg cross sectional area. The break size corresponds to 0.12%
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Fig. 3. Primary pressure in the SBLOCA Fig. 4. Downcomer mass flow rate in the
experiment. SBLOCA experiment.
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of the scaled down cold leg area of the refer- Table 1. Heat transfer modes during the
ence reactor. The core power during the entire SBLOCA experiment. '
experiment was 70 kW. .
No other actions were taken during the time [s] inventory [%] mode
experiment than maintaining the secondary side 1000-3400 100-74 single-phase

level through additions of the feed water. The
test was terminated when the cladding tem- 3900-5300 67-56 two-phase
peratures started to rise at the top of the core. 5300-9500 56-32 boiler-cond.

The measured primary pressure and the
downcomer mass flow rate in the experiment
are showed in Fig. 3 and 4.

After opening the break valve at 1000 s, the primary pressure dropped until the hot leg
saturation pressure was reached. The heat transfer mode from the primary to secondary side was
single-phase natural circulation until the upper plenum collapsed level reached the hot leg pipe
entrance and the loop flow stagnated at 3400 s. The energy transport from the core to the steam
generator was lost and the primary pressure increased. The flow remained stagnant until the hot
leg loop seal cleared at 3900 s. Since the pressurizer was disconnected there was only one flow
stagnation and loop seal clearance controlled by the primary inventory.

After the loop seal opened two-phase mixture flowed to the steam generator and the
system pressure started to decrease. Two-phase natural circulation continued until the boiler-
condenser mode was established at 5300 s. Although the steam generator has been changed since
the previous natural circulation test series, the overall behaviour of the loop has remained
roughly the same. Table 1 summarises the different heat transfer modes.

After the primary circulation pump was stopped the flow reversed in the lower SG tube
layers, because the density in the cold collector was somewhat higher than that in the hot collec-
tor. Fig. 5 shows the situation in the steam generator before the flow stagnation. The upper part
of the tube bundle handled most of the heat transfer from the primary to secondary side.

During the stagnant flow period the temperature distribution in the primary side of the
steam generator was almost uniform. When the loop seal cleared and the flow resumed there was
liquid in the cold collector and two-phase mixture in the hot collector (Fig 6). That initiated
again a reverse flow in the lower part of the tube bundle. The uppermost tubes handled most the
of the heat transfer. After the loop seal clearance the manometric balance presented in fig. 2a

/ AN / AN
\fi}l ll COLD LEG I COLD LEG
Fig. 5. Flow directions in the steam gener- Fig. 6. Behaviour of the steam generator
ator tubes during the single-phase flow. after the loop seal clearing.
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was lost and the water level in the cold collector decreased as the level in the upper plenum
increased.  _

Most of the steam went to the uppermost part of the tube bundle. There was clearly a
liquid flow through the lower part of the-tube bundle early in the two-phase region. However,
that changed. when the two-phase flow period advanced further. Towards the end of the two-
phase flow st@ge the differential pressure over the tubes changed so that the pressure was higher
in the hot collector than in the cold collector. There was no evidence of a constant reverse flow
in any of the tubes, when the elapsed time was 4700 s from the beginning of the experiment.
Temperature oscillations were observed in the lowest tube layer, which indicated that sometimes
the flow direction was reversed, however.

In the boiler-condenser mode the mass flow rate was very low. Thus, the driving force for
the flow from the hot to cold collector was weak. The cold collector was totally filled by steam
when the boﬂer-condenser mode started. The flow from thé heat exchange tubes to the cold leg
was not continuous, but intermittent flow peaks were observed. These peaks were induced by the
secondary side pressure fluctuations and the feed water injection.

Similar tests with the previous PACTEL steam generator show clearly that considerable
amount of liquid can accumulate into the tubes during the boiler-condenser mode. The retaining
water decreases the heat transfer before the tubes are emptied to the cold leg. That behaviour is
not evident in this experiment. The reason is that the length of the tubes of the new steam
generator construction is only third of the tube length of the previous steam generator. Experi-
mental and analytical studies of horizontal steam generators have been presented in seminars
held in Lappeenranta [5].

The cold leg loop seal caused flow peaks at the very end of the transient. When the level
in the cold leg reached the bottom of the loop seal, steam flowed into the inclined part of the
cold leg and rose to the pump. A new liquid level was formed and the coolant flowed from the
cold leg side to the upper plenum to equalize the manometric balance of the loop.

5. CATHARE code

The CATHARE 2 code version V1.3E used for these calculations is a French system code
developed by CEA, EDF & Framatome for the analysis of design basis accidents. It is based on
a two-fluid 6 equation model expressing mass, momentum and energy conservation for each
phase (gas and liquid). Additional mass equations are written in order to account for non-con-
densable gases. The numerical scheme is a finite difference method using staggered mesh and
first order upwind differencing. The time discretization is fully implicit. Several modules are
available to represent the different components of a circuit: I-D pipe, 2-node volume and 1-node
tee. The constitutive relations in the CATHARE code are either taken from the literature or
original models developed from the analysis of a large experimental program associated to the
code. . :
CATHARE assessments on VVER test facilities have been done calculating some tests
performed on PACTEL (ISP33) and on PMK loops (SPE-1, SPE-2, SPE-3). Tests performed on
IVO test rig have been used by CATHARE developers to propose a CCFL correlation at the
upper tie plate. Test data of REWET-II reflooding experiments have also been used to assess
CATHARE.
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6. CATHARE model for PACTEL SBLOCA test

The 1-D pipe module was used for hot leg, cold leg, downcomer, lower plenum, core and core
by-pass in the schematization of the PACTEL facility. Nine tubegroups were represented in the
SGs primary side. For the secondary side, a vertical 1D element with nine meshes was used,
each secondary mesh exchanging with a group of tubes. The 2-node volume module with a
moving mixture level was used for the upper plenum, hot and cold SG collectors and the upper
part of the downcomer. It allows the description of vertical stratification and phase separation
effects at the junctions with pipes. The pressurizer was modelled with a boundary condition
during steady state. The tee module ( I-node module modelling phase separation in a tee
junction) was used to connect the hot leg element to the pressure boundary. Leak flow has been
given as a function of the primary pressure. Figure 7 presents the nodalization of the primary
side.

steam generator

— —

upper plenum hot leg

cold leg
downcomer

Fig. 7. Nodalization of the primary side.
7. Results of CATHARE calculation

The results of CATHARE simulation as well as the experimental results can be divided to
five different period. The primary pressure and coolant mass flow during CATHARE simulation
have been presented in figures 8 and 9. The same experiment have been calculated using
RELAP5 and APROS codes by Riikonen & al [6]. Primary pressure and mass flow in RELAP
and APROS simulations have been presented in figures 10 and 11. Periodical results of
CATHARE simulation are:

1. Steady state (0-1000 s). The simulation starts with the calculation of a 1000 s steady
state period. Code predicts the initial conditions of the transient reasonably well.
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2. One-phase natural circulation (1000-3400 s in experiment) starts at 1000 s after the
pressurizer is disconnected, the primary circulation pump is stopped and the cold leg break is
opened. The rapid drop from the steady state pressure to the saturation pressure is predicted
correctly. The downcomer mass flow rate is not correctly calculated immediately after the pump
coast down and it takes about 100 s before the calculated mass flow agrees
with the measured one. The pressure starts to increase again after the coast down. The pressure
is controlled by the temperature of the steam at the upper plenum. This is predicted better in
CATHARE calculations than in RELAP5 and APROS calculations.

After the pump has been stopped the flow reverses in the lower tube layers of the steam
generator in calculation like in the experiment. In the uppermost tube layers the flow is to the
normal direction. Also in the calculations most of the heat transfer from the primary to second-
ary side is handled by the upper part of the tube bundle.
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3. Flow stagnation (3400-3900 s in experiment). A loss of loop flow occurs in the
calculations at 3000 s. The core power was not transported to the secondary side and the
pressure increased as in the experiment. The flow resumes in calculation at 3700 s. The simula-
tion have relatively good agreement with the experiment.

4. The two-phase natural circulation (3900-5300 s in experiment) period is also shorter
in the calculation (3700-4500 s) than in the experiment. The calculated and measured system
pressures are in a good agreement during this period. In the end of the two phase flow period
the primary pressure decreases near the secondary side pressure. Strong internal circulation in the
primary side of the steam generator is predicted by the code early in the two-phase region. Later
in the simulation there is no significant reverse flow in any of the
steam generator tubes.

5. The boiler-condenser (after 5500 s in the experiment) mode energy transport begins
earlier in the calculation than in the experiment (4500 s). During the boiler-condenser mode the
code overestimates the primary pressure. The primary pressure stayed about 5 bar higher than
measured pressure. The same finding have been reported in CATHARE analyses of the ISP-33
natural circulation experiment [7]. We have not been able to provide reason for the termina-
tion of the CATHARE simulation before the end of the experiment. RELAPS5 and APROS gave
better estimations for the boiler-condenser mode.

8. Conclusions

In the experiment natural circulation in the VVER geometry was studied during a small
break LOCA. The experiment was analyzed with the CATHARE code. The code was able to
predict the different natural circulation modes. In the single-phase period the downcomer mass
flow rate and the flow stagnation were predicted well. The steam generator behaviour in single-
phase natural circulation was simulated well. The flow reversing in the lower tube layers was
clearly visible and the heat transfer distribution from the primary to secondary side was
simulated satisfactory.

The time of transition from the two-phase flow mode to the boiler-condenser was too early.
The verification of the calculated steam and water distributions in the two-phase and boiler-
condenser mode is not possible, because the measured values are not available. Calculated
primary pressure during boiler-condenser mode was not in good agreement with the measured
one. The Reynolds numbers in the horizontal steam generator tubes are very low during the
boiler-condenser mode and the flow is stratified. The condensation model used in the code was
developed for the vertical pipes. Condensation models used for stratified flow conditions
included to APROS and RELAPS codes give better prediction.
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PARAMETRIC NUMERICAL INVESTIGATION OF NATURAL CONVECTION IN A HEAT-GENERATING
FLUID WITH PHASE TRANSITIONS
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Institute of Nuclear Safety Russian Ac.Sci.
52 B. Tulskaya, Moscow 113191, Russia
Fax: (095) 230-20-23

ABSTRACT — Unsteady natural convection of a heat-generating fluid with phase transitions in the enclosures of a
square section with isothermal rigid walls is investigated numerically for a wide range of dimensionless parameters.
The quasisteady state solutions of conjugate heat and mass transfer problem are compared with available experi-
mental results. Correlation relations for heat flux distributions at the domain boundaries depending on Rayleigh and
Ostrogradskii numbers are obtained. It is shown that generally heat transfer is governed both by natural circulation
and crust formation phenomena. Results of this paper may be used for analysis of experiments ‘with prototypic

core materials.
1 INTRODUCTION

The need of parametric investigation of a heat-generating fluid with phase transitions results from the necessity to
predict correctly the behaviour of a molten heat-generating corium for various hypothetical accident scenarios ina
pressurized water reactor (PWR). As a result of such accident, it is possible accumulation volumes of corium both
in-core and in the reactor vessel lower head.

Presence of the large amounts of corium masses in the reactor vessel lower head may lead to the vessel collapse
and at the same time under specific cooling conditions the retention of the molten corium in the reactor vessel
is possible. In this connection it is necessary to investigate the mechanisms of the heat transfer in corium on the
basis of a more complete model accounting for both the buoyancy-driven flow and corium melting and solidification
processes.

The process of corium heating in pressure vessel is defined by residual volumetric decay heating, which leads both
to melting of the fuel and to the beginning of strongly vortical (turbulent) flow caused by buoyancy forces in the
molten pool. In this case the main characteristics of the heat and mass transfer are governed by several processes,
namely: processes of natural convection, cooling regimes of the fuel at the external boundaries, presence of solid
phase near cooled surfaces, properties of both solid and liquid phases and the process duration. Thus, complete
solution of the thermal corium/vessel interaction problem requires consideration of the conjugate heat and mass
transfer problem.

Usually all processes are considered separately. Prediction of natural circulation and calculation of the local heat flux
allows to determine crust thickness and melting through of the reactor vessel (see, for example, references [20, 21]).
Most previously published numerical and experimental investigations [1] - [10] were devoted to investigation of
natural convection in a heat-generating fluid. Water used a simulating liquid in these experiments. As a result of
these investigations heat transfer was determined as a function of dimensionless Rayleigh and Prandtl numbers in
a specified geometry. In the framework of severe accident simulation, when a large amount of solidified corium
is being formed, it is important to take into account the dependence of heat transfer (average Nusselt number)
on crust formation phenomenon. To characterize heat transfer accounting for crust it is proposed to use not only
Rayleigh number but also Ostrogradskii number. The latter parameter may be defined as ratio of integral heat
generation in whole volume to average heat flux through solid phase and may be considered like dimensionless
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Table of Nomenclature

Asp = l/z -aspect ratio t - dimensionless time

a =k/(pcp) - thermal diffusivity [m2s—!] u - temperature

Bi = (hl)/k - Biot number uay = 1/V [, udV - average temperature
¢p - specific heat [Jkg=1K~!] u - temperature of phase changes

e = (0,1) - vector, characterized of ejected force u, - temperature of wall

direction

g - gravitational acceleration [ms~?] v = (v1, v2) - vector of velocity

h - heat transfer coefficient vy - dimensionless horizontal velocity

k - thermal conductivity [Wm~1K~!] v - dimensionless vertical velocity

l - cavity height - z - cavity width,(z =)

Nu = —(gradu) - local modified Nusselt number  z; - dimensionless horizontal coordinate

Nu =1/l f; Nu/(uay)dl - average Nusselt number =z - dimensionless vertical coordinate
(or intensity heat transfer)
Os = (¢1%)/(k (us — uw)) - Ostrogradskii number ~ Greek symbols

Pr = v/a - Prandtl number B - coefficient of volume extension
q - rate of volumetric heat generation & - delta-function
Q= %fl Nudl - average heat flux A - enthalpy of phase changes

Ray = (89 ¢l°)/(av k) - modified Rayleigh number v - kinematic viscosity
Ray = (B9 (ue — uw) 3)/(av) - Rayleigh number  p - density
Ste = A/(cp (us — uz)) - Stefan number

Subscript

ay - average : sd - lateral surface
dn - lower surface w - wall

¢ - liquidus u - temperature

q - flux up - upper surface
s - solidus

temperature of phase transition.

Notice that with increasing of the Ostrogradskii number, the volume of the solid phase (crust) decreases, but
with decreasing Ostrogradskii number, growth of the crusts is observed. While considering the results of works [1]
- [10] from the point of view of natural convection in a molten heat-generating corium, which forms the crust
near the cooling boundaries, it should be noted that main results of these works corresponds to limiting case under
sufficiently large Ostrogradskii numbers (Os > 103). On the other hand in the reactor case, namely during retention
of corium in reactor vessel lower head, the estimations of characteristic Ostrogradskii numbers are given by range
from 100 to 1000. Furthermore, the usage of the previous correlation relations [1] - [10] for studying molten corium
behaviour in the reactor vessel lower head may be correct when the crust presence doesn’t influence distribution of
heat fluxes. In real conditions the presence of crusts may significantly influence distribution of heat flux through
boundaries. All mentioned above indicate necessity of more detailed investigation of natural circulation in a heat
generating fluid for wide range of Rayleigh and Ostrogradskii numbers.

This paper provides numerical investigation of natural convection problem in a-heat-generating fluid with regard
to corium melting and solidification processes. The main goal of these numerical investigations is an obtaining of
new correlation relations for heat fluxes distribution at the square cavity boundaries depending on Rayleigh and
Ostrogradskii numbers. '

865




As a result of parametric investigation of natural convection problem in a heat-generating fluid with phase transitions
new correlation relations for the basic thermal characteristics (Nusselt number at the upper, lateral and lower
boundaries of considered domain) were developed for the range of Ostrogradskii numbers (40-1000) and Rayleigh
numbers (103-10'2). The obtained results were presented both in the form of graphics and in functional form as:

Nu= C1(Ra)-0s”, or Nu=C2(Os)- Ra™,

103<Ra< 102, 40<0s<1000, Pr=1. Asp=1.

2 GOVERNING EQUATIONS

Two-dimensional natural convection problem of a heat-generating fluid with phase transitions is considered in a
square cavity with all isothermal walls. Let Q = {z|z = (21,22),0 < Ta < o, = 1,2} is the domain in which
the solution of the problem is searched. Let S() be the phase change interface, for which the temperature u(z,t)
is fixed and equal to a constant temperature of phase change u,.

S(t) = {z|z € Q,u(z,t) = ue},

where u; = Os™!. In this case, the phase change boundary S(t) divides the domain 2 by two subdomains. The
domain D(t), where D(t) = {z|z € Q,u(z,t) > ue}, corresponds to the liquid phase of substance and other part
Doy = Q\D corresponds to the solid phase.

The above-mentioned processes are described by an energy equation and unsteady Navier-Stokes equations with
Boussinesq approximation for buoyancy. In the temperature-vorticity-stream function formulation for the 2D case
these equations may be written in the following dimensionless form:

ou 1 (< 0%
(1+Stexst) (*(—97+(VV)U) = E(ag=lgg+ 1), z €N (1)
fw 2 52w Ray Os du
— = —_— _— 2
5 + (vV)w 2 322 Pr 9z, z € D(t) (2)
2 .
8%y
- 3
2 972 w, € D(t) (3)
oY av
= —_— = — — 4
v 61:2, v2 631 ( )

where u,w, 1, v} and vs stand are used for the dimensionless temperature, vorticity, stream function, horizontal and
vertical velocity components, respectively, z;, z2 are dimensionless Cartesian coordinates and ¢ is the dimensionless
time,
[ 1, ué€(us,u),

Xst = { 01 u¢(u,,ug).
Ste[A/(c (us — )] is the Stefan number. Os[(q/%)/(k (ue —uw))] is Ostrogradskii number. Dammkdhler number
is western analog of Ostrogradskii number. Pr[(v/a)] is the Prandt! number, Ra.[(B g (ue — uw) 3)/(av)} is the
Rayleigh number, based on the temperature difference. Equation (2) may be written in standard form as:

Ow 2. 8% Ra, Ou
a‘+(vv)w—;'a—£z+?;5;{, (5)

where Ra,[(8 g ¢ 1®)/(a v k)] is modified Rayleigh number, based on the volumetric heat generation value. Uniformly
distributed internal heat sources are considered in the problem. Normalization is done here using the cavity height

I, the kinematic viscosity v and the value gi?/k, which is proportional to a temperature difference.

The equation system (1), (5), (3). (4) is closed by appropriate initial and boundary conditions:
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no-slip, no-permeability conditions for the velocity vector:

¥(z,1) =0, %(z,t) =0, ze€dD, (6)

isothermal thermal conditions:

u(z,t) =0, z€dq. M

The quiescent state u = w = 1) = 0 was used as the initial conditions for the time integration.
3 NUMERICAL METHOD

Different numerical approaches [11] are used to solve of solidification and melting problem. In this paper the method
of fictitious domains with extension by lower coefficients [12] is used to obtain numerical solution of equations
(1), (6). (3). (4) with boundary conditions (6) and (7) for calculation of flow field in variable domain D(t).
Numerical implementation of the operator-splitting scheme used in calculations is based on the solution of elliptic
grid problems at every time-step. Boundary values of the vorticity are calculated using completely implicit approach.
The scheme is unconditionally stable for linearized equations, i.e. time-step doesn’t depend on a spatial grid and is
evaluated only from the temporal accuracy constraint for the nonlinear phenomena considered. Convective terms
are approximated using special second-order formulae based on the central differences. More details of this method
are available in refs. [13, 14]. Reasonable agreement of calculated results with experimental [2, 8] and numerical-
experimental [9, 10] works for different boundary conditions and geometries was obtained. Results of validation
for natural convection problem of a heat-generating fluid for cylindrical and hemispherical enclosures are presented
in proceedings 21th Water Reactor Safety Meeting (USA) [16] and 4th International Topical Meeting on Nuclear
Thermal Hydraulics, Operations and Safety (Taiwan) [17]. Besides, numerical results concerning simulation of
periodical natural convection in rectangular enclosures are published in [15].

4 RESULTS AND DISCUSSION

Numerical calculations for the natural convection problem of a heat-generating fluid with phase transitions in
square cavity were conducted on a Sun 4/80 (Sparc Station 10) workstation. The analysis of influence of the
basic parameters on features of the convective heat exchange in a closed square cavity has been performed for the
following range of dimensionless parameter values: 10° < Ra < 1012, 40 < Os < 103, Ste =0, Pr = 1, Asp = 1.

The range of Rayleigh numbers chosen for numerical investigation corresponds to unsteady laminar and transient to
turbulent flow regimes [1]( see table 1), that's why all calculations were conducted without any turbulent models.

Table 1:Heat transfer regimes ([1]).

| Regimes | Ra |
Conductive Regime 10%
Laminar Convection 10°-108
Periodic Flow 10%-10°
Transient to Turbulent Regime | 1010-1012
Turbulent Regime > 102

Ostrogradskii numbers for numerical predictions were chosen from the following range: 40 < Os < 1000. Os-
trogradskii numbers from this range may correspond to different cases of severe accident and experiments with
prototypic core materials. Let's consider two limiting cases:

e In the first one the molten pool consists of oxidic materials such as UO, and ZrO., having the low heat
conductivity & 3 W/(mK). Let the characteristic size of the molten pool equals = 2.5 m, the melting
temperature of the molten pool is equal to = 2800 K and the boundary temperature is equal to 300 K.
Such conditions correspond to large Ostrogradskii numbers =2 830.
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e In the other limiting case, the molten pool consists from the homogeneous mixture of oxidic and metal
materials having the high heat conductivity ~ 10 W/(mK). Assume that the characteristic size of the
molten pool is equal to (1 m) and the melting temperature and cooling temperatures are the some like in
the first case. Such conditions correspond to small Ostrogradskii numbers = 40.

The rate of volumetric heat generation both in the first and in the second cases was equal to 1 W/(m?).

Evolution of melting front defined by Stefan number is not goal of investigation for this article, because the quasi
steady state regime of flow is considered, therefore numerical predictions may be performed for the case Ste = 0.
Prandtl number was fixed in all calculations and equals unity.

While processing of the calculation results main attention have been given to such dimensionless parameters as:
intensity of heat transfer (local Nusselt number) at the lateral, upper and lower surfaces; volume of liquid phase.
Since in process of achievement of quasisteady state solution indicated parameters were oscillating close to its
average values, averaging of calculated values over sufficiently large time interval was performed.

While calculating the above-mentioned values numerical uncertainty due to oscillating regime of natural convection
doesn't exceed 5% from its average values.

Calculation results presented below were made using grid 81 x 81 with finer meshes near interfaces which correspond
to the mesh of 161 x 161 for Ostrogradskii number from the range 40 < Os < 400. For Ostrogradskii number from
the range of 400 < Os < 103 were made using grid 81 x 81 with finer meshes near interfaces which correspond to
the mesh of 321 x 321.

While verifying the program and the numerical method, Steinbrenner correlations [6] were used (see Fig.1).

1000 ¢ T T T T

I € Nuyp - calculation results

L ® Nu,g - calculation results

[ @ Nugp - calculation results

100
E Nuyp = 0.345Ra” %%

Nu

10 ¢ T Nugs = 1.389Ra"*%

103 109 1010 101! 1012 1013

Ra

Fig.1: Comparison our predictions with Steinbrenner correlations.
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On the Fig.1 Steinbrenner correlations for the case Os = oo are presented as solid lines. Qur predictions for the
case Os = 1000 are designated by signs and qualitative coincidence with Steinbrenner correlations. Notice that
Nusselt numbers obtained in our predictions are calculated as ratio of average heat flux to average temperature in
the whole domain, including both the liquid and solid phases. Whereas in Steinbrenner correlations Nusselt number
is defined as ratio of average heat flux to the maximal liquid phase temperature only, this approach corresponds
to investigation of problem under infinite of Ostrogradskii numbers. This fact does explain the difference between
the experimental results and our predictions.

A comprehensive verification and validation of the program and numerical method on the problem of natural
convection of a heat-generating fluid were performed in setting similar to [9, 10]. Good agreement (about 5%
discrepancy) our predictions with results above-mentioned numerical-experimental works was obtained. A more full
comparison of the predicted results was published in [16, 17]. Moreover tests have been performed on the conjugate
heat transfer problem with moving boundary of the phase transition. A good agreement numerical results with
experiment [18], in which the melting of the pure gallium is investigated, was achieved. Results of the calculations
are presented in proceedings of the Workshop on Large Molten Pool Heat Transfer OECDJ19].

4.1 Calculation resuits

Since of the relation of solid and liquid volumes may influence the intensity of a heat transfer towards vessel
boundaries, investigation of the influence of Rayleigh and Ostrogradskii numbers on the behavior of the liquid phase
fraction have been performed. The heat transfer regimes corresponding to Ostrogradskii numbers 40 < Os < 1000,
where the strongly nonlinear change of the volume of solid phase occurs, are investigated. Such regimes have the
mixed conductive-convective character, therefore they are a greatest interest from the point of view of the natural
convection simulation. Fig. 2 presents the variation of liquid phase volume in percent.

100 L) L] T T L] '_ L L] I L3 ¥ T L] ¥ ¥ L] LS
80 |-
60
Volume
of the liquid
fraction
%
40 -
Ra=10% — x
Ra=10° — &%
Ra=1019 — o
Ra=101! — 4
20 + Ra=1012 — O -
0 s " L PR BT SR i | " : PR T SR
10 100 1000
Os

Fig.2: Volume of the liquid phase in percent.

Results of calculation show that small values of Ostrogradskii number (40 < Os < 100) correspond to small volume
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of liquid phase. So in chosen range of Ostrogradskii number the volume of liquid phase was varied from 50 to 70
percent and hence the volume of solid phase was equal to 50, 30 percent. Thus the regime of the heat transfer
in the square cavity under the small values of Ostrogradskii number has a heat conduction nature, mainly. At the
same time for Ostrogradskii numbers > 1000 convective processes begins to play dominating role in nature of heat
transfer regime, because under the such values of Ostrogradskii number practically the whole domain is occupied by
liquid phase. So for the case Os = 1000 the volume of liquid phase reached ~95-98% and consequently the solid
phase no exceed 5%. The influence of Rayleigh number on the variation of liquid phase volume is less significantly
than influence of Ostrogradskii number. Nevertheless, it should be noted that with increasing of Rayleigh number
the liquid phase fraction decreases in the range of Ostrogradskii number 40 < Os < 1000.

in the framework of severe accident simulation it is necessary to know the distribution of heat flux on the
corium/vessel interface boundary. Investigations of the influence of Ostrogradskii number at variation of aver-
age Nusselt number at the boundaries of square cavity were done in connection with above-mentioned problem.
Fig.3 demonstrates the distribution of average Nusselt number for the different values of Rayleigh number on the
upper wall. The intensity of heat transfer at the boundary of square enclosure becomes stronger with increasing
of Ostrogradskii number. Initially this process is almost linear, but later with increasing of Ostrogradskii number
passage to the more sloping region is being observed. The beginning of the sloping region could not be defined
unambiguously, since with increasing of Rayleigh number shift of the left boundary of sloping region in the direction
of the large Ostrogradskii numbers occurs.

1000_ T T | B S S DA B B 1 T T T T v ¥

100

Nuy,

10 |

10 100 1000

Os
Fig.3: Average Nusselt number at the upper wall for the different Rayleigh numbers.
5 CORRELATION RELATIONS
As a result of parametric investigation of natural convection problem of a heat-generating fluid with phase transitions

new correlation relations were developed. These relations connect basic dimensionless parameters of natural con-
vection problem, Rayleigh number and Ostrogradskii number, with such characteristics of process of corium fvessel
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interaction as intensity of heat transfer (Nu number) on the lateral, upper and lower surfaces of considered do-
main. Above-mentioned relations were received with help of lineai<regression method. Coefficients of straight line
equation, connecting log Nu with log Os or log Ra are defined by means of method of least squares.

While obtaining correlations in the form of Nu = C - Os™ range of Ostrogradskii numbers was divided on the two
following regions. The first region includes values from 40 to 200, in the second region values of Ostrogradskii
number higher than 200 and interval 10 were included. Values of parameters C and n for the criteria dependencies
Nuyup(Os), Nus4(Os), Nugs(Os) are given below in tables 2 and 3.

Table 2:Criteria dependencies Nu(Os) for the case Os < 200.
Nu=C-Os"

logRa up sd ] dn

C n C n [ n

8 12.036|0.475 [ 2.436 | 0.391 | 5.568 | 0.079
9 1.460 | 0.602 | 1.754 | 0.505 | 4.449 | 0.162
10 | 1.013 | 0.731 | 1.352 | 0.593 | 3.479 | 0.246
11 0.757 | 0.836 | 1.045 | 0.671 .| 2.769 | 0.322
12 0.708 | 0.864 | 0.860 | 0.735 | 2.341 | 0.373

Table 3:Criteria dependencies Nu(Os) for the case Os > 200.
. Nu=C-0Os"

logRa up sd dn

C n C n C n

8 20.590 { 0.038 | 16.880 | 0.041 | 7.323 | 0.016
9 28.123 | 0.059 | 21.194 | 0.064 | 7.684 | 0.047
10 38.154 | 0.079 | 28.271 | 0.076 | 13.079 | 0.009
11 44.709 | 0.116 | 28.442 | 0.127 | 14.618 | 0.041
12 36.069 | 0.194 | 25.197 | 0.192 | 17.048 | 0.063

The graphs of Nusselt number, Nu, against Ostrogradskii number, Os, for Rayleigh number 10'2 are shown in
Fig.4. Correlations for the range of Ostrogradskii number Os < 200 are presented as solid lines. The criteria
dependencies for the range of Ostrogradskii number Os > 200 are presented as dotted lines.

Dependencies in the form of Nu = C-Ra" have been obtained for the range of Rayleigh numbers 10® < Ra < 10!2.
In table 4 the values of parameters C and n for the criteria dependencies in the form of Nuy,(Ra), Nu,q(Ra),
Nugn(Ra) are shown. These relations correspond to reactor conditions, i.e. to values of Ostrogradskii number
Os = 1000,400 and 200.

Table 4:Criteria dependencies Nu(Ra).
Nu=C-Ra"

Os up sd dn

[ n [ n |- C n

1000 | 0.800 | 0.193 | 0.990 | 0.170 | 0.587 | 0.140

400 | 1.644 1 0.155 | 1.920 | 0.130 | 0.921 | 0.117

200 | 2.665 | 0.121 | 3.120 [ 0.090 | 1.693 | 0.086
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Fig.4: Correlation dependencies Nu = C - Os™ for Rayleigh number Ra = 1012,

The graphs of Nusselt number on the upper boundary, Nuyp, against Rayleigh number for Ostrogradskii numbers
of 200,400,1000 are shown in Fig.5.

For comparison our predictions with experimental results the plot Nuyp = 0.345 - 0s%233, obtained by Steinbren-
ner [6] only for liquid phase (Os = o) are shown in Fig.5. This plot are presented as dotted line.

CONCLUSIONS

1. In the framework of parametric numerical investigation of natural convection with phase transitions it is
shown, that the heat and mass transfer is governed both by the natural circulation and crust formation
phenomena;

2. New correlation relations for Nusselt numbers at the upper, lateral and lower boundaries of square cavity
against Ostrogradskii number in the range of 40 < Os < 1000 for the different Rayleigh numbers were
obtained;

3. New correlation relations for Nusselt numbers at the upper, lateral and lower boundaries of square cavity
against Rayleigh number from 10° to 10'2 for the Ostrogradskii numbers 200,400,1000 were obtained.
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Fig.5: Correlation dependencies in the form of Nu = C - Ra™ for Ostrogradskii numbers Os = 200, 400, 1000.

References

[1] K.M. Kelkar, R.C. Schmidt and S.V. Patankar, "Numerical analysis of laminar natural convection of an
internally heated fluid in a hemispherical cavity,” Proc.Int. Heat Transfer Conf., San Diego, 355-364 (1992).

[2] F.A. Kulacki and A.A. Emara, “Steady and transient convection in a fluid layer with uniform volumetric energy
sources,” J. Fluid Mech. 83, pt.2, 375-395 (1977).

[3] A.A. Emara and F.A. Kulacki, “A numerical investigation of thermal convection in a heat-generating fluid
layer,” ASME J. Heat Transfer 102, 531-537 (1980).

[4] F.X. Mayinger, M. Jahn, H.H. Reineke, and V. Steinbrenner, “Examination of Thermohydraulic Processes and
Heat Transfer in a Core Melt, Federal Ministry for Research and Technology,” Final Report BMFT RS 48/1,
Institut fur Verfahrenstechnik der T.U., Hanover FRG, (in German), (1976).

[6] E.A. Kulacki, “Review and Evaluation of 'Examination of Thermohydraulic Processes and Heat Transfer in
a Core Melt', by Mayinger, Jahn, Reineke, and Steinbrenner,” Letter Report prepared for U.S.N.R.C. under
contract AT(49-24)-0149, Mar.31 (1976).

[6] U. Steinbrenner, and H.H. Reineke, “Turbulent Buoyancy Convection Heat Transfer with Internal Heat
Sources,” Proc. 6th Int. Heat Transfer Conf., 2, 305-310 (1978).

[7] F.X. Mayinger, P. Fritz, H.H. Reineke, and et al., “Theoretical and Experimental Research on the Behavior of
a Core Melt on Reactor Containment and on the Basement Concrete,” Bunesministerium fuer Forschung und
Technologie Report, FT-FB (RS 166-79-05), Bonn FRG, (in German) (1980).

873




[8] J.-H. Lee and R.J. Golstein, “An experimental study on natural convection heat transfer in an inclined square
enclosure containing internal energy sources,” ASME J. Heat Transfer 110, 345-349 (1988).

[9] M. Jahn and H.H. Reineke, “Free convection heat transfer with internal heat sources, calculations and mea-
surements,” Proc. 5th Int. Heat Transfer Conf., Tokyo, Japan, 74~78 (1974).

[10] H.-O. May, “A numerical study on natural convection in an inclined square enclosure containing internal heat
sources,” Int. J. Heat Mass Transfer 34, 919-928 (1991).

[11] A.A. Samarskii, P.N. Vabishchevich, O.P. lliev and A.G. Churbanov, “Numerical simulation of convec-
tive/diffusion phase change problems - a review,” Int. J. Heat Mass Transfer 36, No. 17, 4095-4106 (1993).

[12] P.N. Vabishchevich, Method of Fictitious Domains in Mathematical Physics, Moscow University publisher,
Moscow (1991) (in Russian).

[13] P.N. Vabishchevich, M.M. Makarov, V.V. Chudanov, A.G. Churbanov, “Numerical simulation of convective
flows in the stream function-vorticity-temperature formulation,” Preprint of Institute for Mathematical Mod-
elling, Russian Academy of Sciences, No.28 (1993) (in Russian).

[14] P.N. Vabishchevich, M.M. Makarov, A.G. Popkov, V.V. Chudanov, A.G. Churbanov, "Numerical solution of
hydrodynamics problems in the stream function-vorticity formulation,” Preprint of Institute for Mathematical
Modelling, Russian Academy of Sciences, No.22 (1993) (in Russian).

[15] A.G. Churbanov, P.N. Vabishchevich, V.V. Chudanov, and V.F. Strizhov, “A numerical study of natural
convection of a heat-generating fluid in rectangular enclosures,” Int. J. Heat Mass Transfer 37, No. 18, 2969~
2984 (1994).

[16] V.V. Chudanov, A.G. Churbanov, V.F. Strizhov and P.N. Vabischevich, “Current status and validation of
RASPLAV code,” Proc. 21st Water Reactor Safety Meeting, Washington, USA (1993).

[17] L.A. Bolshov, R.V. Arutyunyan, V.V. Chudanov, and et al., “Numerical study of natural convection of a
heat-generating fluid in nuclear reactor safety problems,”
Proc. 4th International Topical Meeting on Nuclear Thermal Hydraulics, Operations and Safety, Taipei, Tai-
wan (1994).

[18] V. Voller and C. Swaminathan, “Fixed grid solution of phase change problems,”
J. of Theoretical and Applied Mechanics 2, Year XXIll, Sofia, 30-40 (1992).

[19] A.E. Aksenova. V.V. Chudanov, A.G. Churbanov, and et al., "Molten Pool Behavior in the Lower Head,”
Proc. of the Workshop on Large Molten Pool Heat Transfer, France, 321-345 (1994).

[20] J.E. O'Brien and G.L. Hawks, “Thermal Analysis of a Reactor Lower Head with Core Relocation and External
Boiling Heat Transfer", Heat Transfer-Minneapolis, AIChE Symposium Series 97, No. 283, 159-168 (1991).

[21] T.G. Theofanous, Sanna Syri, Tony Salmassi, and et. al., "Critical heat flux through curved, downward facing,
thick walls,” Proc. of the Workshop on Large Molten Pool Heat Transfer, France, 409-428 (1994).

874



¢

GEYSERING IN BOILING CHANNELS

Masanori ARITOMI and Takatoshi TAKEMOTO
Tokyo Instltute of Technology, 2—12—-1 Ohokayama, Meguro-ku, Tokyo, 152 Japan
" TEL 481-3-5734-3063, FAX +81-3-5734-2959

Jing-Hsien CHIANG
Japan NUS Corporation Limited, 3-9-15 Kaigan, Minato—ku, Tokyo, 108 Japan
IEL +81—3—5540—1865, FAX +81-3-5540-1869-

Michitsugu MORI
Tokyo Electric Power Company, 1-1-3 Uchisaiwai—cho, Chiyoda-ku, Tokyo, 100 Japan
. TEL +81-45-585-6933, FAX +81-45-585-8943

and

Hiroaki TABATA
Japan Atomic Power Company, 1-6—~1 Ohtemachi, Chiyoda—ku, Tokyo, 100 Japan
TEL +81-3-3201-6631, FAX +81-3-3212-5720

ABSTRACT

A concept of natural circulation BWRs such as the SBWR has been proposed and seems
to be promising in that the primary cooling system can be simplified. The authors have been
investigating thermo~hydraulic instabilities which may appear during the start-up in natural
circulation BWRs. In our previous works, geysering was investigated in parallel boiling
channels for both natural and forced circulations, and its driving mechanism and the effect of
system pressure on geysering occurrence were made clear. In this paper, geysering is
investigated in a vertical column and a U-shaped vertical column heated in the lower parts.
It is clarified from the results that the occurrence mechanism of geysering and the dependence
of system pressure on geysering occurrence coincide between parallel boiling channels in
circulation systems and vertical columns in non-circulation systems. -

1. INTRODUCTION

Many concepts have been proposed for the next generation LWRs in which passive and
simplified safety functions are actively introduced. A concept of natural circulation BWRs,
e.g. the SBWR[1], has been proposed as one such case. It seems to be promising in that the
primary cooling system can be simplified but simultaneously it also brings some disad—
vantages. Aritomi et al. provided a discussion concerning advantages and disadvantages on
eliminating recirculation pumps[2]. From the consideration, it was clear that establishment
of a rational start—up procedure is one of the most important problems in achieving natural
circulation BWRs because they have to be heated by fission energy from start—up under low
temperature and pressure conditions. Thermo-hydraulic instability was experienced during
start—up in thermal natural circulation boilers using fossil fuel. Although there were no
published papers about this instability, it was estimated that the instability might be a kind of
geysering. In thermal natural circulation boilers, flow instability during the start—up is not a
significant problem, so long as the dryout phenomenon, which induces heat transfer tube
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failure, can be avoided. This countermeasure was worked out: The output from bummers was
decreased down to a partial load of about 25% which did not induce the dryout phenomenon
and was then increased up to the rate power after the pressure in the steam header reached up
to about 0.3MPa. On the other hand, if thermo~hydraulic instabilities were to occur during
start—up in natural circulation BWRs, they would hamper their operation for raising power
output because void fraction fluctuation in the reactor core would oscillate the reactivity.

The authors have also been investigating thermo-hydraulics during start-up in natural
circulation BWRs simulating both normal and abnormal start-up conditions. It was found
from the results that three kinds of thermo-hydraulic instabilities may occur according to
reactor configuration and start-up procedure{2]; (1) out-of-phase geysering induced by
condensation of a large bubble, (2) in—phase natural circulation instability induced by
hydrostatic head fluctuation in steam separators and (3) out-of-phase density wave instability.

Thermo—-hydraulic instabilities in boiling two—phase flow have been investigated for a long
time. Boure, Bergles and Tong[3] and Aritomi[4] have reviewed previous works and
classified instabilities into their driving mechanisms. Lahey and Drew[5] reviewed a number
of reports concerning thermo-hydraulic instabilities in BWRs. Since the density wave
instability has been investigated by many researchers, its driving mechanism has been
understood and analytical methods have been established. In contrast with this, the geysering
and natural circulation oscillation have not been investigated extensively.

Griffith is believed to have been the first to have investigated geysering[6]. He presented
an aspect of geysering induced in the case where liquid in a vertical column with a closed end
was heated near the bottom. Nakanishi et al. investigated geysering in a single channel under
forced circulation conditions and found that geysering was only generated at velocities lower
than 0.02m/s[7]. However, our study indicated that geysering appeared in velocities up to
about 0.2m/s[2]. Geysering in parallel channels has never been understood well enough to
design a way to prevent it from occurrence. The authors have been investigating geysering
in twin parallel boiling channels under both natural and forced circulation conditions and
proposed its driving mechanism[8]. In order to verify the proposed driving mechanism, the
effect of subcooling in the outlet plenum on its occurrence was also investigated in twin
parallel boiling channels under forced circulation[9].

Next, by considering our proposed driving mechanisms of geysering and natural circulation
oscillation, it was inferred that an increase in the system pressure would suppress these insta—
bilities. This inference was experimentally confirmed[10],{11]. Based on our proposed
driving mechanism of geysering, it is inferred that geysering occurs most readily in twin
channels and geysering may be not induced in natural circulation BWRs where there are many
fuel assemblies. Geysering was, however, induced in the thermal boilers which had many heat
transfer tubes. Finally, geysering was experimentally investigated in three and four parallel
channels with the same thermo—-hydraulic conditions under both natural and forced circulation
conditions and the results were compared with those in twin channels in order to examine the
effect of the number of channels on its stability map[12]. In addition, the experiments were
also carried out for the heated lengths different in each channel to investigate how power
distribution in the core influences the occurrence of geysering[12].

In this paper, geysering is investigated in a vertical column with its closed bottom and a U~
shaped vertical column heated in the lower parts which are non—circulation systems with the
aim of verifying the generality of the driving mechanism of geysering proposed for parallel
boiling channels. Although it was clarified from our previous works[10],[11] that an increase
in the system pressure prevents geysering from occurrence, the system pressure, at which
geysering is prevented from occurrence, could not be clarified, because the experiments could
not be performed at a pressure more than 0.2MPa due to the structure of the experimental
apparatus. The U-shaped vertical is designed so as the experiments can be carried out up to
1MPa. The dependence of system pressure on geysering occurrence was investigated in the
U-shaped vertical column and the results are compared with those obtained in parallel boiling
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channels.

2. EXPERIMENTAL APPARATUS

A schematic diagram of an experimental apparatus is shown in Fig.1, which was composed
of an upper tank and a test channel. Water was used as a work fluid. Vapor generated in the
test section was liquefied by a condenser installed in the upper tank, and water temperature
in the upper tank was monitored with a CA thermocouple and regulated by a subcooler and
cartridge heaters installed therein. Pyrex glass viewing windows were attached on the side
walls of the upper tank to monitor the water level and to observe phenomenon at the exit of
the test channel. The upper tank, except for the observation windows, was covered with
enough thermal insulator to restrain heat loss. The experimental apparatus was designed to
withstand pressures up to 1MPa in order to study the dependence of system pressure on the
stability flow map of geysering. A pressure regulation system, which consisted of a
compressor, a pressure regulation valve and a relief valve, was installed in the upper tank.
The system pressure was regulated by feeding pressurized air to the upper tank and by
releasing it to the atmosphere through the relief valve.

Geysering was investigated experimentally in two kinds of test columns. One was a U-
shaped vertical column composed of two vertical channels whose bottoms were connected.
The circulation rate was measured by an orifice flowmeter installed in the connection. The
other was a vertical column similar to Griffith's work[6]. In this case, a vertical column was
detached from the U-shaped channel. The vertical part in each test section was an annular
channel, and the innér rod was made of a cartridge heater (10mm 0.D.), installed concentri~
cally in the test section made of Pyrex glass (22mm L.D.) and heated by a AC current. The
effectively heated length of the inner rod was 150mm, which was located near the bottom.
The differential pressure between the bottom of each channel and the upper tank was
measured by a differential pressure transducer. The heat loss from the test section was
obtained in advance: Heat input of the heater, at which water temperature in the test channel
was kept constant, was measured.

The experimental conditions are tabulated in Table 1.

3. DRIVING MECHANISM OF GEYSERING IN A VERTICAL COLUMN
AND A U-SHAPED VERTICAL COLUMN

3.1 Results in a Vertical Column

At first, geysering was investigated experimentally in a vertical column similar to Griffith's
work. Four kinds of flow pattern were observed with an increase in heat input; @ natural
convection, @ geysering with periodicity, @ geysering without periodicity and @ stable two-
phase flow, as a typical flow pattern map is shown in Fig.2.

In a natural convection region, heated water flows up along the heater wall and lower
temperature water flows down along the outer wall. Hot water coming up is mixed complexly
with cold water in a non-heated riser as secondary flow is induced, and thus the heat added
in the heated section is transferred into water in the upper tank. With increasing heat flux,
subcooled boiling is induced, water in the non-heated riser is heated and a slug bubble is
formed quickly. Figure 3 illustrates typical measurements and sketches of observation. The
slug bubble grows absorbing small bubbles coming up, and void fraction in the channel
increases. A decrease in the hydrostatic head enhances vaporization in the heated section.
Immediately after the slug bubble arrives at the exit of the channel, it is mixed with subcooled
water and is rapidly condensed and vanishes. If the non-heated riser is long enough,
subcooled water reentering from the upper tank cannot reach the heated section and saturated
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boiling always occurs. Consequently, superheated water does not exist but water temperature
fluctuates as a change in the saturated temperaturc equivalent to a change in the hydrostatic
head. Since the slug bubble is formed periodically, geysering appears with the periodicity.
Since the vaporization rate increases as the heat flux increases, the feature of slug bubble
formation becomes complex and irregular, that is, two slug bubbles may exist simultaneously
in the non—heated riser. As a result, condensation frequency of a slug bubble varies and
geysering appears without the periodicity. Typical measurements and sketches of observation
are shown in Fig.4. With further increasing the heat flux, stable churn turbulent or annular
mist flow appears in the riser and the differential pressure between the bottom of the channel
and the upper tank scarcely fluctuates as shown in Fig.5.

Figure 6 shows typical results of amplitudes of differential pressure between the bottom
of the channel and the upper tank. The amplitude is made dimensionless by the hydrostatic
head in the channel filled with water. The amplitude increases with an increase in heat flux
in the region where geysering is periodically induced, but is almost kept constant in the region
where geysering without the periodicity occurs. For stable two—phase flow, differential
pressure fluctuation becomes smaller.

Next, the effect of the water level on the flow stability map of periodical geysering was
investigated to understand whether slug bubble condensation is indispensable for geysering
to occur or not. The experimental results are demonstrated in Fig.7. If the water level above
the exit of the channel is deep enough to condense a slug bubble rapidly, it does not influence
the flow stability map of periodical geysering. With decreasing the water level, even if water
in the upper tank is subcooled enough for bubble condensation, a slug bubble cannot condense
perfectly but flows out through the free surface to a gas space, because water near the exit of
the channel does not circulate enough and is heated up. The disappearance rate of a slug
bubble in the test channel becomes longer, and thus another slug bubble is formed in the non—
heated riser before a slug bubble disappears. The periodicity of geysering occurrence results
in vanishing. It is seen from the experimental results that geysering is induced periodically
in a vertical column under the following conditions:

Water in the upper tank is subcooled enough to condense rapidly a slug bubble. In a
vertical column with a long non-heated riser located above the heated section and a narrow
cross section, subcooled water reentering from the upper tank does not arrive at the heated
section and boiling always occurs therein. Superheated water is not observed in the heated
section under the conditions where geysering appears.

The existence of superheated liquid is not, therefore, an indispensable condition for geysering
to occur.

3.2 Results in a U-shaped Vertical Column

In boiling circulation systems, the feature of geysering in parallel channels is different
from that in a single channel because of difference in the freedom of flow rate distribution.
Hence, the test section was remodeled from a vertical column to a U-shaped vertical column
which consisted of two vertical columns and had two heated sections.

As heat fluxes increases equally in two columns, five kinds of flow pattern regions were
observed; @ natural convection, @ geysering with periodicity, @ stable boiling natural
circulation, @ density wave instability and ® stable boiling natural circulation, as is shown
on the typical flow pattern map in Fig.8.

In a natural convection region, heated water flows up along each heater wall and lower
temperature water flows down along each outer wall. This phenomenon is the same feature
as in a vertical column, and circulation between both vertical columns is not observed.

With increasing heat fluxes in both columms, subcooled boiling is induced, water
temperature in the non-heated riser rises and a slug bubble is formed soon in a column
(Column A). Figure 9 shows typical measurements. The slug bubble grows absorbing small
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bubbles coming up, and void fraction in the channel increascs. A decrease in the hydrostatic
head enhances vaporization in the heated scction. Immediately after the slug bubble arrives
at the exit of the channel, it is mixed with subcooled water and is rapidly condenscd and
vanishes. Then, subcooled water reenters from the upper tank to the other column (Column
B). If the non-heated riser is long enough, subcooled water in the upper tank cannot reach
the heated section of Channel B. At the next stage, a slug bubble is formed in Column B.
These phenomena repeat periodically and alternatively in both columns. Namely, the flow
direction alternates such as U-shaped manometer oscillation; from Column A to Column B
and from Column B to Column A. This is the feature of geysering induced in a U-shaped
vertical column. 4

As heat fluxes further increases, the plural slug bubbles appear in the non—heated riser. The
circulation rate is increased intermittently by condensing the plural slug bubbles within a short
period. Consequently, boiling natural circulation is induced at a steady state. In this case, the
flow direction is fixed, that is, one column is a riser, and the other column is a downcomer
whose heated section plays only a role of a preheater. In the present test section, flow
direction is settled at random: Column A is sometimes a riser and Column B is sometimes a
Tiser.

With a further increase in heat flux of both columns, density wave instability is induced,
which oscillates round a constant natural circulation rate as shown in Fig.10. With further
increasing heat fluxes, density wave instability is suppressed and stable boiling natural
circulation appears again.

It is seen from Fig.8 that the subcooling in the upper tank influences the region where
density wave instability occurs, but that the region where geysering is induced is almost
independent of it. In the regions where geysering and density wave instability occur, the
characteristics of flow oscillation were investigated experimentally in reference to subcooling
in the upper tank. Figure 11 shows periods of flow oscillation for both geysering and
density wave instability. In a U-shaped vertical column, since geysering behaves as a U-
shaped manometer oscillation, all heated water does not flow out but the heated water
equivalent to the volume, which flows out due to the formation of a large bubble, only
replaces subcooled water reentering from the upper tank. Consequently, the subcooling in the
upper tank does not affect directly the water temperature in the heated section. On the other
hand, since natural circulation always occurs while density wave instability is induced,
subcooled water in the upper tank is always fed to the heated section. Since the time delay
for boiling is dependent on the subcooling, the period is influenced by it.

Figure 12 shows the amplitude of flow oscillation related to geysering. As the subcooling
in the upper tank decreases or the heat flux increases, the amplitude becomes greater. An
increase in the heat flux enlarges vaporization rate, so a larger slug bubble is formed in the
non-heated riser. Since a decrease in the subcooling raises water temperature in the non-
heated riser, a larger slug bubble is formed therein. An increase in the volume of a slug
bubble increases the volumetric condensation rate and results in greater amplitude. An
increase in the amplitude enhances the volume of subcooled water reentering from the upper
tank to the column and the mixing rate of heated water and subcooled water. Consequently,
since water temperature becomes lower with increasing the amplitude, time delay for boiling
is almost constant even for an increase in the heat flux within the experimental conditions in
this work, so the periods scarcely are independent of the heat flux.

If input powers of both heaters are different, the column with higher heat flux is a riser and
the other column is a downcomer. Then, stable boiling natural circulation is induced and
geysering does not appear. Once stable boiling natural circulation is formed, even if the input
powers where geysering appears are regulated equally in both columns, geysering is not
induced. Hence, geysering in a U-shaped vertical column is induced with a delicate balance.

From .the results, the phenomenological mechanism of geysering induced in a U-shaped
vertical column is postulated as follows:
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At a low feat flux, small bubbles generated in saturated or subcooled boiling coalesce,

and a large bubble covering the whole channel is formed in Column A. The formation of
a large bubble increases void fraction in the riser and reduces the hydrostatic head. A
decrease in the saturated temperature enhances vaporization in the heated section. The
large bubble grows absorbing many small bubbles with higher drift velocity. When the
large bubble reaches the upper tank, it is mixed with subcooled water therein, is rapidly
condensed and vanishes. Consequently, the pressure is rapidly decreased, a rising flow rate
is increased in the column and subcooled water reenters from the upper tank to the other
channel (Column B). If the non-heated riser is long enough, reentering subcooled water
cannot teach the heated section and hot water in the non-heated riser flows into the heated
section. Both heated sections are filled with liquid, and a non-boiling condition is restored
for a while. A large bubble is formed in the heated section of Column B where higher
temperature fluid is reentered. It is the feature of geysering in a U-shaped vertical column
that these phenomena appear periodically and alternatively in both columns.

To verify this phenomenological postulate, the effect of non—heated riser length on the flow
stability map of geysering was investigated experimentally and the results are shown in Fig.13.
In the case that the non-heated riser is short enough for subcooled water to reenter from the
upper tank to the heated section, the unstable region where geysering is induced becomes
narrower as for both heat flux and the subcooling in the upper tank. A slug bubble is
condensed in Column A. The subcooled water reenters to Column B while being mixed with
the heated water in the non—heated riser and reaches the heated section if the volumetric
condensation rate is high enough. Water temperature in Column B is lower than that in
Column A, and thus at the next stage, boiling occurs first in Column A and natural circulation
is induced. If the non—heated riser is long enough for the reentering subcooled water not to
arrive at the heated section, the flow stability map of geysering is almost independent of the
non-heated riser length.

4. EFFECT OF SYSTEM PRESSURE ON GEYSERING OCCURRENCE

It was clarified from our previous works that an increase in the system pressure prevents
geysering from occurrence. Since the experiments could not be performed at the pressure
more than 0.2MPa because of the structure of the experimental apparatus, the system pressure
preventing geysering from occurrence could not be clarified quantitatively. The effect of the
system pressure on geysering occurrence was, therefore, investigated in a U-shaped vertical
column.

Figure 14 demonstrates the experimental results of the dependence of the system pressure
on the flow stability map of geysering in a U-shaped vertical column. The lower limits of
heat flux where geysering appears are independent of the system pressure. On the other hand,
the upper limits of heat flux decreases with an increase in the system pressure: Geysering
wanting the periodicity is irregularly induced at 0.3MPa and geysering is prevented from
occurrence at a pressure more than 0.3MPa. Typical measurements of geysering wanting the
periodicity are demonstrated in Fig.15. Figure 16 shows the dependence of the system
pressure on amplitudes of flow oscillation for periodical geysering. The amplitude of flow
oscillation increases slightly at the same heat flux with an increase in the system pressure.
The periods are almost independent of the system pressure and heat flux similar to the results
shown in Fig.11. The following insights are seen from our observation:

(1) The volume of a slug bubble generated at low heat flux becomes slightly greater with an
increase in the system pressure, because of lower drift velocity of a slug bubble.

(2) As the system pressure increases, the upper volume limit of a slug bubble decreases and
the plural slug bubbles are readily generated in the non-heated riser.

(3) When the plural slug bubbles appear in one column, subcooled water reenters continuously
from the upper tank to the other column. Consequently, natural circulation is induced at
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a steady state and geysering is suppressed from occurrence.

Let us compare the flow stability maps of geysering obtained in a U~shaped vertical column
and in parallel boiling channels for natural circulation. Since the cross sections of flow
channels are different from each test section, the volumetric heat generation rate is introduced
in this paper. A result comparing the stability maps is illustrated in Fig.17. The following
insights are seen from the figure:

(1) The stability maps agrees between both cxperimental apparatus even if their configuration
are remarkably different: A U-shaped vertical column is a non~circulation system and the
parallel boiling channels is a circulation system.

(2) The upper limit of the system pressure where geysering is induced is about 0.3MPa.

From the results mentioned above, the driving mechanism of geysering induced in parallel
boiling channels and a U-shaped boiling channels, which have a freedom of flow direction,
can be explained as follows:

When subcooled boiling is induced, a large bubble covering the whole channel is formed
in the non-heated riser located in the downstream of the heated section if velocity is low
enough. Then, the growth of a large bubble decreases the hydrostatic head, decreases the
saturated temperature and results in enhancement of vaporization in this channel. When the
large bubble reaches the outlet plenum, if water therein is subcooled, it is rapidly
condensed and vanishes. The pressure is rapidly decreased and high rising flow is induced
in the channel. Consequently, in parallel boiling channel systems, if the volumetric
condensation rate of the large bubble is great enough, flow reversal or an almost stagnant
condition is induced in the other channels. In a U-shaped boiling channel system,
subcooled water reenters in the other channel. At the next stage, a large bubble is formed
in the channel where the highest temperature water exists. In U-shaped boiling channel
systems, if water temperature in the channel where the large bubble was formed and
condensed is higher than that in the other channel, natural circulation is induced at a steady
state, and if it is lower, geysering occurs since a large bubble is formed in the other
channel.

Therefore, the following condition is indispensable to induced geysering: (1) Circulation rate

is low enough to generate a large bubble covering the whole channel, and (2) water in the

outlet plenum is subcooled enough to condense the large bubble rapidly.

An increase in the system pressure suppresses a large bubble from formation and results in
preventing geysering from occurrence.

S. CONCLUSIONS

Geysering was investigated experimentally in a vertical column and a U-shaped vertical
column heated in the lower parts. The results were compared with those which had been
obtained in parallel boiling channels for natural circulation. The following insights were
clarified:

(1) In a vertical column, geysering is induced periodically under the following condition:
Water in the upper tank is subcooled enough for condensing rapidly a slug bubble. In a
vertical column with a long non-heated riser located above the heated section and a
narrow cross section, subcooled water reentering from the upper tank does not arrive at
the heated section and boiling always occurs therein. Superheated water is not observed
in the heated section under the conditions where geysering appears. Therefore, the
existence of superheated liquid is not required for geysering to occur.

(2) In a U-shaped vertical column with short heated sections and long non—heated risers,
geysering is induced periodically and alternatively in both channels like U-shaped
manometer oscillation for low heat input, that is, the average circulation rate is almost
zero. With an increase in heat input, natural circulation is steadily induced. The flow
direction is random. The heated section in the downcomer plays a role of a preheater.

881




As heat input further increases, the density wave instability appears.

(3) The driving mechanism of geysering in a U-shaped vertical column is the same as that
in parallel boiling channels under circulation conditions.

(4) As for the effect of system pressure on geysering occurrence, rearranging the heat input
in the term of calorific power unit fluid volume, the flow stability map for a U—shaped
vertical column is identical to that in parallel boiling channels under natural circulation
conditions. Geysering is not induced at pressures higher than about 0.3MPa.

This work has been carried out in boiling channels with simple configuration as a
fundamental study. Hence, the flow stability map and boundaries derived experimentally in
this work cannot be applied to full scale BWR prototypes, so that it is recognized that
scaling—cum—dimensional testings would need to be conducted to establish their foundation.

This work was performed in the Tokyo Institute of Technology in collaboration with the
Tokyo Electric Power Company and the Japan Atomic Power Company.
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Table 1 Experimental conditions
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Two-Phase Flow Stability Structure in a Natural Circulation System
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ABSTRACT

The present study® reports a numerical analysis of two-phase flow stability structures in a natural circu-
lation system with two parallel, heated channels. The numerical model is derived, based on the Galerkin
moving nodal method. This analysis is related to some design options applicable to integral heating
reactors with a slightly-boiling operation mode, and is also of general interest to similar facilities. The
options include: (1) Symmetric heating and throttling; (2) Asymmetric heating and symmetric throttling;
(3) Asymmetric heating and throttling. The oscillation modes for these variants are discussed. Compar-
isons with the data from the INET two-phase flow stability experiment have qualitatively validated the
present analysis.

INTRODUCTION

Two-phase flow density-wave oscillations (DWOs) in natural circulation systems are of particular im-
portance in the design of integral heating reactors (Wang et al. [1], Wu et al. [2]) . This type of
reactor is designed for low-pressure operation, and the so-called low-quality DWOs may occur in some
circumstances. Since Russian scientists proposed the conceptual design of the AST-500, an integral,
slightly-boiling heating reactor (Zaval’skii et al. [3]), the development of the relevant technologies in a
number of countries (e.g Wang et al. [1], Burgsmueller et al. [4] and Goetzman et al. [5]) has demanded
the better understanding of these special types of instabilities in real engineering systems.

The studies concerning DWOs before 1980 concentrated mainly on the high-quality DWOs relating
to BWRs and other industrial boiling systems. Many analysis tools and methods were developed and
validated, either by comparing with the experimental data, or by being applied to the design of some
prototype facilities. The achievements of the high-quality DWOs analysis have been reviewed by Bouré
et al. [6], Bergles [7], Yadigaroglu [8] and Lahey and Podowski [9]. From a stability experiment, Fukuda
and Kobori [10] classified DWOs into two types, namely the gravitational pressure drop dominated and
the frictional pressure drop dominated instabilities. These two types exactly correspond to the low-quality
and the high-quality DWOs discussed in the present paper. They also found that the low-quality DWOs
would more easily occur in a natural circulation system. Recent experimental investigations, reported by
Chiang and Aritomi [11] (where they named as »natural circulation oscillation”) and Kyung and Lee [12],
have confirmed the classification of Fukuda and Kobori. In fact, the analysis of the low-quality DWOs

*Previous address: Institute of Nuclear Energy Technology (INET), Tsinghua University, Beijing 100084, China.
!Paper submitted to NURETH-7, Saratoga Spring, New York, September 10-15, 1995
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did not attain real engineering importance until a few years ago when the research and development of
integral heating reactors, and other passive safety systems, accelerated.

Although the general mechanisms of DWOs have been well understood for sometime, and many tools
and methods have been developed, the complex interactions of different oscillation modes in a natural
circulation system with parallel heated channels still maintain some research interest. Thus, not only is
the validation of some general, thermal-hydraulic codes still necessary, but also fundamental studies are
needed for gaining insight and confidence in low-pressure applications.

The 5-MW prototype heating reactor NHR-5 (Fig. 1, Wang et al. [1]) at the INET of Tsinghua
University in Beijing, has run successfully for several years. Currently, the NHR-5 is licensed to run
in a natural circulation PWR mode. The operational experience gained has proven that the associate
technologies of the NHR-5 are very safe and reliable.

However, it appears that a number of thermal-hydraulic problems related to the slightly-boiling op-
eration mode remain unsolved. Among these, two-phase flow instabilities are still interesting topics,
especially during the start-up stage and power reduction transients.

An experiment, namely the INET-PSI stability experiment, from which the reference data for the
NHR-5 design were produced was carried out co-operatively by the INET and the Paul Scherrer Institute
(PSI) of Switzerland (Fig. 2, Wu et al. [2]). This facility was a natural-circulation system with two
parallel, heated channels and was used as an out-of-core hydraulic simulation system for the NHR-5. The
oscillations have been detected in the range of z. < 0.01 and p < 20bar with the periods of seconds.

Some parallel theoretical studies have also been undertaken by Gao et al. [13], Brunet et al. [14],
Zhou and Yadigaroglu [15] and Zhou and Heusser [16]. Recently, Zhang et al. [17] reported a numerical
simulation using the RETRANO2 code, which showed that the low-quality DWOs may possibly take
place in integral heating reactors working in the PWR mode during a heat-sink-loss accident. The studies
mentioned above indicate that the existing methods and tools, previously developed for analyzing high-
quality DWOs can be extended to the analysis of low-quality DWOs.

The above-mentioned theoretical investigations and numerical simulations conceming low-quality
DWOs have concentrated on finding stability boundaries, mostly for single-loop systems. The non-
linear characteristics of this type of DWO, especially in a complex system with parallel, heated channels,
have not been thoroughly investigated. )

Generally, the low-quality DWOs may be induced either in a single-loop or in a complex natural
circulation system, either with or without power feedback, and either at a fixed power level or during a
power transient. The present study is a numerical investigation of the low-quality DWOs applied to the
INET experimental facility with two parallel heated channels. The present work differs from previous
studies in aiming at the stability structures in this natural circulation system.

MATHEMATICAL MODELING

The numerical simulation model of the system is shown in Fig. 3. The mathematical system is derived
from 1-D homogeneous equilibrium conservation equations for mass, momentum and energy as follows.

(a) Single-Phase Region

M = (Apsu) = C1(1) (0
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The basic assumptions embedded in the present mathematical model include:

o the system pressure at which all thermodynamic properties are evaluated is constant;

o the flow in the system is 1-D, and both phases are incompressible fluids and homogeneously flow
with the same cross-sectional velocity;

o the enthalpy distribution is linear, and the two phases are locally in thermal equilibrium;

o the heat flux on the wall is assumed constant and no power feedback is involved.

It is worth while to discuss the considerations of adopting the above assumptions for simplifying the
mathematical system and for processing reliable numerical solutions, but with the main physical features
remaining intact. It has been known [18] that 1-D model is generally inadequate to represent the effect
of subcooled boiling for high frequency (> 1 Hz) stability analysis. The characteristic frequency in the
present study is fairly below 1 Hz, thus 1-D subcoold boiling model should be valid. However, the
RETRANO?2 code simulation carried out by Gao et al. [19] has shown that the flow dynamics with
a number of 1-D subcooled boiling models did not produce significantly different results to that with
only the equilibrium assumption for the same system, under the similar operation conditions, but in the
single-loop mode. We believe that the relatively large ratio of the riser length to the heater length of
the INET experimental facility has diminished the influence of subcooled boiling. It might have stronger
effect to the flow instabilities if such a ratio were small. Thus, thermodynamic equilibrium assumption is
a trade-off between simplicity and perfection. It is suitable for the present study based on the confidences
established from the past experiences when NHR-5 heating reactor was developed.

It has been also well-known [8] that DWOs are dominated only by the dynamic feedback mechanism
among the perturbations of mass flow rate, flow enthalpy, two-phase density (or quality) and pressure
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drops in the two-phase flow system. A dozens of parameters, such as phase slip factor (or drift-flux
velocity), heat transfer coefficient, subcooled boiling, wall thermal capacity etc., may influence the details
of flow stability, such as oscillation frequency, amplitude etc., but not the driving mechanism. The
most adequate assumptions for simplifying physical system should be delineated as those under which
the corresponding mathematical system becomes as simple as possible, the irrelevant and non-significant
effects are eliminated, and the relevant and important effects are kept as much as possible aiming at
the purpose of the analysis. The present study intends to investigate the mechanisms of the low-quality
DWOs in a complicated natural circulation system and to gain insights and experiences of developing
next generation of passively safe nuclear heating reactors. The assumptions listed above are believed to
be fairly adequate for such purposes.

The system is divided into a number of control volumes as shown in Fig. 3. According to the above
assumptions, the conservation equations are converted into a set of ordinary differential equations using
the Galerkin-based moving nodal method and the Leibniz’s rule of integration for the heated section, but
with the fixed nodal method for the other components. The details of this model have been described by
Lahey [20] for a single-loop natural circulation system, thus only the final form of the converted, ordinary
differential equations, and the boundary conditions relating to the parallel channels, will be described.

The integral of the energy equation in the single-phase region in j-th heated channel gives

dL;;
dt

= 2uinr.7' -

dlisvi _ oy ( ¢"Pu

dt AprAh_sub)j (Lij = Li1,j) (t=1,Ns;3=1,2) (8

The integral of the mass conservation equation yields

dM,y, ; ‘
d;h,] = AH,j(Pf’U«in,j - Pe,jue,j) (7 = 1,2) ©

The assumed linear enthalpy profile in the two-phase flow region leads to

Ly ln e,.] .
Me,; = /0 pdz = psAiAn; + An;ps(La,; — f\j);)f—(//:ié_’;_’”i (1=1,2) (10)

which relates the fluid mass in the heated section j with the exit density.

The combination of the miass and energy equations in the two-phase flow region defines a velocity
equation:

ou; o q" Pyvg, L.
- =8Q;= <Aprhfg ; (7=1,2) an

whose integration along the channel is
ui(2,1) = win; + Qi(z =) (G=1,2) (12)
Moreover, the integral form of the mass conservation for each segment in a riser is

dM; ;
dt

= Anjuej(pr-15—pPrj)  (r=1,Np;j=1,2) (13)
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The fine meshes used for the adiabatic risers justify the use of a linear density profile. The analogue
to the heated section by using a linear profile of the enthalpy along the adiabatic riser proposed by Lahey
[20] is not used, so that

My, = MRy = LN =1,2) (14)
ZIVR, J

Equations (8), (9) and (13) define 2 X (L + Ns + Ng) system of first-order, differential equations, while

equations (10) and (14) provide 2 X (1 + N ) supplementary algebraic relations. Meanwhile, the mathe-

matical system has a total of 2 X (3 + N +2Ng) unknowns (Li,j, Mch,j» Mrj, Win,j> Pe.j> Prij )- Hence,

two additional equations are needed to close the system: these are the imposed boundary conditions.

The boundary conditions include the two pressure drop balances for the channels. Another unknown
iy, the velocity in the downcomer is, however, introduced. The integral of the momentum equation along
each loop yields

Apg+Ap; =0  (1=1,2) (15)

where Apy and Ap; are pressure drops along the downcomer and the channel j, respectively. All
acceleration terms are included implicitly in the pressure drop expressions for simplicity. Comparing to
that given by Rizwan-uddin and Dorning [21], in which they separated the acceleration term from the
total pressure drop for each channel, the present expression is equivalent. Their emphasis may be more
aimed at the imposed pressure drop or imposed inlet mass flow rate boundary conditions, however the
present one is more at natural circulation loops.

The splitting of the downflow region into the two heated channels satisfies the condition:

o (Ang),
Ug = E Uin,j (16)
i=1

Aloop

By eliminating u4 between Egs. (15) and (16), and then substituting for the pressure-drop balances.
Hence, a mathematic system with 2 x (3 + N, + 2NR) equations is generated, and now the unknown
numbers are matched. The final form of ODE system can be symbolically expressed as

dy
— =F(Y,1) a7

in which Y = (Li;, Mcn,j, Mrj, Uinjs Pe,j» Pr,j ) is the unknown vector to be solved.

Equation (17) is solved numerically using the implicit Gear’s algorithm encompassed in the well-
known, ODE solver package LSODE (Hindmarsh [22]). The relative and absolute tolerances for control-
ling computational errors are set as Eg = 10~® and E4 = 1077, respectively. The numerical tests [16]
have indicated that when E4 < 1076 and Er < 10~%, LSODE code can reliably solve the mathematical
system modelling the limit cycle oscillatory flow in the physical system mentioned above. The time steps
are automatically controlled by the code according to the error tolerances with the maximal time step
Atnar = 0.05s. Because the period of the expected flow oscillation has been known in the range of 1to
20 seconds, the resolution defined by At,,.. has been proven quite satisfactory.

Numerical tests have demonstrated that the number of nodes used in the Galerkin-based nodal method
does not significantly influence the results. The present node numbering (Ns =3 and Np = 9) is a
suitable compromise between accuracy and efficiency.
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RESULTS AND DISCUSSIONS

Proper thermal-hydraulic design is essential for optimizing the performance of the reactor core. The
present paper analyzes the low-quality DWOs in the system shown in Fig. 3 for the following three
cases: (I) Symmetrical heating and throttling; (2) Asymmetrical heating and symmetrical throttling; and
(3) Asymmetrical heating and throttling. These three combinations are somehow related to the optimal
design of the reactor core, once power distributions among the fuel assemblies are taken into account.

The nominal lengths of the heated section and the adiabatic riser of the INET experimental facility
(see Fig. 2), Ly and Lg, are 0.58m and 3m, respectively. The heating elements in the heated section
of each channel are 1 x 4 electric rod bundle with the rod diameter Dy = 10man and the pitch size
Sy = 13.3mm. The power distribution of the heated section is axially uniform. The nominal diameter
of the riser Dp is 60mm. Other detail geometric parameters of the facility have been encompassed in
reference [2]. The numerical simulation system shown in Fig. 3 are designed to represent the INET
experimental facility characterized by these main geometric parameters. The system pressure is also set
at the same level as that of the experiment, i.e., p = 15bar.

The stability threshold for a given poWer level is obtained from the transient results, triggered by
imposing a velocity perturbation to the corresponding steady-state solutions, or the fixed points of Eq.
(17). The initial perturbation is given by

= d im0 t<to

Figure 4 depicts three typical results leading to self-sustained oscillations for the above three cases.
From these examples, one can distinguish the corresponding dominant modes. In the case of symmetrical
heating and throttling (Fig. 4(a)), the out-of-phase, equal-amplitude, limit-cycle oscillation is the dominant
mode. For the latter two cases, the asymmetries have yielded fundamental changes in the oscillation modes
of the parallel channel system in which channel 1 represents the high-power channel. Figure 4(b) indicates
that the limit-cycle oscillation is still the dominant mode in the second case, with asymmetrical heating
and symmetrical throttling. However, the amplitudes in both channels are different and the phase lag
is no longer 180°, but less than 45°. The oscillation in the low-power channel is stronger than that in
the high-power channel. The entire system oscillates more like the in-phase loop oscillation dominated
by the low-power channel. The oscillation in the high-power channel exhibits slight nonlinear behavior.
Figure 4(c) shows that the oscillation mode of the system with asymmetrical heating and throttling, is
also limit-cycle. Unlike the previous cases, the phase lag of the oscillations in the two heated channels in
this last case is quite close to 1807, but the oscillation in the high-power channel is stronger. The entire
system oscillates more like the out-of-phase parallel channel oscillation, controlled by the high-power
channel. The oscillation in the low-power channel displays obvious nonlinear behavior.

Generally, the basic oscillation modes in a natural circulation system with parallel, heated channels can
be classified as the in-phase loop oscillation and the out-of-phase channel oscillation. The actual modes
differs from one another only in the various combinations of these two basic modes. It has been known
(e.g., [2] and [10]) that the low-quality DWOs are controlled by the change of gravitational pressure
drops in the hot legs (including the heated sections and the risers), and balanced mainly by the inlet
pressure drops. The higher the channel power, and the larger the inlet throttling, the more stable. The
parallel-channel oscillation is more easily triggered than the loop oscillation. The mechanisms, and the
key points for the above three modes, are addressed as follows.

In the first case, the two channels are identical so that the parallel-channel oscillation should be the
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out-of-phase, equal-amplitude, limit-cycle oscillation. Because mass continuity can be preserved within
the two hot legs in such a mode, the oscillations only involve the two hot legs, but not the common
downcomer. The crucial point in designing a parallel-channel system, under similar conditions, is to avoid
the out-of-phase. parallel-channel, limit-cycle oscillations. The fuel assemblies, with their connected risers
at the same radial positions in a reactor core, may be similar to this case.

In the second case with %‘—" — 1.44, because the inlet pressure-drop coefficients are the same for both
2.0

channels, the higher power level corresponds to a more stable flow. Thus, the low-power channel is more
unstable, so that it is more active and dominates the oscillations in the entire system. The key criterion for
designing a similar system, free from the low-quality DWOs, is to prevent the system from the oscillations
referenced to the low-power level channel. The fuel assemblies at different radial positions in the reactor
core may coincide with the situation.

It is interesting to explain the last case in more detail in order to gain insight into the optimal design
of the reactor core. This situation occurs when the flow conditions are optimized by taking into account
the power distribution among the fuel assemblies, with equal exit quality as a constraint. This constraint
can be realised by suitably setting the inlet throttling according to the power of each channel, which leads
to

hej - h'sat Q Ahsub .
2o = Do _ = _ Bl =1,2 19
T 2J hfy ( A/Ihfg ) ] hfg (] ) ( )

Moreover, the pressure drops in all channels are the same, and can be approximated as
Apin & Kjul, ; (j=1,2) (20)

The combination of the above two equations yields

(%) ~ \/E 1)
Q2 K

which can be used to select the inlet throttling, according to the power of each channel. The power
ratio is set to 1.5 for the numerical calculation. The inlet throttling, K, and K,, are set at 15 and 35,
respectively, to obtain the average value 25, which is the nominal value when the system is operated as a
single loop. In this example, the average levels of the boiling boundaries in the two heated channels are
very close. The significant, unbalanced oscillation amplitudes imply that the oscillation in the downcomer
is close to being in-phase with that in the high-power channel. The stabilizing effect of increasing the
inlet throttling is stronger than that of increasing the power if the equal exit quality condition is enforced.
This explains why the channel with low power is more stable than that with high power in the region
where one would expect low power to be more unstable. The most important point, in optimizing the
design of a low-quality, natural circulation system with parallel heated channels with equal exit quality,
is that the inlet thresholds must be well paired with the channel powers. Protecting the system from the
low-quality DWOs depends mainly on avoiding the oscillations referenced to the high power channel.

Figure 5 compares the stability thresholds predicted by the present study with data from the INET
stability experiment, for the three above-mentioned set-ups. Fairly good agreement is achieved, although
some slight differences remain. The comparisons validate the present model, relating to the stability
threshold predictions for different set-ups. The comparisons cover a large interest region for the design
of integral heating reactors, operating in the BWR mode.
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Another way of investigating the stability structure of the natural circulation system is to study transient
response of the system following a smooth exponential i)ower transition with

Q) = Q sl (22)
0=\ a1 (1o [ (54)])) ¢34

which means that the system is run first at a specified power level Qp, and then a power transition
is triggered at fg. The parameters o and § are positive constants which serve to the power transition
characteristics. During the resulting transient, all other parameters remain unchanged. The negative
sign in the above equation corresponds to a power reduction and the positive sign to a power increase,
respectively. In the present analysis, the parameters are chosen following ranges

01La<0.3 and 1.0< 4 <£50.0 (23)

Figures 6, 7 and 8 show results for the three cases mentioned above. In all three examples, the system
is initially run either in the stable region and then with the power decreasing, enters the unstable region,
as estimated by the stability threshold found from the analysis of the flow transient triggered by a velocity
perturbation of equation (18), or vice versa. The results show that with slow power reduction (large f),
the system moves to a stable configuration for all three cases, while with fast transitions, the system
becomes unstable for the last two cases but remains stable for the first case. However, the power increase
transients always lead the system to the stable region. Only if the power is well into the unstable region,
does the slow transient induce oscillations in the system (see Fig. 9).

I'hese results suggest the existence of a conditionally-stable region in which small perturbations will be
damped, while large perturbations will trigger instabilities. A possible explanation of this conditionally-
stable region is that there are only two basic modes for the low-quality DWOs: namely, the in-phase loop
oscillation and the out-of-phase channel oscillation. The power level at the onset of the former always
differs from that of the latter (at least for the cases discussed here). Real modes for different operational
set-ups are combinations of these two basic modes. The reasoning is based on the fact that the pure
loop oscillation can be triggered by a small perturbation, while the combined oscillation requires a finite
perturbation to destroy the equilibrium conditions established when the system is in the absolute stable
region (no matter how these equilibrium conditions are established). The results shown in Figs. 6to 9
support this conjecture. The case of symmetrical heating and throttling is more clear as an example for
detail discussion.

Figure 10 depicts the phase diagram of the system obtained by thoroughly analyzing the numerical
results around the conditionally-stable region for the case of symmetrical heating and throttling. The
conditional stable region is naturally partitioned by the onset point of the out-of-phase oscillation, A, the
onset point of the pure in-phase loop oscillation, A’ which may be fully shadowed by the parallel-channel
oscillations and the surface of the unstable limit cycle corresponding to the minimum perturbation intensity
required to trigger oscillations in this region. From Fig. 10, one finds that A corresponds to a complicated
bifurcation, and A’ to a subcritical bifurcation. The results also reveal that this conditionally-stable region
is very narrow, thus a relatively small velocity perturbation in this region may yield strong oscillations.
The results in Fig. 9 with a large power-level change in a slow-power reduction transition indicate that
an in-phase oscillation has been triggered. The results in Figs. 6(c) and 6(d) present a striking contrast
between a symmetrical transient and an asymmetrical transient. The former yields stable and the latter
leads to unstable. These also lends support to the conjecture made above. The stability structures for
other two cases are similar to the case of symmetrically heating and throttling. They differ from each
other only in the system oscillation mode related to the corresponding set-up.
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The comparisons with the three sets of experimental data from the INET facility strongly support the
basic oscillation modes classification given in the present study. These data include: (1) the onset points
of DWOs from the single-loop experiments; (2) the onset points of DWOs from the parallel channel
experiments, with the cross-connection valve closed; (3) the onset points of DWOs from the parallel
channel experiments, with the cross-connection valve open. The cross-connection is located above the
heated section to connect both upflow risers. This connection actually results in the system being closer
to one with two parallel heated sections, but with only one common riser. Because the heated sections
are relatively short compared to the risers, one can expect that the system will be more like a single-loop
system, but its volume is doubled if the cross-connection valve is open. Figure 11 shows the comparisons
of these three sets of experimental data. A typical example of the experimental results is depicted in
Fig. 12. The data is selected from the set of the experiment with symmetrical heating and throttling, and
with the cross-connection valve closed. The experimental number is B82909. The mode can be identified
as the out-of-phase, equal-amplitude channel oscillation. The oscillation period is about 4 to 5 seconds
which is very close to the transient time for the fluid particles to pass through the up-flow channel where
the oscillation took place. This oscillation period has provided strong evidence to support the present
study with the matter of naming this type of two-phase flow instabilities as the low-quality DWOs.

CONCLUSIONS

Two-phase flow instabilities in a low-quality, natural circulation system with two parallel-heated channels
have been numerically studied. Different stability oscillation modes corresponding to different operational
set-ups are distinguished. The present study has verified that the combination of the in-phase, loop oscil-
lations and the out-of-phase, paraliel-channel oscillations may lead to a complex flow stability structure
for a complicated natural circulation system operating at low-quality and low-pressure conditions.

A quite narrow conditionally-stable region has been detected by analyzing numerical simulation results.
The mechanism of this stability structure has been explained. The present study has also found that
a smooth, power-reduction transient can lead the system from an unconditionally-stable region to a
conditionally-stable region. This conditionally-stable region is quite sensitive to the flow perturbation. Any
real engineering system, whose control safety is the main priority cannot be operated in such conditionally-
stable regions.

The results of the present study emphasize the importance of carefully carrying out numerical analyses,
especially when general codes are used to simulate the system stability characteristics during power
transients. Rohatgi et al. [23] have also pointed out some new challenges on time-domain codes for
DWOs analysis. Correctly understanding of the stability structure in the conditionally-stable region is
essential for designing passive safe Integral District Heating Reactors. The significance of the present
study is to point out that if only one transient mode is analyzed - either a power reduction or perturbation
transient - the complete information concerning the stability structure may not be obtained.
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NOMENCLATURE

cross-sectional flow areat m?

unit vector of the flow path or of gravity
Darcy frictional factor

gravitational acceleration, ms—2

specific enthalpy, J/kg

local pressure drop ceofficient

node location or the length of the flow section, m
channel or node mass, kg

node number

pressure, bar

heated or wetted perimeter, m

heat flux, Wm =2

heating power, W

time, s

temperature, °C

velocity, m/s

specific volume, m3/kg

coordinate in hot leg, m

VO ZZ2rC X Sn e 5

-
2

e

N <2 3"~9Q.

Greek Symbol

p density, kg /m?3

A location of boiling boundary, m
6 6— function, §(z) = 0.0, if  # 0.0 and é(z) = 1.0, if = = 0.0
A difference

Subscript

ch channel

e exit of the heated section

f liquid phase

g gravitational

loop external loop

R riser

s single phase

sat saturated

sub subcooling
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FIBWR2 Evaluation of Fuel Thermal Limits
During Density Wave Oscillations in BWRs

N. Nik, S. R. Rajan, M. Karasulu,
New York Power Authority, White Plains

ABSTRACT

Analyses were performed to evaluate hydraulic and thermal margin responses of three
different BWR fuel designs subjected to the same periodic power/flow oscillations, such as
those that might be exhibited during an instability event. The power/flow versus time
information from the oscillations was used as a forcing function to calculate the hydraulic
response and the MCPR performance of the limiting fuel bundles during the regional
oscillations using the analytical code FIBWR2. The results .of the calculations were used to
determine the thermal margin variation as a function of oscillation magnitude.

1. INTRODUCTION

BWRs may experience instabilities due to the potential density wave oscillations which are
characteristics of all two-phase flow systems. These instabilities, caused by time-lags in void
propagation and characterized by a period related to the transit time of a fluid particle
through the boiling channels, affect density and consequently cause mass flow rate to
oscillate in the shrouded fuel bundles. The boiling channel can become unstable and sustain
an oscillation with a constant pressure drop across the channel. In BWR’s the oscillatory
flow effect causes nuclear power generation to oscillate because of the tight void-reactivity
nuclear feedback coupling of flow to power, especially under gravity driven or natural
circulation. Sustained power oscillations (limit cycle) may violate the NRC’s General Design
Criteria 12 (GDC-12). Large oscillations may exceed thermal limits, leading to fuel damage.

In this study a fuel performance analysis was carried out using the transient code FIBWR2
[1], to evaluate the hydraulic behavior and thermal margin response of various fuel bundles
during regional oscillations. The oscillations represented by FIBWR2 were based on
supplied forcing functions [2] of variations in hot channel power and flow levels.
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2. FIBWR2 CODE GENERAL DESCRIPTION AND QUALIFICATION

FIBWR? is a transient multi-channel BWR core thermal-hydraulic analysis code that
explicitly models all flow paths in a core and each individual bundle, with the bypass
represented as a one dimensional hydraulic channel. The distinct features of FIBWR2 are:

- Transient multi-channel Critical Power Ratio (CPR) calculation.
- Modeling of axially varying flow geometries, i.e., partial length rods; and

- Detailed modeling of leakage paths, advance water tubes/channel box , and bypass
flow.

FIBWR2 does not have the capability of predicting multi-dimensional BWR stability
performance characteristics.

The thermal hydraulic and fuel heat transfer solution methods, correlations, and constitutive
models used in FIBWR2 are comparable to those in other transient codes such as RETRAN
[3], TRAC [4], RAMONA [5], and THERMIT2 [6].

Several aspects of the thermal hydraulic performance of a BWR can be evaluated using
FIBWR2. A single assembly or a full core can be modeled and the thermal hydraulic
response to transient inlet and outlet pressure boundary conditions can be determined. Two
calculational methods are provided in the code. A total core pressure boundary condition can
be imposed with assemblies in the core represented as groups of thermal-hydraulically similar
parallel channels, and flow in each bundle calculated. Alternatively, a total inlet flow can be
specified, with the code calculating channel flow splits and core pressure drop.

The fuel rod models used in FIBWR2 are: transient heat conduction through fuel pellet and
cladding; the fuel-clad gap conductance; the fuel pellet radial power distribution; and the fuel
and clad internal heat generation. In addition to these models, FIBWR2 uses temperature
dependent fuel and clad material properties for transient calculations.

EIBWR2 has been qualified against an analytical flow decay solution; and against
RETRANO? calculated core transients including a core power spike, flow variation, and
pressure ramp increase events [7].

3. CASES CONSIDERED

The fuel assemblies evaluated in this study were the 8x8, 9x9, and 10x10 designs. The 8x8
design is a 150-inch active fuel length assembly with seven spacers and one large water rod
replacing four fuel rods. The 9x9 design has 146 inches of active fuel length with seven
spacers, and contains two large water rods in place of seven fuel rods. The 10x10 design
with 150-inches active fuel length also uses two large water rods replacing eight fuel rods
and contains eight spacers. The 9x9 and 10x10 designs also use part length rods which are
explicitly modeled with FIBWR2.
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The fuel performance analysis was based on three sets of forcing functions of variations in
hot channel power and flow levels representing three oscillation magnitudes, provided by the
BWROG [2]. The first oscillation represents a "Caorso-type" event [8, 9] with 10% of rated
peak-to-peak APRM. The second oscillation (Intermediate) is based on plant data with an
APRM oscillation magnitude of 25% of rated. The third oscillation, an extrapolated case
proportional to the first case, is used to simulate a large magnitude regional instabilities.

The forcing functions are for the limit cycle oscillations (decay ratio = 1). Initial core
conditions, applied to all three oscillations analyzed, are given in Table 1. These oscillation
characteristics were applied to each fuel design identified above in conjunction with the inlet
orificing and rated bundle powers of a representative mid-size BWR-4. The FIBWR2
analyses assumed a single bundle of each design representing a hot channel condition. Fuel
channel nodalization includes 24 heated nodes, inlet orifice, upper and lower tie plates, and
fuel rod spacers. Water rods are simulated as unheated rods.

4. THERMAL HYDRAULIC RESPONSE DURING OSCILLATIONS

Results of all oscillation cases for each fuel design are qualitatively similar. Figure 1 shows
the typical nodal power and cladding surface heat flux response of the 8x8 design for the
intermediate oscillation. Figure 2 shows mass flow rate variations at the bottom and top of
the active fuel length for 8x8 fuel for the intermediate oscillation, illustrating the phase shift
in the hydraulic response. The first few cycles were not plotted because they were not
typical of the steady limit cycle response. Results for the "Caorso" and extrapolated
oscillations for this 8x8 design differ from those shown in Figures 1 and 2 primarily in the
magnitude of the flow response.

Figures 3 and 4 show comparisons of cladding surface heat flux response, and channel exit
flows for the 8x8, 9x9, and 10x10 fuel designs, respectively, for the intermediate oscillation.
The 10x10 design has the shortest thermal time constant, and exhibits the highest heat flux
and largest flow oscillations compared to the 8x8 and 9x9 designs as shown in Figures 3

and 4.

5. THERMAL MARGIN DURING OSCILLATIONS

The thermal margin or critical power ratio was calculated by FIBWR2 for each fuel design
with each input neutron power perturbation. The thermal margin is calculated using the
GEXL correlation. Figure 5 compares MCPR behavior for the 8x8, 9x9, and 10x10 fuel
designs for the same imposed power perturbation. As shown in Figure 5, 8x8 fuel has the
highest MCPR during the limit cycle oscillation followed by 10x10 and 9x9 bundle designs.

These results have been combined to determine the hot channel delta-CPR/Initial CPR
(ICPR) variation as a function of oscillation magnitude, as shown in Figure 6. Figure 6
shows that the 8x8 and 9x9 designs have more margin to the safety limit than 10x10 fuel.
The calculated delta-CPR/ICPR for the 9x9 fuel is approximately the same as the 8x8 fuel at
the lowest oscillation magnitude; and 0.06 and 0.08 higher at the intermediate and
extrapolated magnitudes, respectively.
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The resulting delta-CPR/ICPR characteristic as shown in Figure 6 can be applied to various
initial conditions to estimate the minimum CPR for a given magnitude of oscillation. The
initial (pre-oscillation) CPR, however, depends on a number of other parameters including
plant operating state, margin to operating limits, and operating limit MCPR. For conditions
following a recirculation pump runback or trip, the initial CPR will also depend on MCPR
change as a function of flow and on the magnitude of the flow change. Hence a wide range
of ICPRs is possible even for a given reactor.

6. SUMMARY AND CONCLUSION

Fuel thermal limits during BWR density wave oscillations for the regional oscillation mode
(simulated by supplied forcing functions of variations in hot channel power and flow levels)
were evaluated using the multi-channel thermal hydraulic transient code FIBWR2. For a
given fuel design, i.e., 8x8, 9x9, or 10x10, the hydraulic response and the MCPR
performance of the limiting bundles were investigated during limit cycle oscillations. For a
particular fuel design, a representative relationship of delta-CPR/Initial CPRs (ICPR) and
peak bundle oscillation magnitudes was examined. This is referred to by BWROG as the
DIVOM (Delta CPR divided by the Initial CPR Versus the Oscillation Magnitude) curve.

The 10x10 fuel has less margin to the safety limit than either the 8x8 or 9x9 designs due to a
shorter thermal time constant. A shorter time constant results in higher heat flux and flow
oscillations for the same imposed power oscillation. The 9x9 fuel has a delta-CPR/ICPR
performance that is approximately the same as that for the 8x8 fuel; and 0.06 and 0.08 lower
at the intermediate and extrapolated oscillations, respectively.
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TABLE 1

INITIAL / AVERAGE CORE CONDITIONS

PARAMETER VALUE

Core Power 44.5% rated
Core Flow 29% rated
Inlet Temperature 537.8K

Core Pressure 965.7 Psi

Hot Channel Inlet Flow 0.04165 Mlb/hr

HOT CHANNEL AXJIAL POWER FACTORS
(Radial Peaking Factor = 1.4819)

Node APF

Bottom of Active Fuel (BAF) 1 .4841
2 1.3334

3 1.4364

4 1.3877

5 1.3737

6 1.3571

7 1.3200

8 1.2590

9 1.1987

10 1.1505

11 1.0959

12 1.0424

13 1.0060

14 .9782

15 .9649

16 .9557

17 9454

18 .9564

19 .9228

20 .8370

21 7259

22 .5753

23 4688

Top of Active Fuel (TAF) 24 .2246

@) Average power/flow condition for all cases were 44.5% |
29%.

(2)  Peak oscillation magnitudes of 137, 274, and 356 percent
rated are for "Caorso type", intermediate, and
extrapolated oscillations given in Tables 2, 3, and 4.

916



1

10

o o]

Fission Power and Heat Flux, Mwt
=N

I\

\

CRVRVAVAVRVAVAVAUAN

| | 1 1 |

15

20 25 30 35
Time, Sec

(1) Heat Flux (2) Fission Power

Figure 1: Fission Power and Cladding Heat Flux for 8x8 Fuel

Intermediate Oscillation

917

45




0.07

0.06 |+

o
S
1

=
®

0.03

Channel Inlet and Exit Flow, Mlb/hr
=)
S

0.01

€
@ \

1 | 1 1 |

15

20 25 30 35 40
Time, Sec
(1) Channel Inlet Flow (2) Channel Exit Flow

Figure 2: Channel Inlet and ExitFlow for 8x8 Fuel

Intermediate Oscillation

918

45



T (v

Cladding Heat Flux, Mwt
w

25 F

2 i | | ] } |
15 20 25 30 35 40 45
Time, Sec

(1) 8x8 (2) 99 (3) 1010

Figure 3: Cladding Heat Flux for 8x8,9x9, and 10x10 Fuels
Intermediate Oscillation

919




Channel Exit Flow, Mib/hr

=
®

0.07

SR

RERAMLLL

0.02 ] | | |
15 20 25 30 35 40
Time, Sec

(1) 8x8 (2) 99 (3) 10x10

Figure 4: Channel Exit Flow for 8x8,9x9, and 10x10 Fuels
Intermediate Oscillation

920



2.6

2.5

24

23

MCPR
)
() [

1.8

1.7

16

1.5

3
- (2)
i ()
(N —
L @3) \
- (2)
1 | | 1 |
15 .20 25 30 35 40 45

Time, Sec

M8 Q9%  (310x10

Figure 5: MCPR for 8x8, 9x9, and 10x10 Fuels
Intermediate Oscillation

921




Delta—CPR /ICPR

0.35
03} A
0.25 |
A
02 } L
0.15 }
A | |
01 ¢
0.05 |
| |
| J
0 i ! 1 | i
100 150 200 250 300 350 400

Peak Oscillation Magnitude (% of Rated)

.8x8 .91@ A10x10

Figure 6: Thermal Margin Response During Regional Oscillation
560 Bundle Midsize Core (Orifice Diam. = 2.09 inch)

922



Density Wave Oscillations of a Boiling Natural

" Circulation Loop Induced by Flashing

Masahiro FURUYA, Fumio INADA and Akira YASUO

Central Research Institute of Electric Power Industry

11-1 Iwatokita 2-Chome, Komae-City, Tokyo 201, JAPAN

ABSTRACT

Experiments are conducted to investigate two-phase flow instabilities in a boiling natural
circulation loop with a chimney due to flashing in the chimney at lower pressure. The test
facility used in this experiment is designed to have non-dimensional values which are nearly
equal to those of natural circulation BWR. Stability maps in reference to the heat flux, the
inlet subcooling, the system pressure are presented. This instability is suggested to be density
wave oscillations due to flashing in the chimney, and the differences from other phenomena
such as flow pattern oscillations and geysering phenomena are discussed by investigating the
dynamic characteristics, the oscillation period, and the transient flow pattern.

1 INTRODUCTION

Advanced Light Water Reactors (ALWRs) with simplified passive safety systems such as
AP-600 and SBWR! are being developed in the USA and in other countries. In simplified
BWRSs, recirculation pumps installed in current BWRs are removed, and a chimney is in-
stalled on the core to increase the natural circulation flow rate. In natural circulation BWR,
thermo-hydraulic stability at low pressure start up should be estimated while considering the
flashing induced by the pressure drop in the channel and the chimney due to gravity head”l,
In this paper, thermo-hydraulic instability was investigated experimentally with a test loop
in which the height of the test loop was comparable with that of natural circulation BWR, so
that the nondimensional parameters to estimate thermo-hydraulic stability of reactors at low
pressure start up were close to natural circulation BWR.

Several studies have addressed stability at low pressure start up of natural circulation BWR.

Aritomi et al.”H” and Chiang et al.®!® conducted a basic study on the instabilities under the
low pressure condition in a parallel channel natural circulation loop. They reported that three
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types of instability. viz. geysering, natural circulation oscillations. and density wave oscilla-
tions could occur in their experiment, however, the effect of the flashing on the instabilities
is not paid attention in their work.

Yokobori et al."" and Lin et al.!'!! calculated the stability of natural circulation BWR dur-
ing start-up using a TRAC code which is a time domain two-phase flow analysis code with a
two-fluid model. Masuhara et al.'" calculated the stability using a linear stability analysis
code with a drift-flux model. Both results showed instability could not occur in natural circu-
lation BWR during start-up. Yokobori, et al.' and Masuhara et al.'?) also conducted stabil-
ity experiment using freon. However, the TRAC code analysis and the linear stability code
analysis!'"® were not evaluated using experimental data in relation to the stability at low
pressure condition, and the experiment using freon can underestimate flashing induced by the
pressure drop in the channel and the chimney due to gravity head because the change in
saturation enthalpy of freon with pressure is much smaller than that of water.

The Dodewaard BWR station in the Netherlands, which is a natural circulation BWR with
a chimney, is being operated now ", The claim is that instability can not occur during start-
up. However, the composition of the Dodewaard reactor is not the same as that of natural
circulation BWR because there are no separators in the Dodewaard reactor. It is not clear
what type of instability is the most critical and whether or not operation condition of the
natural circulation BWR is far from the unstable region.

Inada et al.P!™ investigated the flow instabilities of a boiling natural circulation loop with a
chimney with a small scale (1/6 of the representative natural circulation BWR in height) test
apparatus and linear stability analysis using homogeneous two-phase flow model, and
showed ‘adiabatic flashing due to decrease in gravity head’, hereinafter abbreviated “flashing”,
in the chimney takes important role on the instability. However, a test loop should be as tall
as the representative natural circulation BWR to simulate the flashing effect in it. Further
detail measurement systems are needed to confirm the characteristics and the mechanism of
the instability.

To solve these issue in this study, the test facility was designed and constructed to have
nondimensional parameters equal to those -of natural circulation BWR for the thermo-
hydraulic similarity. Parameters representing the flashing quantity, Froude number, pressure
loss coefficients, etc. were derived"* from the nondimensional form of the basic equations
using drift-flux model for the boiling two phase flow system.

This paper presents the experimental results of the test facility to investigate two-phase
flow instabilities in a boiling natural circulation loop with a chimney at lower pressures
ranging from 0.1 to 0.5MPa and addresses the characteristics and mechanism of the instabil-
ity as well as conditions where oscillations take place due to flashing in the chimney.

2 TEST FACILITY

Figure 1 is a schematic of the test facility. This loop consists of two channels, a chimney,
an upperplenum, a downcommer, a subcooler, and a preheater. The channel length is 1.7m
and the chimney length is 5.7m, which are around 70% the values in a typical natural circula-
tion BWR. A heater pin is installed into each channel concentricity. The test fluid is water.

This facility was designed and constructed to have nondimensional parameters equal to
those of natural circulation BWR for the thermo-hydraulic similarity listed in Table 1. The
flow rate which was necessary to calculate some of the nondimensional parameters was
estimated using steady-state two-phase calculation code with a drift-flux model. We summa-
rized the definitions and descriptions of the nondimensional parameters in a previous pa-
per!™,
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Table 1 Comparisen of the Test Facility D

with natural circulation BWR I - Onfice | . o1 —
System Pressure 0.1MPa 0 5MPa : Pressure Release line D‘ Separater N !
Target Reactor ;Test Fac.| Reactor 1 Test Fac. ! _ g
Froude Number 1.1:107 1 7.6:107 [ 1.1:107 3 7.4-10 u Condenser - ;
Friction Coef, 687 | 571 | 619 | 517 . (D= ——]
in uflie Cgam;el : 1 i f '
Orifice Coef, at H } = B !
the Channel Inlet t0-50 | 30 10-50 i 30 l ﬂ '?-,0 ?: : ;
Orifice Coef. at ‘ i ‘ Nitrogen 5 be EI
the Chimney Exit 20~40 | 21 | 2040 | 2 s | GasTank : M ,
(Separator Loss) : H §° 5 :
Phase Change Number | 11.6 1 13.1 | 2.74 1 3.7 v% Downcommer !
Subcool Number 898 ) 898 | 211 | 211 J E° v
Flashing Parameter 67 1 46 53 1 3.4 I i
Ratio of Vapor Density | 6 510~ 6 2.10% [ 2.9-107 | 2910 2
to Liquid i | \ |
Ratio of Vapor Density ' H " ‘f
at the Channel Inlet to 201 | 163 120 | 113 [ —
that at Chimney Exit ! ! 2 g o}
Nondimensional H H & & " i
Downcommer Cross 1.0s | LIl 1.05 | LI £ o3 Gate Valve v
Sectional Area : : & 2 |
Nondimensional o i - i
Chimney Cross Sec- 259 | 247 259 | 247 ,J)i]
tional Area ! T Preheter
Nondimensional 334 1 338 | 334 1 338 f
Chimney Length i : Z Heater A

. 3 . 1} L]
IJ:{:)?;;C"S'OM] Drft 1.32 E 1.97 1.25 E 1.92 Fig.1 Schematic Diagram of Fig.2 Region of Measurements
the Test Facility

Although the value of the Froude number and flashing parameter of the test facility is
around 70% of those of a typical natural circulation BWR, due to short height of the facility,

the value of most of the parameters agree well.
The regions for differential pressure measurements and the locations for temperature

measurements are shown in Figure 2. The condenser is not addressed in this experiment.
When the system pressure is maintained at 0.1MPa, experiments are carried out with the
valve attached at the upper separator open. Otherwise, the separator dome is pressurized by
injecting nitrogen to keep system pressure at a specific level. Results are obtained where the
channel inlet, temperature is raised by one or two degree Kelvin, when the system is con-
firmed to be in the steady-state after the heat flux at the channel and the system pressure are
controlled and maintained at specific value under natural circulation.

3 RESULTS AND DISCUSSION

3.1 Representative Flow Oscillations

Figure 3 (a)-(d) show representative waves where P;=0.2MPa and q°=53kW/m?. The void
fraction is estimated from the differential pressure. The average and the r.m.s value over
three cycles, when the flow is unstable (corresponding to Figures (b) and (c)), are tabulated
in Table 2 as well as the explanations of the legend used in Figure 3. All values of differen-
tial pressure and temperature remain constant (Figure (a), Ny,;= 29.8) when boiling does not
occur in the chimney. The values oscillate intermittently and periodically (Figure (b), Nys=
23.6) when the channel inlet temperature, which only remains constant, exceeds a specific
value due to pulsation of recirculation flow. Note that the time scale in Figure (b) is three
times longer than those in the other figures. A further increase in the inlet temperature de-
creases the oscillation period so the wave resembles a sinusoidal curve (Figure (c), Nus= -
0.080; note that the nondimensional channel inlet subcooling, Ny, is based on the saturation
temperature in reference to the pressure in the separator dome, which can be a negative
value.) It is clear that vapor developed in the middle of the chimney due to flashing and
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Fig.3 Representative Waves in Various with Nondimensional Inlet Temperature (Ng.;)
where P,=0.2MPa and q”=53kW/n".

moved upward because the Figures (b) and (c)
show a phase difference in the void fractions be-
tween R7 and R8. Moreover an increase in the inlet
temperature reduces the amplitude of the flow rate,

Table 1 Legend Explanation of the Fig. 3
and Averge and r.m.s. Value

differential pressure, and temperature fluctuations ® ©

(Figure (d), Nop=-2.17), then flow is stabilized. Legend | Property. Umt | Ave. [r.m.s.| Ave {r.ms.
. . Diff. Pressure. kPa
. Most of the experiments are conducﬁed with the R12 st Losl 5930887
inlet temperature increasing as described above, |- R34 0.75 0.31| 0.15]0.140
Jo . e |- RS5,6 0.66] 0.28]| 0.37}0.025
however, t.he stability bogndar1e§ agreed well with N Ry 2as| 13| 5851070
those obtained by decreasing the inlet temperature. -——-} R8 3.1} 1.51] 8.76[0.442
Temperature, C
————| Channel Inlet 105.8] 0.5{120.8 0.1
3.2 Effect of System Pressure ————| ChannelBxit  [124.8] 102|126.1f 06
-—e: Chimney Middle |121.6y 3.6/123.4} 0.1
ontheStability |~ —| ChimneyExit |1142| 63|1222] 02
---------- Heater Surface 133.7] 7.0{132.5| 0.7
Each condition invariance is classified and plot- V°,ig Fraction, -

. . PP U T Aata i 4 0.002}0.007(0.000{0.000
ted in Figure 4 with respect to heat flux and non- ——— RS.6 0.01910.026| 0.000] 0.000
dimensional inlet subcooling, where the system - R7 0.020}0.04910.132)0.035
. . . . . ——1] R8 0.048]0.120/0.452{0.038
pressure 1s O.ZMPa. The .sohd line in the figure is a et Velocm s T0236]0.190]0.767]0.057
present correlation described later. The symbol * * ’ System Pressure, kPa| 201.9] 192]203.3] 021

means stable condition; ‘C’ intermittent but peri-
odic oscillations as shown in Figure 3(b); and ‘O,
sinusoidal oscillations as shown in Figure 3(c).
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The range of the unstable region during in-

let subcooling increase with increasing heat ® .;,aé,e —— ;I ! l;
flux. Intermittent oscillations occur in the o [| S iermitent Oscilations ;
higher subcooling, sinusoidal oscillations S 3401 PresentConelation  § °
during the lower subcooling. Because the pe- 8z . o |
riod and waveform of the oscillations change 2 _::s’ . § 9
continuously with inlet subcooling, these dif- s g2 g
ferences are not clearly seen but depend on s 2 ‘ g § 1
the length of time when the void fraction is T2 L ?_
very small (plateau shown in the Figure 3(b)). zZ % 2 :

Figure 5 is the stability map at system 3 Ps=0.2MPa ]
pressures of 0.1, 0.2, 0.35, and 0.5MPa. 1t is P IR I O

apparent from this figure that increasing the
system pressure reduces the range during
subcooling where instability occurs. In fact,
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Fig. 4 Comparison of the Stability Boundaries
Between Experiments and Present Correlation

no instability was observed at 1MPa under 80 ———T———1——

the same experimental parameters as that at X Unit:MPa |

0.5MPa. This tendency was also reported by 60 _

others®I*?, £ .

3.3 Interaction between Channels 324 ]
The test facility has two parallel channels 3 % 20 _

to investigate the flow oscillations between £ i
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in these experimental series. Measured values == 0 N
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and location even where instability is taken 0 50 100 150 200
place because that instability is driven by the Heat Flux q* (kW/m?)
void fluctuations due to the flashing in the Fig. § Effect of System Pressure on the Stability

chimney and boiling ‘is not occurred in the Boundaries

channels.

4 MECHANISM OF THE INSTABILITIES

The types of the instabilities which we should consider!™! in this configuration of the facil-
ity are the flow pattern transition instability, geysering, natural circulation oscillations, and
density wave oscillations. Acoustic oscillations are excluded because its mechanism is the
resonance of pressure waves and its period is far smaller than that of oscillations in this
experiment ranging from 13 to 250 seconds. If the flow excursion initiates dynamic interac-
tion between the chimney and the separator dome, which has a compressive volume, pressure
drop oscillations should be taken into consideration. However, the r.m.s. value of pressure at
the separator dome is relatively small as tabulated in Table 2. Pressure drop oscillations are
excluded in this reason.

4.1 Flow Pattern

Flow pattern transition instabilities have been postulated as occurring when the flow con-
dition are close to the point of transition between bubbly flow and annular flow. Although
this facility can simulate flashing phenomena, the chimney diameter of the facility is too
small to simulate high quality flow pattern such as churn and annular flow.
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In this section. the transient flow pattern is
examined to make sure that the flow condi-
tion is not close to churn or annular flow and
the flow pattern transition instability can be
excluded from the main mechanism of the in-
stability in this experiment. The Mishima-
Ishii’s diagram!**! was adopted to examine the
flow pattern. Experimental data were plotted
in Figure 6 for about three cycles of oscilla-
tions at the upper part of the chimney, R8
(see Figure 2), under conditions of
P.=0.2MPa and q’=53kW/m’. The slip veloc-

o]
10 T 7 ll.TrIl T Irllllll|_q
i Bubbly Flow Siug Flow

" (d) Stable under Shghtly
- Subcooled Condition

Churn Flow

[ | |llJ_lJl_ L1 llllll‘ L LJ_LLLLLI__

Local Volumetric Flux of Liquid Phase, Jy (m/s)

ity was calculated from the modified Bankoff 103 pper ey o
correlation. Labels (b)'(d) are Corresponding Local Volumetric Flux of Gas Phase, Jq (m/s)
to those in Figure 3 (b)-(d). Experimental Fig. 6 Transient Flow Pattern in R8

data do not appear in the figure due to the (P.=0.2MPa and q"=53kW/m)

small void fraction under the highly sub-
cooled condition.

The flow pattern of intermittent oscillations ranges from liquid single phase flow to slug
flow. That of sinusoidal, in oscillations which boiling always taken place in the chimney, is
slug flow and the locus resembles an ellipse. Decreasing inlet subcooling reduces the area of
the ellipse, then the flow becomes stable.

Flow pattern is checked for all condition in this experiment and found not to fall in or

change to churn or annular flow with its characteristically lower pressure drop initiating flow
pattern transition instability.

4.2 Consideration of the Instability Classification by the Oscillation Period

Geysering has been observed in a variety of closed end (or forced flow at small flow rate)
vertical columns of liquid which are heated at the base. Its process breaks down into three
processes, viz. boiling delay, condensation (or expulsion of vapor), and liquid returning!"’. It
is also reported that the period of flow oscillation, t, is nearly equal to the boiling delay
time, 54, because the boiling delay time is much longer than that for the other two processes
in most cases.

Since geysering has not yet been defined clearly for natural circulation flow in relation to
density wave oscillations, we treat the characteristics of geysering in the natural circulation
system as those in a closed end or forced circulation system (tz ~T54). Boiling delay time is
defined as the time required for the fluid having some degree of subcooling, ATy, to be
heated up to the saturation temperature based on the pressure at the channel inlet and is
expressed by the following equation.

Ty = plelAT:\‘:'lb,inAclc (1)

q

The relationship between the boiling delay time and the flow oscillation period, <y, is de-
picted in Figure 7. The properties of the density, p;, and the specific heat capacity at the
constant pressure, Cp;, of water are based on the temperature at the channel inlet. 4. and £
are the flow area and length of the heated section, respectively.

The oscillation period is one order of magnitude larger than the boiling delay time, and
increases with increasing boiling delay time. This flow oscillation due to flashing is not
geysering as defined above. The reasons are the flow rate is large enough to form a super-
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subcooled water to condense large bubbles as =
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In the boiling system under the condition H ??)
of density wave oscillations, the oscillations & syeem 1]
are due to multiple regenerative feedback be- s Pressure
tween the flow rate, vapor generation rate, g 100 Lege""'o“i’;a H
and pressure drop. It is reported that the pe- ° . 0.20
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times the time required for a fluid to travel © 020
through the channel!™!, 0 20 30
Figure 8 illustrates the relationship be- Boiling Delay Time, 7pgq (sec)

tween the flow oscillation period and the Fig. 7 Relation Between the Flow Oscillation
time required to pass through the chimney Period and the Boiling Delay Time
region, which is equal to a value of the vol-
ume divided by the average volumetric flow 00— 71—
rate of the liquid. All (199 points of) data . 199 Points
under unstable condition are correlated well g T % 1
in variance with system pressure, heat flux, 2 8o
and inlet subcooling. The oscillation period is g 200 0 00 ]
nearly one and a half to two times the time S i
required for a fluid to travel through the % gg:;zme
chimney region. As described above, tem- = 100 Legend MPa |
perature oscillations at the chimney inlet and g o 0.10
outlet are out of phase (shifted by approxi- 3 el
mately 180 degree). Those two facts are prac- i O 0.50
tical characteristics of the density wave oscil- 0 e T o
lations. As presented here intermittent (but Time Required to Pass through
periodical) and sinusoidal oscillations in this the Chimney Region, 7 (sec)
experiments, are both in the same category as Fig. 8 Relation Between the Flow Oscillation
density wave oscillations, because both data Period and the Time Required to Pass through
are correlated continuously in the same curve. the Chimney Region

4.3 Driving Force for the Natural Circulation and Flow Rate

Chiang and Aritomi et al.®! observed three different type of oscillations in their experi-
ments; they are geysering, density wave oscillations, and natural circulation oscillations.
They assume the following driving mechanism of natural circulation oscillations:

(1) Vapor accumulates in a non-heated pipe (connecting the outlet plenum to the separator
tank, which consists of vertical and horizontal pipes in their apparatus), where the va-
porization rate is insufficient.

(2) While bubbles coalesce with incoming vapor, the hydrostatic head decreases gradually.

(3) Accumulated vapor flows out and water is ﬁlléd.
(4) The hydrostatic head increases and thus the circulation rate decrease (returning to process

(D).
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These phenomena repeat periodically, as
momentum energy is shifted quasi-statically
by about 180 degree against the driving force
of the circulation. There are no bent or hori-
zontal pipes in the two phase section of our
facility, where vapor tends to accumulate and
the recirculation flow rate is so fast that va-
por can not accumulate because of the long
chimney, which is a vertical pipe. Natural
circulation oscillations can not take place in
the natural circulation BWR for the same
reason, thermo-hydraulic similarity.

Dynamic characteristics are investigated
for the response of the driving force of the
circulation to momentum energy in order to
clarify the differences with natural circula-
tion oscillations. Figure 9 illustrates the rela-
tionship of the driving force of the circulation,
(p,-p,JgaV,/ 4, to the momentum energy,
pu,’/2, where the system pressure is
0.2MPa, the heat flux is 53kW/m’,and the
subscript, 7, denotes property at the chimney.

The average values are plotted in Figure
9(a). Those values are on the straight line that
passes through the origin so the static charac-
teristics are well correlated whether the tlow
condition is stable or unstable.

The trajectory is shown in Figure 9(b) for
the representative intermittent and sinusoidal
oscillations as shown in Figures 3(b) and (c).
The trajectory moves on the straight line of
static characteristics as illustrated in Figure
9(a). It becomes clear that vapor can not ac-
cumulate in the two phase section so that the
response of driving force of the circulation to
momentum energy is much fast. Again, the
type of instability in this experiment is den-
sity wave oscillations rather than natural cir-
culation oscillations in which the trajectory
traces the ellipse in Figure 9(b).

4.4 Stability Boundary at Higher
Subcooling

Authors have presented experimental re-
sults on the stability boundary at lower sub-
cooling and reported that it is predictable us-
ing a homogeneous model in which flashing
is taken into account®, however, it is im-
portant to quantitatively evaluate the stability
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boundary at higher subcooling under practical startup condition of the natural circulation
BWRI!", ;

Figure 10 shows stability boundaries under higher subcooling condition in degree of sub-
cooling at the chimney inlet with respect to heat flux. Neighboring stable data were plotted as
solid dots ‘@’ and neighboring unstable data as ‘{>". It is clear from the figure that the stabil-
ity demarcation in chimney inlet subcooling is only a function of the system pressure where
void fraction in the chimney is several per cent indicating that the flashing is starting in the
chimney. Thus, the stability demarcation in the void fraction and recirculation flow rate are
also only functions of the system pressure. Channel inlet subcooling at the demarcation is
calculated by the chimney inlet subcooling and circulation flow rate at the demarcation and
plotted as a solid line in Figure 4 with respect to heat flux. This correlation of stability
boundary is in good agreement with the experimental one.

S CONCLUSION

The following conclusions are drawn concerning the instability of the boiling natural cir-
culation loop with a chimney induced by adiabatic flashing due to decrease in gravity head in
the chimney under lower system pressure:

(1) The type of the instability that occurred in the experiments is suggested to be density
wave oscillations due to flashing in the chimney and is different from the other instabili-
ties such as geysering and flow pattern transient oscillations by investigating the dynamic
characteristics, the oscillation period, and the transient flow pattern.

(2) Stability depends on the chimney inlet temperature. Thus if this temperature exceeds
some value, instability is initiated where flashing is dominant in the chimney. Correlation
for the stability demarcation at the higher inlet subcooling is derived using this value and
is in good agreement with the experimental one.
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Abstract

Rayleigh-Taylor instability of an interface between fluids with different densities subjected
to accelleration normal to itself has interested researchers for almost a century. The classic
analyses of a flat interface by Rayleigh and Taylor have shown that this type of instability depends
on the direction of acceleration and the density differences of the two fluids. Plesset later analyzed
the stability of a spherically symmetric flows (and a spherical interface) and concluded that the
instability also depends on the velocity of the interface as well as the direction and magnitude of
radial acceleration. The instability induced by radial motion in cylindrical systems seems to have
been neglected by previous researchers. This paper analyzes the Rayleigh-Taylor type of
instability for a cylindrical surface with radial motions. The results of the analysis show that, like
the spherical case, the radial velocity also plays an important role. As an application, the example
of a liquid jet surface in an Inertial Confinement Fusion (ICF) reactor design is analyzed.

1. Introduction

Rayleigh [1] and Taylor [2] showed that the stability of a flat interface between two fluids
of different density is related to the direction of surface acceleration alone. For curved surfaces the
criterion is a little more complicated due to the surface curvature. Plesset [3] analyzed the problem
of a spherical surface in 1954. He found that the interfacial stability is related not only to the
direction of acceleration but also to the surface velocity.

Though there has been interest in the stability of jets for a long time [4,5], our literature
search indicated that the case of radial motion in cylindrical systems was not previously analyzed.
Perhaps the isochoric heating problem arising in fusion reactor designs is the first example of this
type of motion [6]. During the relaxation of internal pressure of a liquid jet, caused by absorption
of a pulse of neutron energy, the cylindrical surface expands with very high velocity and
acceleration/deceleration. The surface instability is important for the hydraulic integrity of the jet.
Based on a mathematical approach similar to that used by Plesset, the stability conditions for a
cylindrical interface flowing in the radial direction is derived in this study. The derivations in this
paper are solely focused on the effects of the radial motion. The uniform axial velocity of the jets
plays no role in Rayleigh-Taylor instability. The analysis is focused on the mechanism of the
instability equation and therefore employs a simplified disturbance pattern with dependence only on
the angular coordinate. A derivation for a more general three-dimensional disturbance is presented
in the Appendix to this paper.

The stability criterion for cylindrical interfaces is then applied to the liquid jets in HYLIFE-
II[7] -- an Inertial Confinement Fusion (ICF) reactor. Estimation of characteristic growth time of
an unstable perturbation is also derived in order to provide insight into the possible modes of jet
fragmentation.

2. Derivation of the Differential Equation for the Perturbation

Figure 1 displays the general configuration of the problem. Although the general
perturbation may vary in both angular and axial directions, the derivation here will focus on the
wave behavior in the angular direction only. The derivations in this section will be based on
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incompressible flow equations. In reality, radial motion in a cylindrical body is usually induced
by some compressibility of the fluid. In the case of the jets in the HYLIFE-II reactor [7], outward
motion is induced by expansion within the rarefaction wave propagating into the liquid jets.
However, it is still reasonable to use incompressible equations to analyze the perturbation at the
interface of such flow. First of all, the compressibility shown by the fluid (especially liquid)
concentrates in a very narrow zone which is known as the wave front. Previous calculations [6]
have indicated that an incompressible model coupled with Joukowsky equation at the wave front to
catch the velocity and pressure jump does a very good job in predicting the surface motion of the
cylindrical jet surface. Once the wave front moves away, the local flow at the interface is basically
"incompressible”. Because of this, the assumption that the pressure follows the Bernoulli equation
at the interface should also be reasonable. That is to say that, although the motion within the
expansion wave does not follow incompressible flow theory, the Bernoulli equation should be
applicable near the surface. For the same reason, the instability equations so derived can be used
to predict the instability of surfaces of cylindrical bubbles produced by a submerged explosion as
suggested by Plesset for a spherical bubble.

Fig. 1 A Perturbed Cylindrical Surface

In a cylindrical coordinate system with its origin at the center of cylinder, the flow potential
for radially symmetric motion is

¢ =-RRinr (1)
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The radial velocity at the position r in the fluid is —9¢/dr. This potential, of course,

implies a line source or sink at the origin according to whether the sign of surface velocity R is
positive or negative.

We need to see now how a small distortion behaves with time. Let us consider then the
radius as the combination of the mean value and the perturbation

rs =R+acosnd )

where a is a function of time and represents the half amplitude of the perturbation, which is very
small compared to the radius R. One may notice that in writing the perturbation depending only on

6 we have assumed a two-dimensional wave system (axially uniform).
For the first order analysis, the fluid velocity at the interface in the radial direction is
V=R+acosnd 3)

If we consider a potential which corresponds to a disturbance which decreases away from
the interface in both inward and outward directions, then we have the perturbed potential function
as

@;=—RRInr+bs"cosn® , r<R, 4
©,=—RRInr+b,r "cosn® , r>R. ®)

Both potentials still satisfy the Laplace equation. The quantities b; and b, are determined by the
requirement of continuity of velocity, '

_(?_&) =_(§‘P_2) = R+acosnd | ©)
or ), or J.
with the result that
. ™ (. R
0= —RRIHT‘—;R?T(G'*'G}')COSHG )
. n+1 R -
¢, =—RRInr+— (d+a—)cosn6 (8)
nr R .
to first order.

For potential flow, the pressures on either side of the interface surface are related to
potentials by the Bernoulli equations

935




Chen, Schrock and Peterson  NURELTH '/ Sept. 1995

P1=P1(t)+P1|i(aa%) —é(V(pI),sz} , 9

pa=P()+ Pz[(@l) —é(V(Pz),‘z]

ot (10)
Differentiating (7) and (8) and neglecting terms of order a2, one has
P .
(99!) =R RR)+1-2 L RR)-R i+ P24k - R 4 0 Lcosno (11)
ot ), dt R dt n n n R
.. .5
(Q‘P—z) —mRERR)+ -2 Riy+ R a4+ P 24k + 2R 1 0K Lcosno (12)
ot ), dt Rdt n n n R
(V(p,)f = (V(pz)f =V? =~ R?+2aRcosnd . (13)
The pressures at a position the interface are connected by the relation
p1=p2-0/R; (14)

where R; is the principal radius of curvature of the interface (the other radius is infinity for the

assumed disturbance) and & is the surface tension. To first order, the curvature for the cylindrical
case (Lamb [5], Sec. 173) is

1 1 a 2
— =—+—(n“-Icosnd , 15
R R Rz(n ycosn (15)

so that across the interface
P = +G(—] +——(n2 -])cosne) (16)
17 P2 R Rz

Substituting the expressions of p; and p2 given by (9) and (10) respectively into (16)
using the known functions of @1 and @2 from (11) to (13), one has the differential equation that

describes the flow. One then can separate the terms which are independent of cosn6 and give the
equation of motion for the unperturbed interface:

2
R1an—§+(l+1nR)z‘e2 -1 (P,—Pz—g) , an
dt 2 P1—P2 R

where P; and P are the time dependent boundary conditions on the Bernoulli equations. The
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remaining terms, proportional to cosn, give the differential equation for a:

c'i+2—R-d+Aa=0
R (18)

where

[p1(n+ D =pytn— DR+ (2 - 1)

- R
A (PI +P2)R o ' >

Equation (18) involves a first-order term and its coefficients R/R and A are also time dependent.
To simplify the relation, we consider the transformation of c:=(R/Rg)a, where the factor is the ratio
of the current radius to initial radius. The disturbance equation for o then becomes

i—Go=0 |, 20)
[P —psJnk— 25 (n? - 1)
where G@t) = R Q1)
(ps1+p2)R

This is an interesting result since, unlike the spherical interface case, this G(#) does not contain the
surface velocity. The stability of a cylindrical interface obviously depends on the curvature,
velocity and the acceleration of the interface, however, the surface velocity dependence is buried
within the transformation of the dependent variable. In other words, all the effect of velocity is in
the transformation factor (R/Rg). With the expression in (20) one can discuss the stability of the
disturbance based on the sign of G(t).

3. The Stability Conditions

The stability of a small disturbance on a cylindrical surface is determined by equation (18).
If the solution a(z) increases with time the surface is unstable, otherwise the surface is stable. At
any moment, given data for the coefficients in equation (18), the tendency of the solution a(t) can
be evaluated. Equation (18) is satisfied by solutions of the form a = a,eX. Substitution into
equation(18) yields a quadratic algebraic equation for k. This leads immediately to the conclusion
that when the the interfacial velocity is negative the interface is unstable because the equation will
always have a positive root.

For the sake of a better physical picture, two special cases are further considered in the
following. One may consider a general situation by integrating equation (20) once over time. Itis
easy to see that when G(t) is positive o will have a positive growth rate, otherwise o is
diminishing.

Case 1. 6=0: P1>> Pa2:

This is a simplification of the case of a liquid cylinder with negligible surface tension. With
the above assumptions, the function G can be simplified to
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-nR
— 22
G(@) = R (22)

Since n and R are always positive, G(t) has the opposite sign of R. If the acceleration is pointing
toward the heavier fluid pj, the interface is unstable. Of course, the radius plays a role in G(t} and

we need also to note the effect of the transformation factor from a to o here. Obviously, the
surface velocity, through (Ro/R), plays a role in the growth of the disturbance amplitude. For

example, when R is positive, the real disturbance half amplitude a = (Rp/R)o could be diminishing

even though o is growing slowly. The curvature of the surface affects the rate of growth but not
the stability criterion in this specific case.

Case 2. 6=0: P1 << P2:

This corresponds to a cylindrical bubble in an infinite liquid with negligible surface tension.
In this case

_IR 2
G=— (23)

The interface is stable when R is negative.

Similar to the case of the spherical interface, the stability of the cylindrical interface depends
on its acceleration, velocity and curvature. A positive velocity (expansion) is always a stabilizing
factor. If the interface only accelerates mildly toward the heavier fluid, the expanding motion could
make the interface stable. On the other hand, a negative velocity (contraction) tends to make the
interface unstable. According to equation (18), if the coefficient A is negligibly small compared

with R/ R, an integration over time gives an instability growth rate that increases exponentially
with time. Even when the surface acceleration rate is positive the interface is still unstable due to
the negative interface velocity.

In this section we have arbitrarily chosen to derive the instability equation for the surface
disturbances having angular dependence only. This does not imply that the angularly dependent
disturbance is less stable than the axially dependent one. Simplicity of the analysis is the
motivation here. Doing the comparable derivation for a disturbance with both axial and angular
dependence is a little more tedious. In that case the proper perturbation potential function which
satisfies the cylindrical form of the Laplace equation is the product of modified Bessel functions of

the first kind I, (ur), the cosn6 and the cosmz [4]. The detailed derivation for such a disturbance
equation is provided in the Appendix to this paper.

If the unstable modes have a very short wavelength compared to the radius of the interface
the disturbances should have no orientation preference and should behave like the planar case. In
neither case would the curvature of the surface be important. That is to say, disturbances with
either axial or angular dependence have the same effects. But if the magnitude of the disturbance is
appreciable relative to the interface radius, one must analyze the problem with the equations derived
in the Appendix.

A summary of the stability conditions for the liquid cylinder and the clindrical bubble is
given in Table 1.
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Table 1. Stability Conditions for Cylindrical Interface with Radial Motion

Velocity R Acceleration 7 Liquid Cylinder |Cylindrical Bubble
Positive Positive Stable Conditionally Stable
Positive Negative Conditionally Stable Stable
Negative Positive Unstable Unstable
Negative Negative Unstable Unstable

4. Application to the Relaxing Jets in the HYLIFE-II Reactor

One may have noticed that in deriving the disturbance equation (18) the effect of viscosity
has been neglected. Scaling shows that the viscous damping is insignificant in the short-term. In
this section the inviscid stability criterion will be applied to a Flibe jet of a HYLIFE-II reactor.

As shown by Chen et al.[6], after isochoric heating the surface of cylindrical jets first gains
a positive velocity because of the large pressure difference across the interface initially and then
decelerates as the expansion wave moves toward the center of the jet and a declining volume of
liquid is expanding. Table 2 describes the conditions for a typical relaxing jet surface during the
decelerating stage. The following assessments will be based on these parameters.

Table 2 Surface Parameters of an Example Relaxing Jet

Parameters | Value
surface tension o 0.2 N/m
liquid density p1 1991.6  kg/m3
ambient vabor density P2 103 kg/m3
surface radius R 0.025 m
surface velocity R 20 m/s
surface acceleration rate R -106 m/s2

4.1. The stability criterion under zero viscosity condition

There are seven independent parameters in equation (18). To discuss the effects of every
parameter would be excessive. Let us consider only the parameters that are important in our
application. During the pressure relaxation, the surface velocity of a jet is always positive unless
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the jet does not break internally (in that case, the liquid jet will oscillate). The density inside the jet

is much greater than the surrounding vapor (p1 >> p2). During the time that the rarefaction wave
propagates inward, the variation of the radius is only a few percent, i.e., R/Rp = 1.0. Thus we
may approximate R as constant at the initial size of the Flibe jets. Now we can rewrite equation
(21) as

c
G=-n—=-nn?*-0 (24)
R’p;
When G is negative; the interface is stable. This will be the case when
S, g 25)
p; (n*-=-D

One can see from equation (25) that it is possible to have a stable surface even when the R is
negative. Higher-order modes (greater n) are more likely to be stable. Smaller radius is also a
stabilizing factor. Figure 2 plots the stability boundary based on equation (25) for different
disturbance modes. A specific mode is stable if the combination of surface tension and acceleration
fall above the boundary line for that mode. Figure 2 also marks the condition of the typical Flibe
jet surface (from Table 2). With Flibe properties, if the deceleration rate is greater than 0.4 m/s?
for n = 2 mode, the surface becomes unstable. According to the calculation by Chen et al.[6], the
surface deceleration rate is as high as 106-107 m/s2. If we take the deceleration rate as 00, only
perturbations with n greater 2945 are damped.

0 n = 100————
& - = 500————
g
g -4 1000
.§ -6 Elibe ] \
b= ibe Jet
£ 1500
"é%, g surface stable
S 10 3000
i . unstable
-12 } } }
0 1 2 3 4

o/p (104 m3/s)

Fig. 2 The Stability of Different Disturbance Modes

4.2. Estimation of Characteristic Growth Time for the Instabilities
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To accurately determine the growth of the instabilities non-linear analysis is generally
necessary. For cylindrical jets the surface condition varies dynamically. However, from linear
theory one may estimate the growth rate of the instability at the incipience of disturbance provided
that the surface condition does not change too much within a short time. Taking a typical
condition, one may conduct an estimation for the cylindrical Flibe jets as follows. Substituting the
Flibe jets parameters from Table 2 into equation (18), one has

i+ 16004+ [—4 % 107 (n+ 1) +6.34n(n? - 1)]a =0 (26)

Seeking an exponential solution such as a = ageX® of the differential equation, one may obtain two
roots from the resulting algebraic equation as

—1600+ ﬁsoo’- —[#x10"(n+ 1) +6.34n(n? + D]
2

kip= (27)

When one of the roots is positive, a will grow. Further more, the larger the positive root, the
greater the growth rate of a. The maximum can be found from

* _o .
dn
or —4x107 +6.34(3n°>-D=0 . (28)

Therefore, the fastest growing mode is that when n is approximately 1450. For this mode the

positive root k; =~ 1.95x105 s1. This gives T = 5.12xI 0-6 s, which is comparable with the
relaxation time scale. Figure 3 displays the variation of the positive root versus n. As n increases,
the root k; increases steadily to a maximum. Then as the third-order term in equation (27)
becomes large the quantity inside the square root symbol decreases and eventually becomes
negative. The modes with very large n will be stable. The most dangerous wavelength of the
disturbance can also be estimated from the fastest growing mode as,

A =2nR/n=108x10~* m

The corresponding wavelength on a planar surface is 27 ’ﬁ =109x10~* m. The size
17 P2

of this wavelength indicates that the unstable surface condition could result in generation of small
droplets about 0.1 mm in diameter. This small characteristic wavelength also confirms that the
instability wave is indeed much smaller than the radius of cylindrical Flibe jets and the instability
can be calculated accurately from the planar formula. Therefore, the growth of the instability
modes will have no orientation preference and instability waves will emerge from the surface like
fingers. On the other hand, since the characteristic growth time of the instability is not much
shorter than the relaxation time span, it is unlikely that the surface instability will cause massive
fragmentation of liquid jets into small droplets before the liquid jet undergoes fracture due to the

internal tension.
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Fig. 3 The Instability Growth Constant for Different Modes

5. Reduction of the Cylindrical to Planar Case

It is worthwhile to show that when the radius goes to infinity the analysis here will generate
the same stability criterion as for the plane surface. First of all, the linear term in equation (18)
goes to zero as the denominator R becomes very large. In the quantity A the equivalent
dimensional wave number for planar system is simply n/R (=k). For k to be finite, n will have to
approach infinity as well. Thus, one can rewrite equation (19) as

[p - pz]jé + ok’

A=k
(o, +p,)

29)

When (p, —p,)R is negative and k. <\/R(p,~p,)/ O the interface is unstable. Take the
derivative of A against k, one could also obtain the wave number of the fastest growing mode as

k‘___ (pl_pZ)R
\’ 30 (30)

which is identical to the result obtained by Taylor [2].

6. Conclusions

Similar to the spherical interface, the stability of the cylindrical interface depends also on
the surface velocity. Unlike the planar interface which is always stable when the interface
acceleration is pointing to the lighter fluid, a curved interface under similar acceleration can be
unstable if the surface velocity is negative. This is because equation (18) will always have a
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positive root if surface velocity is negative. On the other hand, positive surface velocity
(expansion) could also help to stabilize a surface with a small acceleration pointing toward the
heavier fluid. The derived perturbation equation (18) generates the same criterion as for the planar
interface when radius approaches infinity.

For the HYLIFE-II application, the fastest growing instability has a very small wavelength.
In the particular example listed in Table 1, the planar equation gives almost the identical result for
fastest growing wavelength. The estimated growth time for the instability on the surface of the
liquid jets in HYLIFE-II reactor is similar to the time of pressure relaxation. This means that
massive fragmentation of jets due to this type of instability is unlikely. Tiny fingers may shed
some fine drops but a cylindrical surface is likely to be restored when radial motion has subsided.

7. Nomenclature

Letters

A disturbance wave function

a magnitude of a small disturbance

G time dependent coefficient in disturbance equation
k wave numbers

n wave mode

P p pressure

R the outer radius of a jet; universal gas constant
r coordinate in cylindrical and spherical geometry
R surface velocity

R surface acceleration

Rj, Ry principal curvature radii

t time

|4 velocity

Symbols

[0 velocity potential of an incompressible flow

0 angle

A wave length

p density; or relative density

o surface tension

T time scale

(@) wave frequency

superscription and subscription

0 initial state

$ surface values

’ first order time derivative

second order time derivative
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Appendix The Perturbation Equation of Cylindrical Interface with Radial Motion
when Disturbances with both Axial and Angular Dependence Exist

For the sake of simplicity, the derivation below is based on the assumption that the fluid
density inside the jet is much higher than that outside. The general derivation should be very
similar but involves two sets of flow potentials, one for each fluid. This effectively treats the
pressure in the lighter fluid as constant.

Consider a surface perturbation of the form

r, = R+acosmBcoskz (I-1)

to allow both angular and axial perturbations. We are seeking a velocity potential with a
perturbation @ = @, + @', where @y =wpz— RRInr, and @’ must also satisfy Laplace's equation

’ 2./ y
i—a—(ra(p )_*__12_8 (g +a 4 =0
ror\_ dor ) r° 98" oz . 1-2)

Using the solution ¢ = f(r)cosm@coskz direct substitution into equation (I-2) gives for f(r)

2
Ji(r af(r))_(ﬂé_+k2)f(,-) =0
r

ror or (1-3)
Therefore f{r) is the modified Bessel function of the first kind and of order m .
¢ = wpz — RRInr + Bl (kr)cosmOcoskz (1-4)
The variable P is determined by requiring radial velocity continuity at the jet surface, that is,
O e 0)
u, =F, =R+acosmcoskz = —a—|,=R
’ r
(1-5)

=R+ [—-a% ~ BkI;, (kR)]cos mBcoskz
giving
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aR+aR
== (6)
P kRI}, (kR)
so that
. aR+aR
=wpz—~RRInr -——————1 (krycosmOcoskz . I-7
¢ =wpz KRL. (kR) m (KT) I-7
The pressure in the inviscid jet is that due to surface tension
1 1
=0 —+— I-8
i (RI Rz) &9
where R; and R are the principal curvature radii. This gives
_0 ad(, 2 ,2p2 :
p= R R (1 m°—k“R )cosmecoskz 1-9)

Since the velocity wg does not effect the stability, it will be omitted for the following derivation.
Using the Bernoulli integral,

p=p<t>+p[(aa—‘f) ~1(ve)? } -10)

P(t) is the constant from the spatial integration of the equation of motion which leads to the
Bernoulli integral. The terms in the brackets in the above equation can be readily found to be

(Q‘ﬂ) =.—lnR-5d—(R2R) {—%%(RR)—[mga+5‘1-R—29‘-]_Im(km

ot dt R R R? |M,(kR)
o (I-11)
1RR
+a_7R;+RI,’,,(kR)Im(kR)}cosm9coskz
m
2 _ 32 s 7
(Vo) ;, = R°+2aRcosmB coskz (I-12)

Substituting equation (I-11) and (I-12) into (I-10) and using (I-9), one can sort out the terms of the
perturbations to obtain the following perturbation equation,
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i+a 5——%’41’2@’# +a —k-l’iil—(RR)+ 5—57
Im I"l le dt R R
| (I-13)
KM | 2 4 k2R - 1)-0—2-"1'—"} =0
RI”I pR Im

This is the full perturbation equation for an inviscid cylindrical interface with radial motion.

As did equation (18) (obtained from the simplified form of perturbation), equation (I-13)
relates the growth of the disturbance to the radius, radial velocity and acceleration. No simple
transformation can simplify this partial differential equation with time dependent coefficients. The
acceleration effect should still be the major effect as its role in the equation is similar to that in
equation 18. Numerical methods are necessary for solving this equation.
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ABSTRACT

An experimental test facility was built to study two-phase flow instabilities in
vertical annular channel with emphasis on downward flow under low pressure
and low flow conditions. The specific geometry of the test section is similar to
the fuel-target sub-channel of the Savannah River Site (SRS) Mark 22 fuel
assembly.

Critical Heat Flux (CHF) was observed following flow excursion and flow
reversal in the test section. Density wave instability was not recorded in this
series of experimental runs. The results of this experimental study show that
flow excursion is the dominant instability mode under low flow, low pressure,
and down flow conditions. The onset of instability data are plotted on the
subcooling-Zuber (phase change) numbers stability plane.

L. INTRODUCTION

Owing to the downward nature of the flow in the Savannah River Site (SRS) Mark
22 fuel assembly, two-phase flow instabilities are possible following a sudden reduction in
the coolant flow rate (e.g. following a loss-of-pumping accident) [2]. Buoyancy force due
to vapor which was generated by the reactor decay power, acts in the direction of
destabilizing the system, possibly causing flow instabilities.

Hydrodynamically induced Critical Heat Flux (CHF) is encountered at powers less
than those required for enthalpy burnout for down flow in parallel channels [2]. The low
flow nature of this set of experiments makes for a complex phenomena of flow instabilities
in the test section. This is due to the buoyancy force which plays a significant role in the
case of downward, low pressure and low flow systems.
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The body of the literature that addresses two-phase flow instabilities in down flow
at low pressure and low flow conditions is very limited. Rush et al. [1] conducted a series
of integral flow excursion experiments with SRS Mark 22 fuel assembly mockup. The
experiments provided data on the onset, progression, and recovery from flow instability
transients for the mockup. The authors do not present any quantification of the flow
excursion instability as a design criteria. It also does not specify a region of stable
operation.

Guerrero and Hart [2] conducted a series of experiments on an electrically heated
assembly mockup of the SRS fuel assembly. They reported the onset of flow instability as
that of initial flow fluctuations and sub-channel flow redistribution, followed by
progressive sub-channel flow reversals and localized boiling, progressive channel reversal,
and finally dryout in one channel. They observed a large margin between the point of
initial flow instability and the point of dryout and thermal excursion. They correlated the
instability data by using the Grashof number, the friction factor and the Reynolds number.
The range of subcooling was very limited (two values of inlet subcooling were used) and
no study of the effect of inlet and/or exit throttling was carried on.

The need for experimental studies on two-phase flow instabilities in down flow is
evident. This paper presents original experimental data on downward two-phase flow
excursion instability.

0. EXPERIMENTAL FACILITY

An experimental test facility was constructed to study two-phase flow instabilities
at low flow and low pressure conditions for vertical down flow of Freon-113, as the test
fluid. The annular geometry of the test section is designed to simulate the SRS (Savannah
River Site) reactor Mark 22 assembly flow conditions, with provision made for down flow
and up flow in the test section. A scaling study for simulating the heavy water reactor by
Freon-113 was carried out [5]. The model geometry, working fluid, and the operating
conditions were chosen with consideration to the cost effectiveness and scaling. The
simulated loop correctly scales the Zuber (phase change), subcooling, and friction
numbers. These ensure that the dynamic phenomena due to the void propagation, enthalpy
waves, and pressure drop are simulated [5].

Central to the test facility, which consists mainly of delivery and recovery systems
of the test fluid, Freon-113, in addition to various instrumentation to monitor and record
the data, is the test section. It consists of a 1829 mm long, 19 mm ID beaded glass tube
(fused with 25.4 mm conical tube at each end for assembling), and a cartridge type heater
with 1829 mm heated length, 12 mm OD. Use is made of the transparent test section to
investigate the hydrodynamic aspects of the two-phase flow instabilities.
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A detailed description of the test facility, shown schematically in figure 1, is
provided below:

1. Test section

The cartridge heater at the center of the test section is 2170 mm long, 12 mm OD
with 2 maximum power of 6.72 kW. The heated length of the heater is 1829 mm long
which is equal to the length of the beaded glass tube that makes the outer wall of the
annular space of the test section with 19 mm ID. The annular gap throughout the heated
section is 3.5 mm (except at the location of the spacer rings where it is 2.5 mm). The
beaded glass tube is fused at both ends with 25.4 mm conical connectors for assembling
with the rest of the loop.

Sixteen 0.21 mm OD K-type thermocouples are spot welded on the heater surface
to monitor and record the surface temperature of the heater during the experimental runs.
Each thermocouple is spot-welded to the heater surface and the junction is further covered
with high-temperature thermally conductive cement to help fixing the thermocouples to
heater surface. The thermocouples are equally spaced near the center of the heater but are
more closely spaced near the two ends since dryout is expected more frequently near the
outlet. The locations of the sixteen thermocouples are shown in figure 2. The azimuthal
location of each thermocouple differs from the rest of the thermocouples with respect to
the heater surface, in order to detect the CHF location as closely as possible. The
azimuthal locations of the thermocouples are not shown, however, in figure 2.

Four spacer-rings are used to center the heater in the test section, as shown in
figure 3. Use is made also of the spacer-rings to guide the thermocouple wires away from
the heater surface such that the wires extend along the glass wall. Eight thermocouples are
withdrawn from the top of the test section and the remaining eight are withdrawn from the
bottom.

Two Teflon flanges are attached at both ends of the test section. Each flange has
three side holes; two for thermocouples and one serves as pressure tap connection. The
upper and lower plena are made of 50.8 mm Pyrex crosses. The connections to the test
section and the delivery and recovery lines are made via 50.8 to 25.4 mm Pyrex reducers.

The test section is equipped with two flow resistance devices made of hard Teflon
in the shape of a tapered plug as can be seen in figure 2. The degree 6of flow restriction is
controlled by advancing or retracting the tapered plugs.

2. Freon delivery and recovery system

A 2 HP centrifugal pump, capable of delivering 9.15 x 10® m®/s maximum flow
rate and 20.4 m of maximum head, is used to supply Freon to the test section. The pump
is installed at the lowest point of the test loop and a draining valve is attached to it. A by-
pass line with a ball valve is connected to the inlet and outlet of the pump to regulate the
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flow rate to the test section. Downstream of the pump, a pre-heater is installed to control
the Freon temperature entering the test section. The 2 kW galvanized steel pre-heater can
increase the Freon temperature, flowing at 0.3 m/s in a 25.4 mm diameter tube, by 10 C.

Downstream of the pre-heater the system branches into two: up-flow and down-
flow branches. To direct the flow in either direction, a set of two valves (two sets are
available) is closed which will force the Freon to flow, say, in the downward direction in
the test section. The test section outlet, for both up and down flow cases, is connected to
the inlet of a condenser which consists of double sets of coils submerged in a water bath.
The outer set has 22 coils with 430 mm OD and 324 mm ID, and the inner set has 15 coils
with 310 mm OD and 280 mm ID. The outlet of the condenser is connected to a sub-
cooler which controls the Freon subcooling required for the experimental runs. The sub-
cooler consists of a chest-type freezer with a bath of Ethylene Glycol in which a set of 17
coils with 430 mm OD and 324 mm ID is submerged. If no subcooling is desired, the
Freon emerging from the condenser could be directed to by-pass the sub-cooler to the
pump inlet.

A 25.4 mm ID by-pass tube is connected to the test section. The flow through the
by-pass line is controlled by a ball valve and is measured by a turbine flow meter. Ten
tubular band-type heaters of 495 W power each are mounted on the by-pass line and are
used to match the temperature conditions of the flow inside the by-pass line with the
temperature conditions inside the test section. The by-pass line isolates the flow
disturbances and/or instabilities generated in the loop from the test section instabilities.

The test loop is supplemented with a 56.8 x 10° m’ galvanized steel degassing
tank located at the highest point of the test section. Two immersion heaters of 600 W
power each are screwed at the bottom of the degassing tank which is equipped with a
level gauge to monitor the Freon level inside the degassing tank. A condenser is attached
to the degassing tank that utilizes water to cool a set of 28 coils with 63.5 mm OD and 50
mm ID. The degassing tank along with the heaters and the condenser could be used to
regulate the pressure in the loop resembling a pressurizer in a reactor.

The loop has four relief valves that are connected to the test section lower plenum,
the test section upper plenum, positive pressure line of the degassing tank, and to the
negative pressure line of the degassing tank with cracking pressures of 206.8 kPa, 206.3
kPa, 20.7 kPa, and -6.9 kPa, respectively. The outlets of the relief lines are connected to a
dump tank. The dump tank is equipped with a 6.9 kPa cracking pressure relief valve.

The Freon circulating through the loop is regularly filtered using a 25 micrometer
pleated paper filter cartridge to trap any impurities or dirt that might exist in the Freon
stream.

The test section assembly is encased in a box of transparent, anti-shattering Lexan
sheet to provide protection for personnel and instrumentation against any possible
breakage of the test section.
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3. Instrumentation )

The parameters that are monitored and recorded in this experiment are:
temperature, pressure, flow rate, degree of flow restriction, and heaters' power. Data are
measured and recorded via MetraByte's DAS-8PGA/EXP-16 data acquisition system,
whereas Labtech Notebook software is used to manage and analyze the collected data.
The DAS-8PGA/EXP-16 system contains the original eight analog input channels in the
DAS-8PGA box, in addition to two EXP-16 multiplexer boxes with sixteen analog input
channels in each box, variable gain setup switches, and cold junction sensing and
compensation circuitry for direct temperature measurement using thermocouples. The
sampling rate for all channels is 1 Hz and the duration of continuous sampling is 10
minutes. Description of the instrumentation is detailed in the subsections below:

1. The test section heater surface temperature is measured using sixteen 0.21 mm OD K-
type thermocouples that are spot-welded on the heater surface and are covered with high
temperature thermally conductive cement. An ice box is installed to serve as a reference
point for the heater thermocouples. If CHF occurs in a heat flux controlled experiment,
the wall temperature rises sharply and may result in a burnout of the heater if the power is
not tripped immediately. To avoid such a drastic deterioration in the surface temperature,
a feedback control circuit is built with a solid state relay that cuts the power off the heater
if the surface temperature exceeds 120 C at any point on the heater surface. The trip
circuit will also cut the power off the heater if any of the thermocouples fails to function
properly. The sixteen thermocouples are connected to the EXP-16 multiplexer box
number 1 which has a set gain of 1000. The power to the heater could also be cut off
manually using an on-off switch located on the electronic circuit box. Figure 2 shows the
locations of the heater thermocouples. The power trip circuit was calibrated to trip the
heater at a temperature of 120 C for each thermocouple using a known temperature
source.

2. The temperature of the test fluid is monitored in several locations around the loop in
order to establish the temperature conditions designated for the specific experimental run.
The fluid temperature measurements are made with K-type thermocouples of 1.6 mm
diameter, at nine locations in the test loop. The thermocouples are directly connected to
EXP-16 multiplexer box number 0 set to a gain of 50 and taking advantage of the cold
junction sensing and compensation circuitry. The location of each thermocouple is shown
approximately in figure 1.

3. A turbine flow meter and a paddle wheel flow meter are installed in the loop to measure
the flow rate of Freon at two locations.

A. Main flow meter: A paddle wheel flow meter which is located near the inlet to the pre-

heater and is used to measure the flow rate in the loop with range of 2.84-283.9 x 107
3
m°/s.
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B. By-pass flow meter: A turbine flow meter which is located on the test section by-pass

line and is used to measure the flow rate in the by-pass line with range of 2.84-28.4 x 107
3

m’/s.

The turbine flow meter was calibrated by the manufacturer whereas the paddle
wheel flow meter was calibrated on site. The output signals of the flow meters are directed
to the DAS-8PGA box (with set gain of 1). Independent DC power supply is provided for
each flow meter with an input voltage of 12 VDC.

4. Pressure measurements are made at five locations in the test loop. Three differential
diaphragm-type pressure transducers are used to measure the pressure drop across the
lower plenum, the test section and the upper plenum with ranges of 13.8 kPa, 35.4 kPa,
and 35.4 kPa, respectively. Mating connectors are used to connect the pressure
transducers to the carrier demodulator which is used to condition the pressure signals and
hence to send them to DAS-8PGA data acquisition box (with set gain of 1). The three
pressure transducers were calibrated on site.

The remaining two pressure measurements are made with absolute pressure
gauges. The system pressure is measured at the lower plenum using a pressure gauge with
range of 0-1379 kPa , whereas the degassing tank pressure is measured using a gauge with
a range of 0-207 kPa. Both pressure gauges are fixed at the main control panel of the test
loop.

III. TEST PROCEDURE

The manner in which the experiments were conducted is summarized below:

e Repeated filtering and degassing of the Freon-113 is carried on before conducting any
test series.

e Inlet flow rate, inlet subcooling, and inlet flow restriction, and exit flow restriction are
pre-determined.

e Heater is set at a pre-determined power level at which subcooled boiling is initiated in
the test section.

e Heater power is increased by 100 W, and the coolant flow into the test section is
maintained for several minutes until the temperature of the heater surface reaches
steady state.

e Power is further increased until instability is encountered.

e Power, subcooling, inlet flow rate, inlet and exit restriction and system pressure are
recorded for the specific run.

e Several runs are randomly repeated for repetition to ensure repeatability of data.

The raw data recorded by the data acquisition system are compiled to represent the
instability plane in terms of the subcooling number vs. the Zuber (phase change) number.
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IV. RESULTS AND DISCUSSION

1. Physical description of the instability

With increase in heater power, at constant inlet flow rate and temperature,
subcooled boiling starts at the last third of the test section. The heater surface
thermocouple junctions are the locations where nucleation starts. With further increase in
power, the bubbles grow and start to detach from the heater surface and flow down
stream to the exit of the test section. The increase in void generation will cause bubbles to
coalesce into one, or several, small cap bubbles at the exit of the test section where the
flow area is suddenly enlarged at the 25.4 mm conical section. Beyond certain void
fraction in the test section, the flow will start to decelerate in the test section and
accelerate in the bypass line. The increase in pressure drop along with the destabilizing
buoyancy effect due to increase in the void content of the test section will retard the flow
into the test section completely. At this point the, bubbles along the length of the test
section will grow rapidly in size and flow reversal will occur in the test section. The
ensuing flow pattern is of natural circulation between the test section and the bypass line,
superimposed on the forced flow into the bypass from the pump. The bypass flow rate
signal shows a higher flow rate than that of the main pump. This instability, which
Guerrero and Hart [2] term as the first instability, is in fact the flow excursion instability.
This experiment is conducted in a transparent test section which allows clear observation
of the manner in which the system undergoes transition from low quality state to a high
quality state, which clearly indicates flow excursion instability. Guerrero and Hart [2]
relied on temperature records to infer the phenomena.

It is important to mention here that the flow excursion instability is not a local
phenomenon but is system dependent. The effects of thermocouple wires, thermocouple
junctions, and spacer rings are, therefore, limited to local phenomena. Examples of theses
phenomena are:

- Thermocouple junctions provide excellent nucleation sites.
- Due to the relatively high thermal capacity of the spacer rings (made of brass), their
locations are the last to be quenched after power trip.

No attempt was made, however, to study the local effects of the thermocouples or
the spacer rings since they do not affect the stability of the system.

2. Output data

The raw data are collected and analyzed to obtain the instability boundaries. Figure
4.a shows the heater surface temperature at the inlet and exit of the test section for Run #
9 (K; = 0). Figure 4.b shows the same information for Run # 46 (K; = 22). Notice the
temperature increase at both inlet and outlet. The increase of the inlet fluid temperature
due to flow reversal is more pronounced since at the entrance to the test section, the fluid
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is at its coldest condition. Also notice that the heater surface temperature for the case of
higher inlet restriction was much higher indicating a more violent excursion, which was
physically observed. Also notice that the system reached CHF during Run # 46.

Figures 5.a and 5.b show the main and bypass flow rates for Runs # 9 and 46,
respectively. When the bypass flow rate exceeded the main flow rate, in Run # 9, this
indicated that the flow excursion was followed by flow reversal. Flow reversal did not take
place in Run # 46. The violent vaporization of the Freon in the test section prevented the
bypass liquid from entering the test section which remained voided until the control circuit
tripped the heater power following CHF.

Data on the inlet velocity into the test section, the inlet subcooling, the inlet and
exit flow restriction, and the heater power are properly collected for each run and the
subcooling number and phase change number were consequently calculated as can be seen
from Table 1. The third column and the fifth column of Table 1 show the standard
deviation of the test section inlet velocity and the inlet fluid temperature, respectively. The
test section heater power (current x voltage) was digitally recorded.

The instability boundary is shown in figure 6. At high subcooling, the instability
boundary lies to the left of the zero exit quality line. At low subcooling, the instability
boundary crosses the zero exit quality line to the region of positive quality.

For a higher inlet flow restriction, K; = 22, and at the region of high subcooling,
the instability boundary lies further to the left of the zero exit quality line in comparison
with the case of zero inlet flow restriction. At lower subcooling the instability boundary
crosses the zero exit quality line to the region of positive quality similar to the case of zero
inlet restriction.

We see from figure 6 that subcooled boiling plays an important role in two-phase
flow instabilities for the down-flow case. This is evidenced by the experimental
observation that at relatively high subcooling, the system undergoes unstable transition
from low-quality state to high-quality state even though the exit quality is negative. This
trend was reported by Guerrero and Hart [2]. At low inlet subcooling, the unstable
transition occurs at a positive exit quality.

Similar to the results reported in [2], the flow in the test section and bypass
undergoes re-distribution following the increase in void fraction and increase in pressure
drop. This phenomena has to be accounted for when making an analytical predictions of
the instability boundaries. Most instability predictions [3,4] assume, for simplicity, that a
constant pressure drop boundary condition is applied to the physical system. The results of
this paper support the results obtained by Guerrero and Hart [2] for the case of variable
pressure drop at the boundaries.
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V. CONCLUSIONS

Experimental data were obtained for flow excursion instability under low flow and
low pressure for down flow conditions in an annular geometry. Flow excursion was the
dominant instability mode for down flow conditions and density wave instability was not
observed, in agreement with the pred1ct10ns of Nair et al. [4].

For any single-phase heat transfer loop with: parallel channels and downward flow
orientation, the decrease of flow rate into the heated section (increase in Zuber number)
will eventually bring the system closer towards the static instability domain. If the
subsequent decrease in power (decay power as the case would be for nuclear reactor) is
not adequate such that the Zuber number keeps on increasing, the system will become
unstable and CI-IF is imminent. :

The “F1rst instability” reported by Guerrero and Hart [2] is in reality the flow
excursion instability. The same trend of temperature and flow fluctuation was observed, in
addition to the real transient from low quality to high quality state, i.e., flow excursion.

The transient is more violent for higher inlet restriction in down flow, with
accompanying elevated heater surface temperature. CHF was not recorded at all for the
case of zero inlet restriction, even at very low subcooling, whereas CHF was reached very
quickly following flow excursion in the case of high inlet restriction (K; = 22), for average
to low subcooling.

Subcooled boiling is important in down flow instabilities, as can be seen from
figure 6. The instability boundaries were shown to lie at the region of negative quality for
both cases of inlet flow restriction. Inada and Yasuo [6] showed that subcooled boiling is
also important in up flow. In fact, their data show that the unstable excursive transition
from low-quality state to high-quality state occurs in the negative exit quality region.

It is further needed to quantify the instability boundaries with changes in exit
restriction. An accurate modeling of the instabilities in down flow is needed in order to
assess the region of instabilities. Any analytical model that attempts to predict the onset of
flow excursion instability in low flow, low pressure, and down flow system needs to
account for the effect of thermal non-equilibrium. The analytical models of Rohatgi and
Duffey [3] and Nair et al. [4] do not account for the effect of thermal non-equilibrium.
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NOMENCLATURE

A
ifg
AP,
K, = 82
PrVin
AP,
pfvm
l
Nsub— sub éﬂ_
7z Pg
os!  Ap
7= .

Vin

Aigyp

Ap;

Ap.
Ap=ps—pg
Pr

Ps

Test section flow area (m?)

Latent heat of vaporization (J/kg)
Exit flow restriction

Inlet flow restriction

Heated length (m)

Subcooling number

Zuber (phase change) number

Heater power (W)

Wall heat flux (W/m?)

Inlet velocity into the test section (m/s)
Inlet subcooling (J/kg)

Inlet plenum pressure drop (Pa)

Exit plenum pressure drop (Pa)
Density difference (kg/m3)

Liquid density (kg/m®)

Vapor density (kg/m*)

Heated perimeter (m)
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Table 1 Listing of experimental data

Run Vin c Tin c q Nsub Nz Inlet restri
#. m/s m/s C c W Ki
1 0.40 0.03 19.58 0.21 3549.00 39.91 38.97 0.00
2 0.36 0.03 7.76 0.26 | 3528.00 53.59 43.31 0.00
3 0.39 0.03 7.10 0.18 | 3570.00 54.34 41.06 0.00
4 0.60 0.04 29.29 0.82 2610.00 25.89 19.70 0.00
5 0.69 0.04 37.13 0.18 1875.00 15.42 12.61 0.00
6 0.62 0.03 23.83 0.26 | 3200.00 34.23 23.51 0.00
7 0.59 0.04 17.49 0.23 4255.00 39.81 32.64 0.00
8 0.50 0.04 16.87 0.28 3528.00 40.89 31.95 0.00
9 0.43 0.03 29.39 0.32 2346.00 24 .98 24.76 0.00
10 0.37 0.03 0.65 0.25 4232.00 62.03 50.47 0.00
11 0.39 0.03 5.38 0.28 3652.00 55.71 41.59 0.00
12 0.40 0.04 26.92 0.47 | 2048.00 26.82 22.88 0.00
13 0.29 0.04 8.06 0.23 2946.90 53.71 44.43 0.00
14 0.31 0.04 12.80 0.44 2655.00 47.52 38.01 0.00
15 0.26 0.03 14.74 0.20 2453.14 44.66 40.62 0.00
16 0.29 0.03 5.28 0.24 3037.65 55.98 45.70 0.00
17 0.28 0.03 8.30 0.27 2804.60 51.82 44.86 0.00
18 0.27 0.03 11.29 0.29 2649.60 47.69 43.77 0.00
19 0.26 0.03 13.17 0.26 2523.50 45.06 40.46 0.00
20 0.28 0.03 14.34 0.26 2449.50 43.50 38.15 0.00
21 0.39 0.03 9.51 0.30 3764.65 51,12 42.80 0.00
22 0.37 0.04 24.09 0.26 2306.50 33.28 26.96 0.00
23 0.34 0.05 25.98 0.29 | 218240 30.71 28.11 0.00
24 0.33 0.03 27.44 0.27 | 2105.60 28.76 27.83 0.00
25 0.37 0.04 29.90 0.40 | 1855.50 25.61 22.28 0.00
26 0.44 0.04 30.48 0.49 1855.50 24.83 19.08 0.00
27 0.43 0.038 31.94 0.92 1786.30 23.00 19.11 0.00
28 0.57 0.04 | 34.14 042 2244.00 19.95 17.92 0.00
29 0.60 0.03 36.40 0.40 | 2050.84 16.93 15.42 0.00
30 0.62 0.04 38.50 0.55 | 1842.00 14.13 13.66 0.00
31 0.63 0.04 39.70 0.38 1741.45 12.52 12.73 0.00
32 0.61 0.04 40.68 0.32 | 1667.10 11.21 12.55 0.00
33 0.61 0.04 41.01 0.22 | 1648.30 10.91 12.59 0.00
34 0.30 0.02 11.02 0.26 | 2804.60 49.49 41.06 0.00
35 0.66 0.05 42.17 0.21 1250.73 9.23 10.33 0.00
36 0.69 0.04 43.50 0.25 1177.20 7.68 9.30 0.00
37 0.67 0.05 44.87 0.32 977.90 5.87 7.95 0.00
38 0.59 0.05 38.96 0.39 2108.80 13.90 14.92 22.00
39 0.51 0.02 36.41 0.31 1974.70 17.30 15.88 22.00
40 0.58 0.04 15.29 0.28 | 3195.72 45.63 30.03 22.00
41 0.57 0.03 11.81 0.28 | 3582.60 50.41 34.26 22.00
42 0.57 0.04 11.57 0.37 3781.85 50.73 36.16 22.00
43 0.62 0.04 9.13 0.42 3960.00 53.99 34.81 22.00
44 0.59 0.03 17.24 0.35 2952.60 43.16 27.28 22.00
45 0.56 0.04 19.78 0.37 2629.80 39.77 25.59 22.00
46 0.55 0.04 23.00 0.79 2267.56 34.95 22.47 22.00
47 0.55 0.05 25.93 0.41 1984.00 31.16 19.66 22.00
48 0.46 0.04 27.84 0.38 1849.50 28.61 21.72 22.00
49 0.48 0.04 29.72 0.24 1684.35 26.23 19.13 22.00
50 0.50 0.04 31.08 0.21 1568.88 2441 17.10 22.00
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Figure 3 Schematic drawing of the spacer ring
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Temperature (C)

100

Run #9
Ki=0, Ke=0, Tin=17.49, q=4255 W

- Down flow

- Tsat =47.68 C

- Atmospheric pressure |

30 60 90 120 150
Time (s)

— T3 (Exity —— T14 (Inlet)

180

Figure 4.a Heater surface temperature at test section inlet and exit for Run # 9
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~ Run #46
Ki=22, Ke=0, Tin=17.24, g=2953 W

Temperature (C)

- - r -- Atmospheric pressure

. - Down flow

. -Tsat=47.68 C

Time (s)

60 ' 80 100

— T3 (Exit) —— T14 (inlet)

Figure 4.b Heater surface temperature at test section inlet and exit for Run # 46
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Velocity (m/s)

Run #9
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Figure 5.2 Main and bypass velocities for Run # 9
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Figure 5.b Main and bypass flow velocities for Run # 9
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Flow excursion instability boundary
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Figure 6 Flow excursion instability boundary
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PROBLEMS IN EXPERIMENTAL AND MATHEMATICAL
INVESTIGATIONS OF THE ACCIDENTAL THERMOHYDRAULIC
PROCESSES IN RBMK NUCLEAR REACTORS.

B.L.Nigmatulin and L.K.Tikhonenko. Research &
Engineering Centre (EREC) for Nuclear Plants
Safety, Electrogorsk, Moscow region
142530, Russian Federation.

-V.N.Blinkov. Aviation Institute, Kharkov
310070, Ukraine.

A.J.Kramerov. Russian Research Centre
Kurchatov Institute (RRC KI), Moscow
123182, Russian Federation.-

ABSTRACT.

In this paper the thermalhydraulic scheme and peculiarities of the boiling
water graphite-moderated channel-type reactor RBMK are presented and
discussed shortly. The essential for RBMK transient regimes, accidental
situations and accompanying thermalhydraulic phenomena and processes are
formulated. These data are presented in the form of cross reference matrix
(version 1) for system computer codes verification. The paper includes
qualitative analysis of the computer codes and integral facilities which have
been used or can be used for RBMK transients and accidents investigations.
The stability margins for RBMK-1000 and RBMK-1500 are shown.

RBMK FEATURES DESCRIPTION.

Safe operaﬁon of RBMK reactors in Russia, Ukraine and Lithuania is
now a big concern of the world scientific community.

Water-graphite channel type RBMK nuclear reactors use uranium di-
oxyde (UO,) as a nuclear fuel, light water as a coolant and graphite as a

moderator. The cylindrical core presents 1693 vertical fuel channels passing
through the assembly of the square graphite columns. Each channel contains
two fuel 18-rod bundles in series. The simplified thermalhydraulic scheme of
power unit with RBMK-1000 reactor is shown in fig.1. The coolant circuit
consists of two loops, each of them supplies coolant to half of the parallel
heated channels due to Main Circulation Pumps 6 which rise the pressure
from 7,0 to 8,4 MPa and delivers a total mass flow rate of 5200 Kg/s. The
Pressure Header 11 distributes the coolant to twenty two Distributing Group
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SCHEME OF POWER UNIT WITH RBMK-1000 REACTOR.

4

1-Drum-Separator (n=4); 2-Downward Pipe (ID=300 mm, n=43); 3-Suction
Header (ID=900 mm, n=2); 4-Gate Valve (n=16); 5-Suction Line of Main
Circulation Pump (ID=750 mm, n=8); 6-Main Circulation Pump (n=8); 7-Head
Line of Main Circulation Pump (ID=750 mm, n=8); 8-Check Valve (n=8);
9_Throttle-Control Valve (n=8); 10-Bypass Line (ID=750 mm,n=2); 11-Pressure
Header (ID=900 mm,n=2); 12-Flow-Rate Limiter (n=44); 13-Check Valve (n=44);
14-Distributing Group Header (ID=295 mm,n=44); 15-Multipurpose Valve
(n=1693); 16-Low Water Communication (ID=50 mm,n=1693); 17-Fuel Channel
(n=1693); 18-Vapour Water Communication (ID=70 mm,n=1693); 19-Water
Equalizing Line (ID=300 mm, n=4); 20-Vapour Equalizing Line (ID=300 mm,
n=4); 21-Turbine Steam Line (ID=600 mm,n=4); 22-Stop-Control Valve (n=4);
23-Turbine Set (n=2); 24-Separator-Superheater (n=4); 25-Turbine Condenser
(n=2); 26-Condensate Pumps of the First and Second Rise (by five in parallel);
77-Low Pressure Heater (n=2); 28-Condensate Purification System; 29-Deaerator
(n=4); 30-Feed Water Pump (n=5); 31-Feed Water Line (ID=372 mm,n=28);
3)-Feed Water Flow Rate Control Unit (n=2); 33-Blowdown Water Purification
and Cooling System; 34-Turbine Condenser Water Level Regulator; 35-Hydraulic
Reservoir with Gas Pressurization (n=12),V;=150 m3); 36-Gate Valve (n=3);
37-Quick-Acting Valve (n=2); 38-Flow-Rate Limiter (n=2); 39-Water Storage
Tank; 40-Pumps (n=8); 41-Dump Valve (n=4); 42-Bubbler (n=2); 43-Condenser
(n=2); 44-Condensate Pump (n=2); 45-Emergency Cooling System Header (n=2);
46-Gate Valve (n=4); 47-Quick-acting Reducing Unit (n=4); 48-Main Safety Valve
(n=8); 35...40,45 - Reactor Emergency Cooling System.

Fig. 1
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Headers 14 and each of them distributes the coolant to about thirty eight fuel
channels through Low Water Communications 16, each one is equipped at
the inlet ‘with Multipurpose Valve 15. The coolant in the fuel channels is
partially vaporized (quality is up to 0,25) and arrives at two Drum Separators
1 through Vapour Water Communications 18. In each Drum Separator satu-
rated water (7,0 MPa, 284 C) is mixed with the feed water (165°C) and flows
back to the Suction Header 3 through twelve Downward Pipes 2. From the
top of each Drum Separator the saturated steam flows through fourteen Tur-
bine Steam Lines 21 to the Turbines 23.

Water-graphite channel type RBMK nuclear reactors possess the features
of working process and design which may be essential and should be taken
into account in conducting the experimental and mathematical modeling of
transient regimes and accidental situations. The main features are the follow-
ing:

1. Branching parallel channels configuration of circulation circuit. Such a
geometry may cause development of oscillatory parallel-channel flow boiling
instability.

2. Positive coolant void and temperature reactivity coefficients stimulate
an instability in the neutron field and complicate control of the reactor.

3. High vapor quality at the heated channels exit (up to x = 0,25). This
leads to heat power limitations due to critical heat flux danger.

4. High thermal capacitance of the heated zone structure due to graphite
mass.

5. Limitations on acceptable temperatures of the fuel element zirconium
wall (350°C), graphite (750°C) and (UO,) fuel rods (2800°C).

6. Positive feed back § Q » X -» AP, » s m —» 5 X —» 5§ Q due to mo-

notonic "pressure drop - flow rate” heated channel curve and positive feed
back "boiling water void fraction - heat generation” « —» Q (x - Q).

7. Limitations on separation process quality: liquid entrainment to Steam
Lines limitations because of danger of vapor radioactivity increase by isotopes
dissolved in the water; vapor entrainment to Downward Pipes limitations be-
cause of necessity to maintain positive suction head in the Main Circulation
Pumps.

8. Considerable number of non-standard valves and automatic controllers
requiring adequate mathematical description.
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VERIFICATION MATRIX DESCRIPTION.

In spite of the fact that the construction of new RBMK NPP units is not
projected at the present time, units are already built and in operation in Rus-
sia, Ukraine and Lithuania. Evidently, these will be in operation till the end
of their service life. The main problem during this period is to improve the
RBMK safety to a level comparable with that of WWER's and PWR's. This
safety level is evaluated on the basis of system thermalhydraulic codes calcu-
lations. There is no such code for the RBMK and the problem of its elabora-
tion should be accepted as a important one. Elaboration and verification of
RBMK code (or codes) should be carried out on the basis of a verification
matrix, which defines the list of essential RBMK transient regimes, emer-
gency situations, accompanying thermalhydraulic phenomena, available ex-
perimental fasilities and data.

The verification matrix proposed in this paper accounts for the peculiari-
ties of the RBMK reactor and contains three cross reference blocks:

- phenomenon versus test type. This part of the matrix contains the lists
of the 16 steady, transient and emergency regimes and 31 of the most impor-
tant thermalhydraulic phenomena,;

- test type versus test facility. This part of matrix presents information
about existing and projected integral facilities for the experimental modeling
of the transients and accidents which are outlined in the matrix;

- phenomenon versus test facility. This part of matrix identifies the test
facilities which are appropriate for specific phenomenon experimental repro-
duction.

At present there are three RBMK type experimental stands in Russia: fa-
cility Ne.108 (EREC), facility KS (RRC KI), facility BM (Research and De-
velopment Institute for Power Engineering ENTEK). These stands represent
models of the fuel channels parallel assembly (17, fig.1) made with vertical
scale violation and approximate pressure loss profile reproduction. The vol-

o V. 1 1
ume-power scale of the stands are § = =% = -2 x ——...——. The stands
P 0, v, 1700 " 7200
are not exactly similar to RBMK reactor from the stand point of compo-
nents, configuration and scheme. They are able to adequately reproduce a

limited number of the regimes and phenomena essential for RBMK.

Unlike the above-mentioned facilities design work for the integral stands
ISB (EREC) and PSB (EREC) [1] was based on criteria proved for PWR,
BWR, WWER concept: full height scale, nominal thermodynamic parameters
of the coolant, the same volume-power scale for all components. The ISB
and PSB stands are similar to RBMK reactor from standpoint of compo-
nents, configuration and scheme, they are designed for adequate modeling of
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CROSS REFERENCE MATRIX FOR TRANSIENTS AND ACCIDENTS OF RBMK

(Version 1)
Phenomenon/test type  Integral facility/test type
@ occuring @ performed, completé data
O partially occuring O performed, data are: - I
. tegra
O not occuring not complete Test Type nieg
L . @ not performed,.but can facilites
" be performed B o %13 '§
.- O not performed @ gl |B|5] |2
Integral facility/phenomenon g |3 o, |& EE N E EME
HelHAEEE EREHEEE e RS RS
® data avialable and sufficient for code verification |23 (5150 3) &) S TE 3|E 'E" = E 53 § =N
@ data available but not sufficient é S %g g g‘ %5 i’g ggge -E §EEE§ é%’
. . Sl °ls S H A E e
@ data not available but can be obtained NEEEE g &= g'g g = 5 E s|5lalki=13 =
on corresponding facility 21°08) | L8] I E é 218171
O data not available and can not be obtained af | . g 215 1%
on corresponding facility SIK] §‘
3D effects & thermohydraulic-nuclear feedback 000000000000 000 e 0000 q
Special valves operation j Ololojojojojojo]ele|0jolo]elalelclolojolole)
.gg;vrgﬁovlvlater level, praiesufe controllers ) O ooleoeoele o olelee e{®|e®lololobiole
Oscillatory instability in parallel channels 93 100 |0/0/0]0/0 O JiJel e ek )e)
Critical flow through break OR0OPICO 0000 e e e ead noon
Drum-separator (DS) level dynamics Hl00|elele 'lo .I.l. oleoe/ed0[00I00
Flashing & condensation in DS e ONCEDOE I EDORNNEEEN
Separation & water entrainment out of DS ®/ol0|eele|eCle/®®|O0|CelOlal@lOC[00
Steam entrainment to Downward Pipe el0|Cie/ele|el0C/elelel00/elelelalaoc0lo
Void fraction/slip o006 ee e eee eeeeeaa o0
Counter current flow Ol0j0|0[0|0e|O]ele@ie|a]alaloj0lele|alololo
Stratification in horizontal flow O|O[0j0l0[OjelO|Cjelelalala[OlelaldlOjojojo
§ Phase accumulation & ejection O|0j0[Cl0[0[a0|Clee|aldolo]ole@|a|o[ojo
S [ Scparation in Tecs Olojoj0[0j0ja[Oj0lelealajo[Olelal@lojolojo
) Natural circulation . o|0lCi0j0|0jo|o[cleelololoOlelalelaaialo
% Circulation stagnation in Fuel Channels OlO[O[0j0|0[aO|Clelelo|CloOjo]edad|0j0
-2 M Cfinacmnation & moving elelelelelel ololo olojojojoje@(o|d|olo
P|  Core subcritical heat transfer oooo/e0o00000e0eeeaanooe
5| Critical heat flux Olojo[a[ojojo|e|e|e|®|ee|e|C[C|ale/ale[0]0
E Core supercritical.heat transfer O|C|0I00I00|e ‘i.|. ‘|. [ ]le]le) OIO [ (e][le)
= Quench front formation & propagation O OIO OIO Olo|O .I.f. OIO 0010139 0|@|0jO
Radiation heat transfer olojojojojojo|e|eie|e|elee|Olo[O|Clojoloo
Clanne! & Baphite. " damaged Fuel 0jojo o|o olo|® 0|o|o elee|0}o/0|ololololo
Emeency Cofe Cogline Sy vater oololo[olcjelelelolc]ele|alalelablolo
Eonvcon el Fuel Chanaei outon ool oIo ojo|oje|e/ejojod/0lolalalolaolo
Pressure growth in Reactor space OOOOIO 0l|0|0|e|e ..‘_O_OOOOOOO
Pressure growth in Circuit space OlOIO O|O Olo|o .|° ®Ole| € ® 8OO 0|00
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most thermalhydraulic phenomena enumerated in the matrix, and they are
able to reproduce thirteen of a sixteen transient and accident regimes. The
most adequate to the reactor-prototype is the integral stand PSB-RBMK
equipped with standard Low Water Communications and Vapour Water
Communications, two full-scale Fuel Channel models and standard Graphite
Blocks. We suppose that construction and operation of the PSB - RBMK
stand will allow the resolution of most of the local and system problems in
RBMK transient thermalhydraulics.

As for the widely known Western computer codes, most of them are ac-
cessible at present in Russia and Ukraine, some of them are adapted and are
being used in various institutes and laboratories. The mathematical models of
those computer codes have a determined structure: they all are based on
some form of mass, momentum and energy conservation equations. The
modular structure and basic modules of the codes are similar and include
thermalhydraulics of the coolant, power generation in nuclear fuel rod, heat
transfer between solid structures and the fluid, thermophysical properties of
the coolant, control systems and numerical methods. The major components
models and sets of constitutive correlations are also similar. All the khown
Western codes (TRAC, RETRAN, RELAP, CATHARE, ATHLET etc.) have
been developed for simulation of thermal hydraulic behaviour during acci-
dents and transients in vessel type reactors PWR and BWR. Noticeable dif-
ferences between the mentioned codes can be revealed in flow models (from
0O-D in ATHLET to 3-D in the TRAC core model), in the level of inter-
phase nonequilibrium (from homogeneous equilibrium to two-fluid), in some
features of components models and in numerical methods. In application of
the Western codes to RBMK analysis the distinction in results can be ex-
pected the such degree as the mentioned differences in mathematical models
are essential in specific RBMK thermalhydraulic regimes.

The preliminary opinion of the authors of this paper is that code ATH-
LET [2] to a certain degree is able to simulate specific thermalhydraulic phe-
nomena in RBMK reactor. This opinion is based on the first results of com-
prehensive codes verification program directed to RBMK safety improve-
ment, running independently in the various Russian and Ukrainian institutes
and laboratories (these results are to be published by the end of 1995). At the
same time it is obvious that for certification of ATHLET to RBMK NPP
modification of the code is required. )

In parallel with work on Western computer codes verification and adap-
tation it is necessary to collect the information and to learn the possibilities
of the specialized (directed to specific phenomenon or group of phenomena)
codes, developed basically in the countries of the former Soviet Union. The
following part of the paper shows the example of application of one of such a
computer program.
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BOILING FLOW INSTABILITY IN RBMK FUEL CHANNELS.

Instability in parallel channels is an important and very specific for
RBMK phenomenon. The authors developed and verified by means of com-
parisons with experiments simplified mathematical model and computer pro-
gram for nonlinear simulation of oscillatory regimes in parallel heated chan-
nels. These results have already been published [3-5]. Here we will give only
brief description of the model and of the results obtained:

- one-dimensional distributed parameters 1P2TIW hydrodynamic model
of transient two-phase flow;

- implicit numerical method [D.R.Liles, 6];

- thermal submodel based on energy equation for the wall
[R.Taleyarkhan, 71;

- single heated channel under A P = const boundary conditions typical
for parallel channels;

- such a simple model elucidated the physical nature of oscillations
(density waves) and demonstrated ability to predict adequately flow parame-
ters oscillations and stability margins.

This specialized computer code has been applied to calculation of the
sability boundaries of RBMK-1000 (Chernobyl, Kursk, Smolensk,
St.Peterburgh) and RBMK-1500 (Ignalina) reactors. The major difference
between those two power units is in thermal core power: 3200 MW for
RBMK-1000 versus 4800 MW for RBMK-1500 (electiral power equals 1000
MW for RBMK-1000 versus 1500 MW for RBMK-1500). Another essential
difference is that RBMK-1500 fuel channels are equipped with flow turbu-
lence stimulators for heat transfer enhancement, which change channel longi-
tudinal pressure drop profile. Fig.2 shows calculated stability boundaries for
RBMK-1000 and RBMK-1500 fuel channels at open Mulipurpose Valves
(15, fig.1). The oscillatory regimes calculations in the vicinity of the stability
boundaries brought the following results (fig.2,3):

- thermalhydraulic stability margin for RBMK-1000 exceeds the one for
RBMK-1500;

- in RBMK-1000 fuel channels boiling coolant oscillatory regimes in
minimum flow rate phase, dryout and corresponding wall temperature growth
may occur;

- in RBMK-1500 fuel channels flow rate oscillations do not lead to heat
transfer rate lowering.
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Consequently, operational parameters limitations for RBMK-1000 and
RBMK-1500 are not identical from the viewpoint of boiling coolant stability
providing and dryout avoiding.

CONCLUSIONS.

The paper first presents cross reference matrix (version 1) for system
computer codes verification which takes into account the essential for RBMK
boiling water graphite-moderated channel-type reactor thermalhydraulic pe-
culiarities. Publishing of the matrix originates the comprehensive computer
codes verification program directed to RBMK safety level improvement. The
matrix proves the necessity of large scale integral stands ISB and PSB con-
struction.

The paper demonstrates and comments stability margins for RBMK-1000
and RBMK-1500 power plants

NOMENCLATURE.

i - enthalpy, J/kg; 1 - latent heat of vaporization, J/kg; m - mass flow
rate, kg/s; P - pressure, Pa; DP - friction pressure drop, Pa; Q - power of
heat source, W; T - temperature, K; V - volume, m ; W - velocity, m/s; X -
vapor quality; a - void fraction.

Subscripts.
in - inlet; ex - exit; w - wall; m - model; p - plant.
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Abstract

The stability of a BWR was investigated over a limited range of make up flow rates and operating pressures using the
TRAC-BF1 computer code. Point kinetics with six delayed neutron groups was used to determine the reactor power response
along with a constant power profile throughout the transient.

The main objective of this study is to determine whether the reactor conditions are stable under natural circulation after
an MSIV closure ATWS. The actual ATWS scenario, therefore, was not followed. Two slightly different TRAC-BF1 models
of the Susquehanna Steam Electric Station (SSES) which were developed and benchmarked against a MSIV Closure with Scram
test case were utilized. A methodology to drive the reactor to its final operating condition was developed. In this methodology,
a TRAC-BF1 run with the steady state option is made to obtain a thermal-hydraulic steady state. In steady state calculations of
the TRAC-BF1 code, the neutronics feedback is bypassed, while the thermal-hydraulics and neutronics coupling is allowed in
the transient calculations. Because of the non-zero convergence criteria used in the steady state runs, the reactor starts to depart
from the thermal-hydraulic steady state after the transient mode is engaged. During the transient, some fluctuations are observed
in the behavior of various parameters. Depending on the natural circulation conditions, especially the operating pressure, the
observed fluctuations either die out or go into an unstable mode.

The results of the study showed that the higher operating pressures are likely to be more stable and there is a void
reactivity related instability at the lower operating pressures. However, the effects of the axial power profile and the reactivity
feedback coefficients suggest that a higher dimensional kinetics feedback is required to more accurately determine the transition
region for different system parameters, such as operating pressure, between the stable and unstable final states.

INTRODUCTION

An Anticipated Transient Without Scram (ATWS), while of low probability, has received considerable
attention because of its potentially serious consequences. One of the most serious ATWS events for the Boiling
Water Reactor (BWR) is the postulated complete failure to scram following a transient event that has caused closure
of all main steam isolation valves (MSIVs). The following is a brief description of the reactor behavior following
a MSIV closure.

The transient begins with the closure of all MSIVs after which the reactor vessel is progressively isolated.
Because the reactor is at power, the reactor vessel pressure rapidly increases. The pressure increase causes the
collapse of some of the voids in the core, inserting positive reactivity which in turn increases the reactor power. The
increase in the reactor power produces more steam which in turn causes further increase in the reactor pressure.
When the reactor vessel pressure reaches the level of the safety relief valve set points, the SRVs open to reduce the
rate of the pressure increase and the recirculation pumps are automatically tripped. With the tripping of the
recirculation pumps, the core flow is reduced to between 20 and 30 percent of its former value as flow changes from
forced circulation to natural circulation. With reduced flow, the temperature of the moderator in the core subcooled
region is increased, producing voids, and introducing a significant amount of negative reactivity. The rapid increase
of the reactor power is terminated, and the power, then, rapidly decreases to about 30 percent of the rated power.

The response of the reactor to the MSIV closure initiated ATWS has been studied previously; however, the
previous studies have been focused on reactivity changes in the core and the typical thermal-hydraulic post-transient
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events.*** The majority of these studies have used RETRAN or RAMONA-3B codes to analyze the transient
behavior of the reactor. In one study, a typical BWR/4 MSIV closure ATWS has been simulated using RAMONA-
3B and TRAC-BD1 codes.* Another study used the TRAC-BDI1 code, but the purpose of that study was to evaluate
the TRAC code, not the transient.” Although these studies emphasize on the ATWS event, the stability of the reactor
following an ATWS event has not previously been studied.

In this study, the stability of a BWR under natural circulation conditions over a range of make up flow rates
and operating pressures, including three high, one intermediate, and three low operating pressures were investigated.
For the lowest pressure of 1.72 MPa (250 psia), the effects of the axial power profile and the reactivity feedback
coefficients on the reactor stability were also investigated. The TRAC-BF1 code with point reactor kinetics is chosen
since it has been shown to be capable of simulating BWR under natural circulation conditions® and use of point
reactor kinetics has been proven adequate to predict the general behavior of the transient, including density wave
instabilities.*®

TRAC-BF1 is the latest code release stemming from the TRAC-BWR code development program of the
Idaho National Engineering Laboratory (INEL).*? The advantage of TRAC-BFI is that it uses a full two-fluid,
nonequilibrium, nonhomogeneous thermal-hydraulic model of two-phase flow in all parts of the BWR system,
including a three-dimensional treatment of the reactor vessel. In the next section, the TRAC-BF1 stability model used
in this study is described, and in the method of analysis section, a brief explanation of the methodology is given.
Finally, a discussion of some of the results while showing the examples of stable and unstable reactor behaviors is
presented. For the readers convenience, the reactor conditions investigated are all summarized in Table 1.

MODEL DESCRIPTION

The TRAC-BF1 model of the Susquehanna Steam Electric Station (SSES) depicted in Fig. 1 consists of
one two-dimensional and 18 one-dimensional components along with 31 junctions. The VESSEL, the only multi-
dimensional TRAC-BF1 component, consists of thirteen axial levels, four radial rings, and one azimuthal region
reducing the three-dimensional VESSEL model to two-dimensions. The first three radial rings cover the reactor
interior components while the fourth is used to model the downcomer region.

Other than the two-dimensional VESSEL component, several one-dimensional components were used in the
model, such as:
¢ PIPE components 31, 32, and 33 model the control rod guide tubes.

« CHAN components model the reactor core, including CHANG0 representing 4 hot fuel bundles, CHANG1 and
CHANG2 representing 668 average fuel bundles, and CHANG3 representing 92 peripheral bundles.

* SEPD components 71 and 72 model the separator/dryer assemblies using TRAC-BF1’s simple separator model.
* PUMP 12 and JETP 14 components model the recirculation lines.

* VALVE components 52 and 58 model the MSIVs and SRVs, respectively.

* FILL 44 component provides the feedwater inlet boundary condition, which is connected to the VESSEL
component via PIPE 54 component.

* BREAK components 46 and 47 provide the pressure boundary conditions for the steam line. BREAK 46 is
connected to the MSIVs while BREAK 47 is connected to the SRVs.

Along with these TRAC-BF1 components, we utilized the following features in constructing the model:
a) The transient was assumed to start at 0.0 seconds.

b) The point kinctics model with six delayed neutron groups along with the various reactivity feedback coefficients
(i.e. void, moderator, Doppler) was used to determine the reactor power response.

¢) The MSIV area which was adjusted to give the flow area which was necessary to meet the specified natural
circulation conditions was used to simulate the open SRVs.

d) The pressure at the BREAK 47 component which sets the steam outlet boundary condition was set to atmospheric
pressure to reflect the physical condition and the choked flow calculation option was turned on in the VALVE
component. ‘ ’

e) It is assumed that no boron injection occurred.

f) A new method of analysis was developed and was used rather than following the actual ATWS scenario.

g) A steady state, full power, bottom peaked power profile was used in most of the cases.

h) An estimated power level based on a simple energy balance on the system was used in the steady state runs.
i) The recirculation pump speed was set to 0.0 rad/sec.

J) A constant feed water inlet flow was used throughout the transient.
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Figure 1. TRAC-BF1 model of SSES
Feedwater
Pressure Make up Flow Inlet Temp. Reactor Power
Case # (MPa) (kg/s) °C) MW,,)
1 124 385.56 197.0 737.92
2 1.72 321.30 197.0 629.00
3 5.86 311.22 378 601.10
4 448 119.70 1970 315.54
5 7.24 95.76 37.8 24940
6 3.10 165.06 37.8 436.30
7 1.72 13734 378 362.08

Table 1. Key parameters for investigated cases
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METHOD OF ANALYSIS

Most of the ATWS analyses require approximately 1500-2000 seconds to simulate the transient.>® Since
the main objective is to determine whether the reactor is stable under the specified natural circulation conditions after
an MSIV closure initiated ATWS, it is not necessary to follow the actual ATWS scenario. Therefore, a methodology
was developed to shorten the TRAC-BF1 CPU time requirements. First, the thermal-hydraulic steady state conditions
of the reactor are determined from a TRAC-BF1 steady state calculation for each specified condition given in Table
1, including system pressure, make-up flow rate, and the reactor power level which is calculated from a simple
energy balance on the system. Then, after obtaining steady state conditions, a transient calculation with the
neutronics feedback is performed. The non-zero convergence criteria creates an initial perturbation when the transient
is started. The purpose behind this methodology is to speed up the generation of final operating states by initially
decoupling the neutronics from the thermal-hydraulics. In general, converging the thermal-hydraulics does not take
a long time.

The methodology has an underlying assumption that under the specified natural circulation conditions the
reactor has only one final state regardless of the sequence of events followed during the transient. Therefore, it
should be verified that the final state of the reactor is independent of path chosen to get there. Case 1 is taken to
be the test case for this methodology. Using the specified state parameters, a parallel path and a sequential path were
created. In the Parallel Approach, all actions necessary to bring the reactor from normal operating conditions to the
specified natural circulation conditions are taken simultaneously, while in the Sequential Approach, the reactor is
brought to the final state by performing one action at a time. The results indicate that the final state of the reactor
is stable and is independent of the sequence of events followed to generate this state. ‘

Table 2 shows the final stable state parameters for the Parallel and Sequential Approaches. As seen from
the table, the results of both approaches agree with each other. The slight differences are due to the lower make up
flow rate used in the Sequential Approach.

Once the methodology was shown valid, steady state reactor parameters were determined for each of the
specified conditions in Table 1 using the steady state calculation mode of TRAC-BF1. These steady state parameters
are summarized in Table 3. Transient calculations were initialized at these conditions, and the computations are
completed with neutronic-thermal-hydraulic feedback in place.

TRAC-BF1 assumes that the reactor is at steady state, when the changes in the state parameters are smaller
than a user-defined convergence factor. During the transient calculations, the initial perturbation is provided by this
non-zero steady state convergence criteria and the reactor model starts to depart from the steady state. A slight
increase in the power causes increases in the pressure and the core average void fraction. The increase in the void
fraction introduces negative reactivity and causes the power to decrease which in turn reduces the pressure. As the
pressure falls the collapsed water level increases and drives more flow through the core. With the higher core flow
the core average void fraction decreases which introduces positive reactivity and the reactor power starts to increase.
Depending on the natural circulation condition, the oscillations observed in various parameters either die out or go
into an unstable mode.

Parameters Parallel Approach Sequential Approach
Feedwater Flow Rate, kg/s (Mlb/hr) 385.56 (3.06) 378.00 (3.00)
Steam Flow Rate, kg/s (Mlb/hr) 385.56 (3.06) 376.74 (2.99)
Reactor Pressure, MPa (psia) 7.19 (1043.0) 7.15 (1037.1)
Collapsed Water Level, meters (in) 8.60(338.7) 8.27 (325.7)
Total Reactor Power, MW, 745.40 . 727.20

Table 2. The final state parameters for the Parallel and Sequential Approach
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RESULTS AND DISCUSSION

The final states obtained after the transient runs are presented in Table 4. Figures 2 and 4 depict the total

reactor power for a stable and an unstable final state. The steam d

is given in Fig. 3.

After observing an unstable final state for C
identify the effect of some parameters on
the void reactivity coefficients were arti
feedwater inlet temperature was lowered from 197°C to 37.8°C (Case 2c). Finally,
profile in Case 2c was modified to a top peaked pro:

The response of the total reactor power is given in
like an unstable second order oscillator. At approximately 1200 seconds,
1000 MW, As the pressure increases decreas
to a level of approximately 350 MW, .
For the rest of the transient, the reactor undergoes a
such as chugging which appear as sharp spikes in the channel flows an
parameters. The steam dome pressure,
some time delay. During the transient, th

psia).

The void reactivity is affected by the reactor pressure. As
reactivity feedback becomes the dominant feedback mechanism to control the total reactivity, which, in turn,controls
the reactor power. Along with controlling the reactor power,
on the stability. As already discussed, Case 2a is unstable. How

BWR stability.

feedback coefficients, Case 2b becomes stable.

Figure 4 indicates that the final state of Case 7b is stable. At this final stable state, the steam dome pressure

is 1% higher than the target pressure while the steam flow matches the feed water inlet flow. The estimated power

file (Case 2d).
Fig. 2 for Case 2a. Initially (0-600 seconds), it behaves
it has a relatively broad peak of nearly
ing the collapsed water level and core flow, the reactor power falls
The power hits a level of nearly 5400 MW, at ap

depicted in Fig. 3, follows the same b
e steam dome pressure ranges from about 1.2 to about 2.4 MPa (180 to 350

value of 601.1 MW, agrees with the power level of 606.5 MW, at the final stable state.

ome pressure response for an unstable final state

ase 2, additional sensitivity calculations were performed to
First, the original case was assigned as Case 2a. Then,
ficially lowered to half of their previous values (Case 2b). Later, the
the bottom peaked axial power

proximately 1400 seconds.
bounded oscillatory behavior with some relaxation instabilities
d is also reflected in the behavior of other
ehavior as the power does but with

the operating pressure is reduced, the void

the void reactivity feedback has an important effect
ever, with the modified (decreased) void reactivity

Reactor Reactor Steam Flow Core Avg. Collapsed
Power Pressure Rate Void Frac. Water Level
Case # MW,) (MPa) (kg/s) (%) (m)*
1® - - - - -
2a 629.00 1.69 322.56 57.17 10.71
2b 629.00 1.69 322.56 5117 10.71
2c 847.05 1.69 322.56 62.10 10.94
2d 847.05 1.68 321.55 59.13 10.90
3 601.10 5.86 307.82 46.44 12.40
4 315.89 444 117.84 3297 9.80
5 249.40 7.24 96.26 11.51 13.07
6 436.30 3.03 165.19 45.55 9.02
7 362.08 1.7 137.14 43.88 10.35
# TAF is 9.07 meters

b reactor is not steady stated before the transient run

Table 3. Key parameters foa éhzennal-hydraulically steady states




Reactor Power Reactor Pressure Steam Flow Collapsed Water
Case # (MW,) (MPa) (kg/s) Level (m)*
1* 745.40 7.19 385.56 8.60
2a° -- -- - -
2b 631.90 1.68 321.43 10.62
2c* -- -- -- --
2d° - ( -- -- --
3 606.50 592 311.22 1245
4 31543 4.51 119.51 9.99
5 249.90 RO 96.26 13.06
6 435.20 3.03 165.31 13.04
7¢ X -- -- -- --
* TAF is 9.07 meters
® Parallel Approach results are given
¢ final state is unstable
Table 4. Reactor parameters at the end of the transient
Total Reactor Power - Case 2a
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Figure 2. Total reactor power for an unstable case (Case 2a)
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Case 2c differs from Case 2a only in the feedwater inlet temperature. The results of these runs are found
to be similar. The only difference is thdi the magnitude of oscillations observed in the behavior of different
parameters is relatively smaller in Case 2¢.

Case 2c uses a bottom peaked power profile reflecting the steady state operating conditions. However, in
Case 2d, a top peaked power profile reflecting the thermal-hydraulically steady state natural circulation conditions
is used. The results of Case 2d indicates a core failure pointing out the importance of the power profile. During
the transient, fuel temperatures greater than the melting temperature are experienced along with the metal-water
reaction at the outer surface of the fuel elements.

CONCLUSIONS

After obtaining results of all cases, it is concluded that the higher operating pressures are more stable when
compared to the lower ones. In light of this conclusion, it is recommended that reactor operators keep an operating
pressure of 4.48 MPa (650 psia) or above to avoid power oscillations which may endanger the fuel integrity.

TRAC-BF1 predicted an unstable final state for Case 2, and we decided to investigate further to identify
the important parameter on the reactor stability. We investigated three additional cases. The results of Case 2b
indicated that the precise determination of the void reactivity coefficients is very important for an accurate result.
In Case 2d, we experienced temperatures higher than the melting point of the fuel pellets. In light of this result, we
can conclude that the axial power profile can have an important effect on the reactor stability.

For the stable cases, we observed that the steam outlet flows match the feed water inlet flows which is a
necessary condition for a stable system. Otherwise, the mass flow difference between inlet and outlet creates an
unstable system, However, the steam dome pressures are within +2.4% of the target values in these stable cases.
These differences between the target and the final stable state pressures are mainly due to the precision of the MSIV
area held open. On the other hand, the final power levels calculated in each case are consistent with the power level
predicted by using a simple energy balance on the system.
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Abstract

The propagation of the void waves is analytically investigated from the linear stability
analysis of the two-—fluid model. An analytical model on the wave dispersion is established
from the generalized form of the void propagation equation. And the wave propagation
parameters, which are independent of the wave number, are also derived based on the
concept of “most unstable waves”. This feature is expected to be very useful for
analytically investigating the propagation characteristics of naturally generated void waves.

It is clarified that the hyperbolicity condition is a necessary, but not sufficient condition
for stability. The analytical model of the void wave propagations, including the wave speed
and the wave damping factor, is validated by comparing the predicted resuits with
experimental data. The spatial gain factor is proposed to be used as an indicator to
quantify the spatial wave damping. The predicted tendency shows qualitatively well the
distinct features revealed in experiments, but they are very sensitive to the closure laws on
the momentum interactions. Especially, the virtual mass coefficient very much affects the
hyperbolicity condition and the wave damping.

1. INTRODUCTION

It has been expected that the flow instabilites occuring in the two-phase system
might mathematically appear in the form of complex characteristics. Especially, the
instability of void waves has been thought to be closely related to the hyperbolicity
breaking condition of the two-fluid formulation which is applicable to bubble flow. For that
reason, the void waves, that is, the propagations of void disturbances have been
analytically investigated in several works [1~4l.

Pauchon & Banerjee [1] investigated the charactersitics of void waves using a
simplified two-fluid model. They found, through parametric study, that the wave
characteristics are very sensitive to the closure parameters. Park et al. [2] and Lahey [3]
extended the analysis of Pauchon & Banerjee [1] using the newly derived two-fluid model,
and investigated the influence of different types of closure models on the characteristics of
the two-phase flow system. Biesheuvel & Gorissen [4] performed a linear stability analysis
by applying the kinetic theory to the dispersed bubbles and modeled some wave
parameters. These works were mainly aimed at checking the integrity of the formulation
and at assessing the closure laws through the analysis of the system characteristics and
the wave celerities.

In these works, however, they did not establish the relationship between the wave
stability condition and the hyperbolicity condition. And the wave propagation properties
derived were, in general, dependent on the wave number. This feature might be one of
the reasons for experimental investigators [e.g., 5~7] to examine the wave dispersion by
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imposing known frequency of artificial disturbances to the flow. Therefore, it was very
difficult in earlier works, except for the case of long wavelength limit, to validate the
formulation and its closure laws in view of the predictability of the void wave propagations,
which are dependent on the wave number, without relying oh* experimental data. And
previous works did. not give much atiention to the wave damping in this regard since
experimental information on the wave damping was not available. Since Matuszkiewicz et
al. [5], some attempts [8,9] have been done to measure the wave damping.

The objectives of this study are to analytically investigate the wave damping and to
clarify the relation between the hyperbolicity condition and the stability condition. An
analytical model of the wave dispersion is established from the linear stability analysis of
the two-fluid model. From the generalized form of the void propagation equation, the wave
propagation properties are fully’ derived. They include the wave -speed, the relaxation time
and the wave damping factors. Based upon the concept of the "most unstable waves”,
the wave parameters, which are independent of the wave number, are also derived. This
concept can eliminate the inevitability to impose artificial perturbations to the flow, which
were previously required to compare analytical results with experimental data. The
predicted results are compared with experimental data to examine whether the present
model on the wave propagation properties, especially the wave damping factor, could
predict experimentally observed tendency.

2. BASIC FORMULATION

Formulation of the two-fluid model |

For a one-dimensional, incompressible flow without phase change, the governing
equations can be formulated, from volume averaging of the instantaneous two-fluid model
[10], as -

oa .

St + Bl akwl =0 * W
‘ | <P P

ol —g—t(ak< uk>)+%(ak< up® ] = —akﬁ-ﬂ-dl’a—%
+—g;[ (Tt 7] F Mot Mp+ My, ' @)

where‘ o
So = 5[, fav, _

and Mg, My, M, and T..,; denote the body force density, the wall friction force
density, the interfacial force density, and the viscous ’étress, respectively.

The interfacial force density can be described for gas phase as — M; = M2+ MEP,
where M, and MXP denote the drag force term and the non-drag force.term, respec-

tively. [10,11] By neglecting the reaction force due to bubble pulsation and the lift force,
only the virtual mass force is left in the non-drag force term. The Reynolds stress for gas
phase can be neglected and for liquid phase, it can be expressed as[1]

. o :
ths = —eXup> = —o;[ Drst + kafu—u)? ], @

where Dr is called the axial diffusion coefficient [12). k = 0.2, valid for dilute mixtures, is
usually used. By neglecting the interfacial pressure difference for gas phase [2] and by
considering the surface tension effect, the pressure difference between phases can be
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expressed as
P,—P; = —nofl—au—u)® + é—(:. (4)

The coefficient, 7 is usually adopted to be 0.25. With neglecting the wall friction by gas
phase, the wall friction by liquid phase can be expressed by a Moody-type model.
The interfacial drag force (Fp) is usually determined by:

Mg = dgFD = Zf,ag%(ug—uf)z, (5)
where f; is the interfacial friction factor. The virtual mass force is expressed by [13]
24P
FVM= prVMaVM— azﬁ, (6)

where the virtual mass coefficient, Cvm, is known to be 1/2 for dilute bubble mixtures.
Bataille et al. [14] found that Cvm is an increasing function of bubble diameter, which can
be best-fitted as:

0.351 %10 "D for D, = 2.5—4 mm,
0.00194%10 *®”  for D, = 4—5.5 mm.

Zuber [15] proposed

ZaZg +1 = L for small void fraction. (70)
as

CVM= 9

Assuming all reference parameters to be constant and measurable quantities,
equations (1) and (2) can be expressed in dimensionless form as follows:

0 3 auy
ap + Qpilp

and
d + 0 45 _ @ aP;: @y _ND +2 42
ot (agug)+ 92+ (agug ) = N, ezt FP Np+ag(ug +uf )
a C D D
—ﬂ-l—v-‘j 62+[ aful—uf®)] - N‘;M 2, D‘fig - D’:if 1, (9a)
oP; da
—é%(afu}“H a‘}, (euf®) = — afj;;%*'v(af—ag)(u;—u}’)z PP
+77a a(u;— ;)Z_N a ((Z au}i‘)_k a [ aa(u+—u+)2]
e az+ T az'!- f az+ az'l' fCg\%g f

Qs D u+ Dfu}L da
T2 +Np aul —uf)2+ Cyyal 5t+g — 1 +N, azf —Npj?,(9b)

where the dimensionless numbers are defined as
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N, = fz Fro=7“—g"’-, Ny = 27, (10)

— 4o — of
uD' N T Tuap; N

Here, Nt is called the dispersion number which comes from egn! (3).

Nr

Charactersitics analysis
The system of the equations, (8) and (9), can be written in matrix form, with
Ny = 0, as follows:
00 od
B
ot + daz*

where the matrix € 4 B C are defined in the appendix. The characteristics of the system
can be found by setting the characteristic equation to be zero as follows:

A

= C, (11)

=|B—-AAl = ;A% + 2, 2° + a3 = 0, (12)
where the dimensionless characteristics is defined as;
= A% (13)
Ug— Uy

and , :
ar = aAy + e,

B
a =2[ —aA; + 72] , (14)
a3 = a/A; — a@B) — a;B,.

Here, A1, Az, Bi, B2 are defined in the appendix. \Thus, the characteristics can be found
as

AL = V% i;— (15)
where
2_
V= ———2‘2;1 , V= afa 44a1a3) , T =a;d. (16)

The characteristic equation can have, in general, three types of solutions; two real
solutions for hyperbolic domain, a single real solution for parabolic domain, and two
complex conjugate solutions for elliptic domain. Physically, the hyperbolic, elliptic and
parabolic domains represent regular flow, instability, and neutrally stable state between

regular flow and unstable flow, respectively. The hyperbolicity condition is given by v* > 0
to yield a% > 4aya3. And the hyperbolicity breaking condition is obtained, by setting

*

v = (), to be

a: = daa;. (17)
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It is noted that the consideration of algebraic terms only as momentum interaction terms
and the assumption of the equal phasic pressure, as a limiting case, lead to the il-posed
problem.

Void propagation equation

Consider small fluctuations for void fraction and phasic velocity. Hereunder, the symbol
"+ 1o denote a dimensionless gquantity is omitted for simplicity. Then, from eans. (8) and
(9), the void propagation equation becomes, with neglecting nonlinear terms, as follows:

oa oa 0 0 y9_ 0
3¢ T Cogs +04 (pt Gy g+ Gugg)e (18)
9 0 yd%aqy _
l/o( 3t+U° az azz] 09
where
KZ K3 Llo L20

e, — 7T 80 = T3 o = ’ o 0o— T > 19

Ca = &, X, 7 Us = o T2 (19a)
and

Gy, G, =V E \/_1: (190)

. K, 2 9

with V = 2K3 , = K4 _4K3K5, T = 4K3 .

Here, K, Ko, Ki, K., Ks are defined in the appendix. Equation (18) introduces the
diffusion term proportional to v, and the time lag ( 8,) in the response to any changes in

the flow conditions, when compared to one derived from the drift-flux model [16].
The lower-order wave speed, Cw, Can be expressed as

Np(1— %ag)uzr + N,afg(-%— ue—aum,)

NDu, + N,aguf (20)

C, = jo +

It is influenced only by the algebraic momentum source terms as in case of the kinematic
wave speed defined in the drift-flux model [16]. With neglecting the wall friction, it can be
simplified to

Caa - jo = (1—_3.ag)ur, (21)

and it indicates a, = 0.4 for the conditon of C,,—j, = 0. it is noted that

a;, = 0.3 ~ 0.4 was observed at that condition, from the experiments [9], depending

on the liquid flow rate.

Cs, and Cs are called the higher-order wave speeds [17]. The interaction between
the higher-order and lower-order waves occurs due to the presence of non-algebraic
momentum source terms (e.g., the virtual mass force term). The relaxation time can be
written as

Nyt + age + Cuy

5Np + 2N (22)

6, =
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The relaxation time can be interpreted as the time lag between any perturbations to the
flow and its response. With egn. (7a) in mind, it can be said that the relaxation time
becomes larger as bubble size is increased, which is comparable with experimental
observations [9] in terms of a flow time scale.

3. WAVE PROPAGATION PROPERTIES

Consider an evolution of spatially periodic, small disturbances to the quasi-fully
developed basic flow. Small disturbances with wave number (k) can be expressed in a
normal mode by ea~expl dxz—w)] . Then, from eqn. (18), the dispersion relation
becomes

(C-0)? + iP(C-0O — (Q+iR = 0, (23)

which is exactly the same as one proposed by Biesheuvel & Gorissen [4], where a
phenomenological approach was used by applying the kinetic theory to the bubble flow.

P, @ R, C are defined in the appendix, and the phase velocity is expressed by

= 2 _ Xo?
—x Cy+‘Czo

The solution of the dispersion relation can be written as

c=CT-i& +|E o, (o)
and it can be simplified, with v, = 0: to
'——-j%-('Cs,+C4,,)— 2;'90 + 2;500[ 1=(Cy,—C3 )% 0%+ 226,(Cs,+ Cy, —2C,)] %.
Here it is noted that v, = 0 eliminates the diffusion term in egn. (18) @
The general solution of the dispersion relation can be written as
C, = Cx[ ——1§—2+—§+%\/(%—Q)2+R2 2 (262)
Ci= —Lu %——2Q+%\/(-1412—Q}2+R2 ] %, (26b)

And the stability condition, xC; < 0, gives two constraints: P>( and P2Q=>R?. The first
constraint is satisfied, for v, =0, by 68, = 0 which is valid only if the slip ratio between
phases satisfies

Ny
Np
And the second constraint gives two conditions:

S= 22y 1o (L), (27)

Us

G, = U, < C, (28a)

and
Cs,— %0 (U,—C3) < C,, < Cy,+%%,0,(C,,—U,). (28b)
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For v, = 0, the flow is stable for disturbances with any wavelength (4) because eqn.

(28b) becomes Whitham [17)'s stability condition, which is equivalent to ean. (17). Since a
limiting case of the stability condition is identical to the hyperbolicity condition, so the
hyperbolicty condition is, in general, a necessary, but not sufficient, condition for stability.

In case of long wavelength limit (x6, << 1), the wave speed (C;) can be simplified to

265(Cy —C3)*
C, + x°0,( 4, 30)
° 16(2C00“C30—C4n)

Cr = CotCoeC. — xzﬁﬁ(C4,—C30)4 (29)
3. T4 e 16(2C,,— C3,— Cy,)
and the temporal attenuation factor ( xC;) becomes for the first mode
(xC)1 = =120, Co— Cs)(Cr,—Ca) + 75 (Cs,—Cs) %63, (30)

The temporal attenuation factor is always negative for the second mode so that this mode
is strongly attenuated. It should be noted that the wave speed and the wave damping
factor, defined by eqgns. (29)~(30), are all dependent on the wave number even in the
long wavelength limit.

The spatial damping of the void waves can be found by assuming that the wave
number (x) is complex so that x = xzp + ix;. Then a void fluctuation can be
expressed by o ~ &z expl —i(xz—wf)] , where da is the amplitude of void fluctuations.
The imaginary wave number (x can be expressed by

_ 1 .
X = 290C30C4,, [ Ca‘, F 0], (31)

where 0 is defined in the appendix. Here, we define
B = expl x; 4z] (32)

as the "spatial gain factor”. It indicates whether the waves grow or attenuate while flowing
in the channel along the distance of 4z. This parameter is expected to be very useful for
confirming the closure laws since it is a measurable quantity from experiments 9.

4. MOST UNSTABLE WAVES

The void waves propagate, in general, with a broad range of spectrum, but a major
frequency component exists which is dominantly propagated. And it can be considered the
so-called "most unstable waves” which will be more easily amplified than those with other
frequency components.

The “most unstable waves” satisfy the following condition:

_a —
= (xCi) =10, (33)

and this gives the critical wave number (x.) for most unstable waves, from ean. (30), as
follows:
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2 _ 8(Co=Co)(Ci,~Ca)

%o (Co—Ca) @ 34
Then, the temporal attenuation factor and the wave propagation speed become
4( Ca., - C3n)2( C4o — Caa)2
*Ce =~ —coie, %)
( Cao - C3o)( C4o - Caa)
Cr,. - Ca, + | 2(2Ca,—C3,,—C4,) s (36)

respectively. It should be noted that both the propagation speed and the temporal
aftenuation factor are independent of the wave number. The wave propagation speed (Crc)
is, in general, larger than the lower-order wave speed, C., but it shows the value very

close to C,. Therefore, the measured wave speed should be the speed of the lower-

order waves since, in actual flow circumstances, the waves with this most unstable
frequency or wave number will be detected [9].

3. RESULTS AND DISCUSSION

Analytical model of the wave propagation properties, including generalized form of the
wave parameters and those derived based on the concept of "most unstable waves”,
should be validated by comparing predicted results with experimental data. They include
the data of Song et al. [9] where the naturally generated waves were investigated over a
wide flow conditions, the data of Tournaire [6] in which frequency-dependent characteristics
of void waves were well revealed, and those of Biesheuvel & Gorissen [4] where the
naturally generated waves were observed in stagnant flow conditions.

Characteristics

The normalized characteristics, defined by eqn. (15), are shown in Fig. 1 for various
values of the coefficients, Cy;, % and 7. The hyperbolicity region is decreased as Cyy

increases and £ decreases, as previously observed [1~3]. But 7 does not affect the
hyperbolicity as much. In Fig. 2, the hyperbolicity region is presentied in terms of the
critical void fraction, which satisfies the hyperbolicity~breaking condition. The hyperbolicity
region is denoted by the region under the critical void curve in each case. As can be
seen in Figs. 1(a) and 2, the hyperbolic region is strongly dependent on Cy, and it is
decreased as Cyy increases. ‘

For fixed value of the coefficients, Cwu, k and g, the critical void fraction is not
affected much by the density number, N,, over a wide range which corresponds to gas-
liquid two-phase flow conditions. However, it decreases slowly as the density number is
increased. This tendency is contrary to the experimental observations [18] such that the
void fraction, at which the flow regime transition from dispersed particulate flow oceurs, is
much larger than in the gas-liquid flow case. This deviation between prediction and
experiments may come from the fact that the momentum interactions between phases are

not suitably taken into account in the physical modelling of the closure laws.
In Fig. 3, the critical void fraction is presented in terms of bubble sizes using Bataille

et al [14]'s Cyy model expressed by egn. (7a). The tendency observed from experiments
9] for Dy = 27, 38, 48 mm at jr = 0.18 m/s, such that the bubble size has much
influence on the development of bubble flow structures and its transition, can be
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qualitatively well predicted with Cyy expressed in terms of the bubble size. In general, as
the bubble size and Cyy are increased, the stable flow region is decreased.

Wave propagation speed
In Fig. 4, the wave propagation speed ( C,), defined by ean. (36) based upon the

concept of "most unstable waves”, is compared for the standard case of coefficients (Cyum

= 05, k=02, 7 = 0.25) with the data of Tournaire [6] at the imposed frequency of f =
0.6 Hz. Also, compared are the wave speed, Cuw, from the drift-flux model (16], and the
wave speed, Cum, from the empirical correlation of Mercadier [19].
The calculated values, in general, underpredict the wave speed. The results from the
empirical correlation follow the experimental tendency better than the other two analytical
models since the correlation came from the experimental condition, which is similar to
Tournaire [6].

in Fig. 5, the predicted wave speed is compared with the experimental data [9) for

Dy = 2.7, 38 and 48 mm at j; = 0.18 m/s. The present model, denoted by C,, shows

the same tendency as experimental data for three cases of bubble size. The calculated
values, in general, overpredict the wave speed and the empirical correlation shows more
unfavorable results than the other two models. For low liquid velocity conditions (j: < 0.2
m/s), the predicted values by the present model are slightly larger than the measured
value, but the deviation between the present model and experimental data [9] grows as
void fraction is increased.

In Fig. 6, the present model, C,, is compared with the experimental data [4] for

stagnant flow conditions. The analytical results from the present model and the drift-flux
mode! slightly overpredict the tendency, but the empirical correlation shows very poor
predictions at low void fraction.

When compared with the experimental data [459], the two analytical models can
better predict the experimental observations than the empirical correlation, especially at the
low void region where the closure laws adopted in the analytical model are valid for use.

Relaxation_time

The relaxation time, 6,, can be affected by the density number and Cyy as well as

algebraic momentum source terms which include the interfacial drag force and wall friction.
The relaxation time itself has some effects on the wave speed as well as the temporal
and spatial damping factors. In Fig. 7, the relaxation time is calculated using the slip
velocity from [9] at jr = 0.12, 0.18, 0.275, 049 m/s with Dy = 2.7 mm. As the liquid flow
increases, the relaxation time is decreased as observed by experiments [9] in terms of a
flow time scale. And it is quite natural in view of its physical meaning.

In Fig. 7, also shown is the relaxation time calculated using the slip velocity from [4] for
stagnant flow conditions under which the effect of liquid flow rate on the interactions
between phases is eliminated. As void fraction increases, it is gradually increased, contrary
to non-zero liquid flow conditions. By comparing this tendency with the above-mentioned
decreasing tendency with void fraction, the predicted results reveal well the experimental
observation [9] such that liquid flow rate greatly affects the wave propagation properties.

Wave damping factor

In Fig. 8, the temporal attenuation factor, xC; defined with egn. (26b), is compared
for several imposed frequencies of f = 0.6, 0.8, 1.0, 1.4, 2.0 Hz with the standard case of
coefficients. The present damping model predicts an increasing attenuation with imposed
frequency.
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In Fig. 9(a), the spatial gain factor, defined by egn. (32), is compared for several
imposed frequencies of f = 0.6, 0.8, 1.0, 1.4, 2.0 Hz with the standard case of coefficients.
As the frequency increases, the degree of spatial damping is increased, as observed in
experiments [6, 7] where the imposed frequency very much affects the wave damping. In
Fig. 9(b), the critical ‘spatial gain factor, defined based on the "most unstable waves”, is
shown. It reveals quite well the tendency of wave damping even without using frequency
information. )

In Fig. 10, the critical spatial gain factor is shown for Dy = 2.7, 32 mm at j; = 0.18
m/s. As the bubble size increases, the degree of spatial damping is shown to decrease,
as observed by experiments [9]. The virtual mass coefficient affects very much the wave
damping and the stability condition, as the bubble size does as observed in experiments
[9]. If the bubble size effect on the flow phenomena is suitably included in the physical
modelling of the momentum interaction terms, the analytical model could predict better the
experimentally observed tendency. The spatial gain factor can predict qualitatively well the
experimental observations on the wave damping, and it will be very useful for assessing
the closure laws since it is a measurable quantity by experiments.

6. CONCLUSIONS

The analytical results on the system characteristics and the wave propagations are
very sensitive to the closure laws on the momentum interactions, as previously observed.
Especially, the virtual mass coefficient affects very much the hyperbolicity condition and the
wave propagation properties.

The higher derivatives in the governing equation generally: introduce a dependency of
the wave propagation properties and the stability condition on the wave number. But the
wave number dependency of the stability condition can be removed in the long wavelength
limit. The consideration of algebraic terms only as momentum source terms and the
assumption of the equal phasic pressure lead to the ill-posed problem. .

The spatial gain factor is proposed to be used as an indicator to analytically quantify
the degree of spatial damping, and it will be very useful for assessing the closure laws.

The relation between the hyperbolicity condition and the stability condition is analytically
clarified. It is shown that the hyperbolicity condition is a necessary, but not sufficient
condition for stability. Therefore, the analytical models should be, in general, hyperbolic in
the parameter ranges where the void waves are stable.

From the concept of the "most unstable waves”, the wave propagation properties
could be evaluated independently of the wave number. This feature is expected to be very
useful for analytically investigating the propagation characteristics for naturally generated
void waves.

By comparing the analytical and experimental results on the spatial damping, it is
possible to confirm the previous proposition such that the instability appearing from linear

analysis corresponds to major transitions in the nature of the flow.
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NOMENCLATURE

: Acceleration, m/sec

: Wave propagation speed, m/sec

: Flow channel diameter, m

: Volume-equivalent bubble diameter, m or mm

: Frequency, Hz, or Friction factor, dimensionless
: Gravitational constant, m/se

: Mixture volumetric flux, m/s

: Liquid superficial velocity, m/s

: Drift flux, m/s

. Coefficient in the model for Reynolds stress, dimensionless
: Dimensionless number, dimensionless

: Pressure, bar

. Time, sec

: Phasic velocity, m/sec

. Volume, m

: Axial location, m
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reek mbol

: Void fraction, dimensionless or %
: Spatial gam factor dimensionless

: Imaginary number

: Wave number, J/m

: Density, kg/m

: Shear stress, N/m’

: Angular frequency, radian

Superscripts and Subscripts

Ea R~

+ : Dimensionless value c
ex : Experimental value f
G I Gravitational force term g
I ! Interfacial force term i
k : Index to denote a k-phase 0
r : Relative value VM
W : Wall force term
Appendix : Expression for unknowns
=1 a, uf, u}f1 7,
10 0 u;f
A = 1 0 0 , B = uf
0 A —A,

Buf? Ayul—Buf

¢ Coefficient in the model for interfacial pressure difference

: Critical value

! Liquid phase

: Gas phase

: Interface between phases

: Value at reference condition
¢ Virtual mass force term

a, 0
0 —ay
_Azu}!- +Bzu;':

CW _ CVM
Al - Np+ af ’ A2 - 1+ a; N
a N,
B, = 77+(2k"77)7j + W’ B, = 2a/(k—7),

ay

Q5 Cvu
2~ W=,

N,
u;f(1+%”—)+q+(2k—q)‘;—§+—”+

B = — Ll (Nt e
D= (N+ W”)/ +(1+—ﬂ>/af.

_ ﬁ_ Cvy uf Com\ _ 2(k—
E = oW+t + L+ = - 2
F= 17N _ ND wt? Nf ur,
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ABSTRACT

This paper is concerned with the analysis of dynamics and stability of boiling channels and
systems. The specific objectives are two-fold. One of them is to present the results of a study
aimed at analyzing the effects of various modeling concepts and numerical approaches on the
transient response and stability of parallel boiling channels. The other objective is to investigate
the effect of closed-loop feedback on stability of a boiling water reactor (BWR). Various model-
ing and computational issues for parallel boiling channels are discussed, such as: the impact of the
numerical discretization scheme for the node containing the moving boiling boundary on the con-
vergence and accuracy of computations, and the effects of subcooled boiling and other two-phase
flow phenomena on the predictions of marginal stability conditions. Furthermore, the effects are
analyzed of local loss coefficients around the recirculation loop of a boiling water reactor on sta-
bility of the reactor system. An apparent paradox is explained concerning the impact of changing
single-phase losses on loop stability. The calculations have been performed using the DYNO-
BOSS computer code. « The results of DYNOBOSS validation against other computer codes and
experimental data are shown.

1. INTRODUCTION

The accuracy of computer simulations of the dynamics of two-phase systems and compo-
nents depends on the combined effects of modeling assumptions and numerical methods used.
Usually, the modeling framework is based on a set of postulated assumptions validated against
selected experimental data. However, because of the complexity of the mechanisms governing
two-phase flow and heat transfer, several different assumptions can be used to model a particular
phenomenon. Examples include: kinematic nonequilibrium (phasic slip), thermodynamic equi-
librium (subcooled boiling), wall effect (two-phase flow friction), and others. Although experi-
mental evidence can be found for each model to confirm its validity, the issue of how different
models compare to each other has not been fully investigated before; in particular, in regard to
nonsteady-state and transient situations.

1003




A similar conclusion can be drawn by studying the developments in the computational tech-
niques for application in two-phase flows. The individual numerical methods are commonly
related to specific (fixed) modeling assumptions and their accuracy is tested for particular geome-
tries and situations. Needless to say, for some situations the results of simulations are not very
sensitive to the modeling assumptions and numerical method used, whereas for some other condi-
tions the calculations may substantially change as a result of using different assumptions or modi-
fied numerical schemes. The latter is of particular importance to complex systems, such as
nuclear reactors, where the superposition of several physical phenomena of different nature, com-
bined with possible nonlinear interactions between system components and uncertainties in plant
data, make the goal of achieving accurate predictions of system dynamics a very challenging task.

The objectives of this paper are two-fold. One of them is to present the results of a study
aimed at analyzing the effects of various modeling concepts and numerical approaches on dynam-
ics and stability of parallel boiling channels. The other objective is to investigate the effect of
closed-loop feedback on stability of a boiling water reactor (BWR).

2. FLOW-INDUCED OSCILLATIONS IN BOILING CHANNELS

Let us consider a system of parallel boiling channels connected between two large plena, one
at the inlet and the other at the exit, as shown in Fig. 1(a). If the pressure drop between the plena
remains constant even if the flow rates at the inlet to some channels oscillate, each oscillating
channel can be analyzed separately using the (given) constant pressure drop as a boundary condi-
tion. A similar effect can be obtained by connecting a heated boiling channel in parallel with a
single-phase adiabatic bypass channel (see Fig. 1(b)). If the bypass flow rate is much larger than
that at the inlet to the boiling channel, the pressure drop between the plena will remain constant
even if the channel inlet flow is subjected to oscillations. Assuming that subcooled liquid fluid
enters the heated channel, the total length of the channel can be divided into two sections, a sin-
gle-phase nonboiling section at the bottom and a two-phase boiling section in the upper part.
Using a one-dimensional model of time-dependent flow and heat transfer phenomena along the
channel, the moving boiling boundary can be evaluated as the location where the liquid enthalpy
reaches the onset-of-boiling enthalpy, 4)(zg) = h; p. This characteristic enthalpy is calculated dif-
ferently, depending on the boiling model used in the analysis. For example, if subcooled boiling
is neglected, Ay g = hy; whereas if subcooled boiling is accounted for, #; g is typically defined as
the location of the onset of significant void, ; g = A; 4. In order to analyze the effects of sub-
cooled boiling on the predicted dynamic response of a boiling channel, a drift-flux model has been
used in the present analysis [1].

The actual form of a one-dimensional model of two-phase flow depends on the specific mod-
eling assumptions made and the form of closure relations used [2]. Specifically, the number of
first principle equations may vary from six for a full two-fluid model to three for a homogeneous
equilibrium model (HEM). In any case, the continuity equations for both phases are usually used,
either in their basic form:
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It has been assumed in Eq.(4) that p; = pr. InEqgs.(1)-(4), I is the volumetric phase change
rate. In the case when thermodynamic equilibrium between the liquid and vapor phases is
assumed (e.g. in saturated boiling, when it can be assumed that T; = T, = T,,,), I" can be evalu-
ated analytically as a function of the wall heat flux, variable system pressure and local void frac-
tion [2]. Since a one-dimensional framework does not allow for a rigorous mathematical
treatment of local lateral phenomena, a phenomenological closure laws is normally used to
express the wall heat flux partitioning between nonboiling and boiling components [4]. In the
analysis of boiling channel dynamics, the major thermodynamic nonequilibrium effect between
the phases is concerned with subcooled boiling. The mathematical formulation used to account
for this phenomenon depends on the modeling assumptions. Two commonly used .options are: (a)
a profile-fit model [3] in which the flow quality, x=G,/G, isrelated to the equilibrium quality, x,,
using an algebraic relationship of the form, x/x,= 1 ~ ‘I’(xe d/%e), where x, 4 is the equilibrium
quality at the significant void detachment point, and, (b) a mechanistic model [4] using a first
pnn01ple energy conservation equation, typically for either the mixture

3R A(GHY _. g dp

a1 oz 4. a (5)
or for the liquid phase
ap dhgap
[p,(1- <oc>)] =5 +p,(1,> +1“(h —h) = —x+(1 p, (o )d ‘Jp‘g (6)
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where <ph> = pjhy(1-<0>) + pohg<o>, G<h> = Ghy+Gghyg, and an empirical correlation
[4] is used to partition the wall heat rate into the nonboling heat convection and the boiling heat

flux.

In the case of drift-flux model, the phasic slip is expressed using an algebraic closure law, so
that the mixture momentum equation is sufficient to close the model. This equation can be written
as

op

2
¢ a(c?)
( )+f5; +%Kk¢k6(z—zk) +(p)g = —- (7(6))

—t
ot 9z \{p")
where G = pjiy(1-<0>) + Pgltg<0t>, <p’>= [p,ulz(l -<o>) + pgug2<a>]/G, <p> = py1-<o>) +
Pg<o>, and & is the Dirac’s delta used here to account for local pressure losses (such as channel
inlet and exit, or due to spacers and orifices) and the remaining notation is conventional.

Three options are accounted for in the model regarding subcooled boiling: a profile-fit model
of subcooled boiling, a mechanistic model, and a bulk boiling model in which subcooled boiling
is ignored. The channel has been divided into a specified number of nodes of equal length, as
shown in Fig. 2. The numerical methodology used to solve the combined mass, energy and
momentum equations [5] allows for varying the degree of implicitness, both spatial and temporal,
in order to optimize the efficiency of the method (i.e., good accuracy combined with fast conver-
gence). One of the most important modeling/numerical issues turns out to be the approach used to
evaluate the boiling boundary. As can be seen in Fig. 3, for all three models mentioned above, the
onset of boiling results in a sudden increase in the cross-section-averaged void fraction (i.e.
d<o>/dz = 0 atz = zg- and d<a>/dz >0 atz = zg+), although to a different degree for each
model. This is due to the ignoring the presence of small amount of vapor neat the channel wall
upstream from the significant void detachment point, zg. During transients, this discontinuity
travels along the channel according to the changing local liquid enthalpy. For any fixed spatial
discretization of the channel, such as that shown in Fig. 2, the boiling boundary may move from
one node to another along the channel, and it is important that a smooth transition across nodal
boundaries be preserved by the model (for details, see Ref 5).

A typical result of calculations for an oscillatory transient using a bulk boiling model is
shown in Fig. 4. As can be seen there, the position of the boiling boundary oscillates between
three nodes. As a result of this, the nodal volumetric flux (superficial velocity) of the mixture at
the interfaces between these nodes undergoes asymmetrical oscillations, where the effect of inter-
mittently occurring phase change is superimposed on the single-phase flow oscillations.

Based on the extensive numerical analysis [5] it has been shown that the modeling of the
node containing the moving interface may have a significant effect on the accuracy and conver-
gence of the overall boiling channel model. As an illustration, Fig. 5 shows the results of calcula-
tions for two models with the only difference between them being a different treatment of the
transition node. In the “basic’ case, the nodal parameters in this node were evaluated by length-
weighted averaging over the instantaneous lengths of the nonboiling and boiling sections of the
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node. In the ‘improved’ case, the transition node was sub-divided into the single-phase and two-
phase segments, and the time-derivative of the boiling boundary was explicitly accounted for [5].
Whereas if a fine nodalization scheme is used both methods converge to the same result, it is clear
that the improved method is much more efficient. Based on this and other tests, it can be con-
cluded that applying a more rigorous approach to the transition (single) node may reduce by a fac-
tor of two (or even more) the total number of nodes needed to obtain accurate results.

The model discussed above has been numerically implemented as a FORTRAN code, DYNO-
BOSS [6] (QYNAMICS OF NONLINEAR BOILING SYSTEMS). Since the main purpose of this
model has been to provide an accurate tool for the analysis of oscillatory transients and instabili-
ties in boiling systems in general and boiling water nuclear reactors (BWR) in particular, the
model testing included both the numerical methodology and the modeling concepts. Regardin g
the latter issue, the parallel channel model in DYNOBOSS has been compared against other mod-
els and experimental data. In particular, the results of a comparison against two frequency-
domain models/computer codes, NUFREQ-NP [7] and LINSTAB [8], are shown in Fig. 6. Both
results present marginal stability lines for a uniformly heated channel using the Npcp-Ngyp map,
whiere Npcy and Ngyp are, respectively, the phase-change number and the subcooling number,
defined as

_ U=k by, N o T,
SUB Sy ) PCH = =y AT )

In both NUFREQ-NP and LINSTAB the marginal stability line is obtained by analytically
solving the linearized governing equations and using them to obtain system transfer function(s).
Since predicting the marginal stability conditions is a very demanding test for any time-domain
direct-interaction code using a full nonlinear model of two-phase flow (for example, see Ref. 9],
the agreement shown in Fig. 6 clearly demonstrates the consistency and accuracy of the present
method.

The testing of physical models in DYNOBOSS included a comparison of the results obtained
using different modeling assumptions against each other and against experimental data. Fig. 7
shows the effect of subcooled boiling on the response of a boiling channel near the marginal sta-
bility line for various operating conditions. As can be seen, ignoring subcooled boiling has a
destabilizing effect on the predictions. On the other hand, a comparison between the profile-fit and
mechanistic models of subcooled boiling indicates that they yield similar results for low subcool-
ing numbers but larger differences develop when Ngyp increases. It is interesting to notice that
the mechanistic model always shows more stable oscillations than the other two models.

The impact of different models of subcooled boiling and phasic slip on the predicted onset of
instability conditions in parallel channel systems is illustrated in Fig. 8, including a comparison
against the experimental data of Saha [10]. As can be seen, whereas subcooled boiling has a
small effect for high Ngyp, this phenomenon becomes very important for low subcoolings and its
inclusion significantly improves the predictive capabilities of the present model. The effect of
phasic slip is accounted for in DYNOBOSS by using the EPRI correlations [11] for the drift flux
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parameters, C, and V;. Again, it is shown in Fig. 8 that using local space- and time-dependent
parameters improves agreement between the calculations and the data, as compared to using con-
stant average drift-flux parameters corresponding to the steady-state system operating conditions.

3. LOOP FEEDBACK EFECTS ON BWR STABILITY

In most industrial applications, including boiling water nuclear reactors, parallel boiling
channels are incorporated into closed loop systems. The dynamic behavior of boiling systems
depends on their geometry, hydraulic characteristics (local pressure losses) and operating condi-
tions. In particular, such systems may experience self-sustained oscillations caused by flow-
induced density-wave instabilities. Several instability modes have been identified to date, includ-
ing parallel channel instabilities, channel-to-channel instabilities and loop instabilities [2]. The
former two modes are concerned with oscillations occurring in, or between, multiple channels
with common inlet and exits. It is known that in either case an increase in the channel inlet (sin-
gle-phase) pressure loss coefficient stabilizes the channels, whereas an increase in the exit (two-
phase) loss coefficient destabilizes them. These effects are reflected in shifting the marginal sta-
bility line towards lower-heat-flux/higher-flow-rate regions, as well as in increasing the amplitude
of oscillations of an already unstable channel (or channels) [2].

The stabilizing/destabilizing effects of, respectively, single-phase and two-phase local loss
coefficients are commonly extended to the entire boiling loops. Rigorously speaking, however,
the above conclusions apply only to the situations in which the external portion of the loop
remains stable and, thus, there is no feedback between the conditions downstream of the channels
and the parameters of the fluid entering the channels. Since the identification of appropriate and
effective measures to stabilize boiling systems is an issue of considerable practical importance, an
analysis into this effect has been performed for a boiling water reactor (BWR) loop using the
DYNOBOSS code. A schematic of the BWR loop used for this purpose is shown in Fig. 9. The
overall model consists of several interrelated models, including: boiling channels in the reactor
core, transient heat conduction in reactor fuel elements, core neutronics (including the void and
Doppler reactivity feedback effects), upper plenum, riser and steam separator, multi-sectional
downcomer, recirculation pumps and lower plenum. The system components external to the reac-
tor vessel are not modelled, so that the steam line pressure and feedwater parameters are used as
input. Since the time constants for the in-vessel flow and heat transfer phenomena are small com-
pared to those in the ex-vessel portion of the system, ignoring the feedback effect of the latter
does not affect loop stability.

For the purpose of this analysis the reactor was assumed to operate in a natural circulation
mode, producing approximately 50% rated power and 28% rated flow. At these operating condi-
tions the reactor was marginally stable. In the first series of tests, the effect was investigated of
increasing two-phase pressure loss on reactor stability. Several cases were studied, including an
increase in the two-phase local pressure loss multiplier, higher loss coefficients of the fuel element
spacers and at the core exit, and a lower steam separator loss coefficient. The results are shown
in Fig. 10. They clearly indicate that the same trend occur in all cases. Hence, it can be con-
cluded that any increase in the two-phase pressure losses destabilizes the BWR loop.
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The second series of tests was focused on the effect of pressure loss coefficients in the single
-phase portion of the BWR recirculation loop. Since liquid water is nearly incompressible (espe-
cially, since its temperature in different sections of the loop varies only slightly), the trend is inde-
pendent of the location of the changed local loss coefficient. In the present case, the effect of the
downcomer loss coefficient, denote here as K 1¢» On system response was investigated. Two series
of runs were performed. In one of them the downcomer loss coefficient was first decreased and
then increased by 20%. The results are shown.in Fig. 11(a). Surprisingly, the observed trend was
opposite to what was expected, i.e. an increase in the loss coefficient destabilized the system
whereas a lower loss coefficient yielded stable results. In order to check the effect of the magni-
tude of the change on the results, similar calculations were performed for K 1¢ decreased and
increased by a factor of two. As shown in Fig. 11(b), this time the reactor became stable for a
higher K 1¢ and unstable when this coefficient was reduced, both as expected. A possible explana-
tion of the ‘anomaly’ shown in Fig. 11(a) was related to certain loop feedback effects. In order to
identify the specific reasons, tests were conducted in which the actual calculated water enthalpy
(temperature) at the inlet to the core was disregarded, and a constant steady-state value was used
instead. A comparison between the results of these tests and the corresponding results obtained
before for the 20% reduction/increase in the downcomer loss coefficient is shown in Fig. 12. As
can be seen, in both cases the results with and without the inlet enthalpy feedback remain the
same for about 30 s. Later, the case with feedback develops a trend opposite to that without feed-
back. The time at which the results start bifurcating corresponds to the residence time of the cool-
ant flowing around the loop. Hence, it is clear that as long as the coolant enthalpy feedback is
negligible, the effect of single-phase pressure loss coefficient on loop dynamics is the same as for
parallel boiling channels. The effect of thermal feedback in the closed loop reactor system
depends on the phase of core inlet enthalpy oscillations relative to the inlet flow oscillations. If an
increase in the single-phase loss coefficient shifts these two variables from the in-phase mode in
the marginally-stable case toward the mode in which the enthalpy oscillations lag behind the flow
oscillations (by about 45° if K 16= 1.2), the system becomes unstable. On the other hand, if the
enthalpy oscillations precede those in core inlet flow rate (again, by about 45° if K 19 =0.8), the
BWR loop stabilizes. It is interesting to notice that this thermal feedback, although significant for
small changes around the marginal stability line, is quickly overcome by the effect of increasing
(or decreasing) flow resistance for large changes in K 10 (see Fig. 11(b)).

4. CONCLUSIONS

The results have been presented of the analysis of dynamics and stability of boiling channels
and systems. Various modeling and computational issues for parallel boiling channels have been
discussed. In particular, the impact has been shown of the numerical discretization scheme for
the node containing the moving boiling boundary on the convergence and accuracy of computa-
tions. Also, the effects of subcooled boiling and other two-phase flow phenomena on the predic-
tions of marginal stability conditions have been investigated using the DYNOBOSS computer
code. The results of DYNOBOSS validation against other computer codes and experimental data
have been shown.

Furthermore, the effects have been analyzed of local loss coefficients around the recirculation
loop of a boiling water reactor on stability of the reactor system. An apparent paradox has been
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explained related to the unexpected impact of changing single-phase losses on loop stability.

REFERENCES

1.

10.

11.

Zuber, N. and Findley, J.A., “Average Volumetric Concentration in Two-Phase Flow Sys-
tems”, J. Heat Transfer, 1965.

Podowski, M. Z., “Instabilities in Two-Phase Systems”, in Boiling Heat Transfer - Modern
Developments and Advances, R.T. Lahey, Jr.-ed., Elsevier Publishing Corporation, 1994.

Levy, S., “Forced Convection Subcooled Boiling - Prediction of Vapor Volumetric Fraction”,
GEAP-5157, General Electric Company, 1966.

Lahey, R.T., Jr. and Moody, F., “The Thermal-Hydraulics of a Boiling Water Reactor”, ANS,
19717.

Pinheiro Rosa, M. and Podowski, M.Z., “Modeling And Computational Issues in the Analysis
of Nonlinear Effects in Boiling Channel Instabilities”, Proceedings of the 2nd Conference on
Multiphase Flow, Kyoto, Japan, 1995 (in print).

Pinheiro Rosa, “Nonlinear Dynamics and Stability Analysis of Two-Phase Flow Systems,
with Application to Boiling Water Nuclear Reactors®, Ph.D. Thesis, Rensselaer Polytechnic
Institute, Troy, NY, 1994.

Peng, S. J., Podowski, M. Z., Lahey, Jr., R. T. and Becker M., "NUFREQ-NP: A Computer
Code for the Stability Analysis of Boiling Water Nuclear Reactors”, Nucl. Sci. & Eng., 88, 3,
1984.

Podowski, M. Z., and Zhou, J., "Hydrodynamic Stability Analysis of an Industrial Two-Phase
Thermosyphon Heat Rejection System”, ANS Transactions, Vol. 66, 1993.

Rohatgi, U.S., Mallen, A.N., Cheng, H.S. and Wulff, W., “Validation of the Engineering Plant
Analyzer Methodology with Peach Bottom 2 Stability Tests”, Nucl. Eng. Des., 151, 1994.

Saha P., “Thermally Induced Two-Phase Flow Instabilities, Including the Effect of Thermal
Non-equilibrium Between Phases”, Ph.D Thesis, Georgia Institute of Technology, 1974.

Chexal B. and Lellouche, G., “A Full Range Drift-Flux Correlation for Vertical Flows”, ANS
Proceedings of the 1985 National Heat Transfer Conference, Denver, 1985.

1010



"SUOTIB[[10S0 MO aseyd-omi JO sisATeue 3y 10§ suoneIngyuos [ouuryd-[o[rered ‘1 2InSLy

ssedAq oseyd-s[3urs yim [ojrered ur ouueyd Surpioq v (q) stouueyo 3urioq [ofrered oidnniA ()
E.e.,\s.h z_.CSH z—.«\$.F z_.cﬁh

< < R X .
o .
-
o f 4 T -
uonoag b
ssed&
q 1S9, g “B 2 Tp
-




o — o I
------ z
e A $
=
3
S
______ zB—-_-_-_ 5
=
i i
______ zl \lg

Figure 2. A schematic of boiling channel nodalization.
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THERMAIL-HYDRAULIC INSTABILITIES
IN PRESSURE TUBE GRAPHITE - MODERATED

BOILING WATER REACTORS

G. Tsiklauri, B. Schmitt
Battelle Pacific Northwest Laboratory, USA

ABSTRACT

Thermally induced two-phase instabilities in non-uniformly heated boiling channels in RBMK-1000 reactor
have been analyzed using RELAPS/MOD3 code. The RELAP5 model of 2 RBMK-1000 reactor was developed
to investigate low flow in a distribution group header (DGH) supplying 44 fuel pressure tubes. The model was
evaluated against experimental data.

The results of the calculations indicate that the period of oscillation for the high power tube varied from 3.1s
to 2.6s, over the power range of 2.0 MW to 3.0 MW, respectively. The amplitude of the flow oscillation for the
high powered tube varied from -+100% to -150% of the tube average flow. Reverse flow did not occur in the
lower power tubes. The amplitude of oscillation in the subcooled region at the inlet to the fuel region is higher
than in the saturated region at the outlet. In the upper fuel region and outlet connectors the flow oscillations are
dissipated.

The threshold of flow instability for the high powered tubes of a RBMK reactor is compared to Japanese
data and appears to be in good agreement. This work was sponsored by the United States Department of Energy
under Contract DE-AC06-76RLO 1830.

INTRODUCTION

On March 24, 1991, the Unit 3 reactor at Leningrad Nuclear Power Plant, a 1000 MW pressure tube graphite
moderated reactor, was automnatically shutdown because of a pressure tube rupture in the upper part of the reactor
core cavity [1,2]. The rupture occurred due to a failure of the inlet flow control valve to one of the core pressure
tubes. It was estimated from a post-accident review, that this failure resulted in flow reduction of the inlet flow
to less than 10% of the initial tube flow. The flow reduction initiated a fuel temperature excursion and also
elevated the pressure tube wall temperature due to radiative heat transfer between the fuel rods and tube wall.
Approximately 40-45 seconds after the inlet valve failure, the pressure tube ruptured. The reactor shutdown was
initiated 3.7 seconds after the pressure tube rupture due to the high core cavity pressure.

Similar events are also possible for a partial break of the distribution group header, when quasi-stagnation or
flow fluctuation at near zero pressure drop aP occurs. At this condition, the post-dryout heat transfer under low
flow is not sufficient to prevent a pressure tube wall temperature excursion. The purpose of this paper is to
validate RELAP5/MOD3 [3] for two-phase flow dynamic instability problems in RBMK reactors. The work
includes two related accident analysis:

. Blockage of coolant at the pressure tube inlet.
Blockage of DGH or partial break of DGH.

The general characteristics of the RBMK type reactor are as follows:

Thermal core power 3200 MW.
1661 fuel tubes, 7 m active core, average linear heat flux 153 W/em.
. Operating pressure 7 MPa.
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. 37,600 tonne/hr total loop flow, an average of 6.288 kg/s per tube.
40 DGH with 42 pressure tubes in each.

The reactor has four steam drum separators, two hydraulic loops common at the steam header and 8 main
circulation pumps (PCP), (6 operating, and 2 reserved).

RELAPS Models for RBMK

Two RELAPS models were developed that represent a 1/4 core and 1/2 core of an RBMK reactor. With
these two models, minor modifications were made specific to the transient being simulated. For both models, the
nodalization is setup to perform a detailed calculation of an affected core region (for a single or multiple tube

-rupture or blockage). The balance of the core is lumped into a single tube to allow the RELAPS model to
predict needed fluid conditions in the steam drum and inlet distribution headers. It was felt that a simple single
tube model, with boundary conditions for these regions, would not allow sufficient degrees of freedom in the
calculation to provide accurate results. The nodalization schemes for both models are shown in Figures 1 and 2.
RBMK design data were provided by [1,2,4].

The 1/4 core model assumes a 1/4 core symmetry for the RBMK, contains two paralle] fuel regions for the
reactor core, and uses boundary conditions for the main coolant pump (Figure 1). A 1/4 core model is the
minimum size needed to include a steam drum model, and is readily adaptable for assuming conservative core
power distributions (i.e. assuming high/low power regions). The two fuel region model allows for one or more
‘affected’ tubes (fuel channels) to be modeled separate from the intact core for events such as tube rupture or
blockage. The 1/2 core model contains four parallel fuel regions for the core, and a pump model to provide a
complete loop simulation. The 1/2 core representation allows a more accurate calculation of the core average
conditions as the RBMK core is split in-two hydraulically.

For both models, the affected tube is modeled hydraulically using 9 inlet connector volumes, 16 axial fuel
volumes (14 active fuel regions), 6 upper tube volumes, and 5 outlet connector volumes. This nodalization
allows for detailed pressure and temperature monitoring, and ease of defining the tube rupture location for
different events without significant changes to the base model. The intact core is modeled using 5 inlet
connector volumes, 7 axial fuel volumes (5 active fuel regions), 5 upper tube volumes, and 5 outlet connector
volumes (these outlet connectors are set up to allow for future model expansions as needed). In the three
channel model, a third channel is modeled hydraulically with the same detail as the affected core. Overall, the
two channel model (1/4 core) represents 416 fuel channels, typically a single 'affected' channel and 415 lumped
channels. The four channel model (1/2 core) represents 830 fuel channels, typically one or more ‘affected"
channels, two sets of parallel channels for the balance of the 44 tubes on one DGH, and the remaining 786
lumped channels.

The steam drum separator is modeled using 14 volumes. This is shown in Figures 1 and 2. This modelling
detail allows for a more accurate inventory calculation, and in particular, a more accurate prediction of the fluid
conditions for reverse flow into the affected tube(s). There are additional volumes for the inlet sparger volume
(for feedwater return), an outlet downcomer for coolant return to the main coolant pumps (MCPs), and steam
piping volumes leading to the turbines. The turbines and feedwater return pumps are not modeled explicitly.
They are approximated using time dependent volumes to supply the necessary
boundary conditions, with the fluid conditions taken from plant operating data. The steam drum is sized to
represent a single drum for the 1/4 core model, and two steam drums for the 1/2 core model.

The heat structures modeled include the fuel pins and carrier rod, pressure tube and surrounding graphite,
and the inlet and outlet connector piping walls. No heat structures are modeled at this time for the steam
separator. The affected tube for both models contains two fuel pin heat structures that represent an equivalent of
6 and 12 fuel pins lumped together to represent the 18 fuel pins per rod bundle. This allows radial power
peaking to be modeled for the 6 inner and 12 outer fuel rings of the fuel bundle. The unaffected tubes are
modeled with a single heat structure representing an equivalent of 18 fuel pins lumped together.

For the affected core, the RELAP5/MOD3 radiative heat transfer model is used. Radiative heat transfer
between the inner fuel ring, outer fuel ring, carrier rod, and tube wall is modeled. Appropriate view factors were
calculated for each heat structure component. Preliminary calculations for the tube blockage event were made to
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investigate the surface emissivity for the fuel cladding and tube wall. Emissivity values of 0.5, 0.6 and 0.7 were
evaluated. This range was considered to be typical for Zr (the cladding and tube wall material). An average
value of 0.6 was chosen for the calculations presented here, as the preliminary results did not show a strong
dependence over this range of emissivity.

The 1/2 core model was developed to investigate low flow induced oscillation (Figure 2). The model
contains 4 core regions, three within the affected DGH representing 44 tubes, and one for the balance of the
core. The three affected tube regions were defined as 4 high power tubes (ranging from 2.2 MW to 3.0 MW per
tube), 18 medium power tubes (set at 2.2 MW per tube), and 22 low power tubes (set at 1.6 MW per tube).

This distribution was based on previous work done at PNL for post-Chernoby! neutronics analysis [5].

The low flow condition for the affected DGH was simulated by defining a time dependent boundary
condition at the inlet to the DGH to provide the desired flow conditions. Total power for the 4 tube core region
was set at a predetermined power for each case analyzed (2.2 MW, 2.4 MW, 2.6 MW, and 3.0 MW). The
model was run to achieve a steady state solution for full power/full flow, and then flow reduced to the affected
DGH slowly until the point of flow instability was seen. The point of flow instability was defined as an
oscillation amplitude of +/-30%. Flow to the DGH was then held constant at the point of instability to observe
the "stabilization" of the flow instability.

CODE VERIFICATION

The first stage of verification includes calculation for steady-state parameters in the RBMK and some
transient calculation against known experimental data. Limited results for code verification were presented at [6].
Results from the investigation of a tube blockage are presented.

The seconds stage of verification is for low flow instability. The RBMK calculations are compared against
Japanese experimental data [7] for Type II threshold of flow instability. A sensitivity study of the RELAP5
model is included with the comparison.

RESULTS AND ANALYSIS
Tube Blockage

A series of tube blockage cases were evaluated with the 1/4 core model. Briefly, the Leningrad tube rupture
was initiated by a failure of the inlet flow control valve to one of the core pressure tubes. It was estimated from
a post-accident review, that this failure resulted in a flow reduction of the inlet flow to less than 10% of the
initial tube flow. The flow reduction initiated a fuel temperature excursion and also elevated the pressure tube
wall temperature due to radiative and convective heat transfer between the fuel and the pressure tube wall.
Approximately 40-45 seconds after the inlet valve failure, the pressure tube ruptured in the upper core. A reactor
shutdown was initiated 3.7 seconds after the pressure tube rupture due to the high core cavity pressure.

To evaluate this event, a parametric study was performed over the potential range of inlet flow blockage.
Each calculation assumed an instantaneous reduction in the inlet valve flow area to simulate the valve failure of
the Leningrad event. A total of five calculations were made, varying the inlet flow blockage to obtain a range of
flow reduction between 2%-10% of the initial tube flow. Initial tube flow was 6.3 kg/s. Fuel cladding and
pressure tube wall temperatures were evaluated every 0.5m with the 1/4 core model. It was assumed that
pressure tube failure (rupture) would occur at an average tube wall temperature of 923K (650°C). This is the
temperature at which tube softening is estimated to occur that then results in tube rupture [2]. With 0.5m
volume nodalizations for the 7m active fuel region, the tube failure location was calculated to be either at the
6.25m or 6.75m core elevation, depending upon the individual case. A plot of the time to pressure tube failure
was made for the five calculations, and is shown in Figure 3a. A minimum time to tube rupture of
approximately 42 seconds was calculated (compared to the estimated time of 40-45 seconds).

An evaluation was also made of the general transient response, with reactor shutdown, for one of the
calculations. Figures 3b through 3d show the results from an approximate 6% flow blockage calculation. Initial
tube flow for this calculation was reduced from 6.3 kg/s to 0.38 kg/s. In each of these figures, a null transient is
run to ensure steady state conditions have been reached prior to initiation of the blockage (e.g., the blockage
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occurs at 30 seconds). Figure 3b is the pressure tube inlet flow response. Figure 3c is the fuel cladding
temperature response, and Figure 3d the pressure tube inner wall temperature response, for selected nodes. Refer
to Figure 1 for the nodalization numbers. For this calculation, the tube was estimated to rupture 42 seconds after
initiation of the blockage. A reactor shutdown was initiated 3.7 seconds after the rupture, resulting in the
eventual quenching of the fuel cladding and pressure tube wall. Peak cladding temperature was calculated to be
1490K (1217°C) for this case, occurring between a core elevation of 6.0m and 6.5m (core node sizes were 0.5m
in length). The general responses for this transient appear to be physically consistent.

Blockage of DGH

Low flow, high power instabilities were investigated using the 1/2 core model shown in Figure 2. The
. instability is initiated by reducing flow to the affected DGH, using a time dependent junction (simulating a
partial blockage), while maintaining constant power. A nodalization and time step size sensitivity study was also
performed. The results of the sensitivity study are presented first.

Sensitivity Study

Three areas of modeling sensitivity were investigated. These were core nodalization, outlet (steam) pipe
nodalization, and time step size. The core nodalization study investigated three cases for fuel région
nodalization; 7, 14 and 28 axial fuel nodes. The steam pipe nodalization study investigated three cases for steam
outlet pipe nodalization; 2, 5 and 10 steam pipe nodes. The time step study was performed for three different
time steps sizes; 2ms, 10ms and 12.5ms, for two different core nodalizations, 7 and 14 fuel region nodes. For
the two nodalization studies, the time step size used was 12.5ms. This time step size was the calculated
RELAP5 material Courant limit for the model (this time step limit was calculated by the RELAPS code, [3]).

'The nodalization study was performed by initializing the model with a 60 second null (steady state) transient,
then reducing flow to the affected DGH from 276.5kg/s to 50kg/sec between 60 and 560 seconds. The 50kg/s
flow is then maintained constant from 560 to 660 seconds to observe the flow instability. The time step study
was performed by initializing the model with a 60 second null transient, then reducing flow to the affected DGH
from 276.5kg/s to 60kg/sec between 60 and 120 seconds. The 60kg/s flow is then maintained constant from 120
to 180 seconds to observe the flow instability (a flow of 60kg/s was chosen as this was closer to the point of
instability for the DGH than 50kg/s).

The core region nodalization study was performed for three noding schemes; 7, 14 and 28 fuel region nodes.
The results are shown in Figures 4a and 4b. The 14 and 28 fuel node results behave very similarly. They
exhibit initiation of flow instability at very nearly the same flow, and although they differ slightly during the first
10 seconds of instability (Figure 4a, from 450 to 460 seconds), once the instability has reached a stable period
they maintain similar frequencies of oscillation (although off-set slightly). The 7 node results, however, show a
significantly lower point of instability initiation (Figure 4a) and frequency of flow oscillation (Figure 4b). The 7
and 14 node results do show similar amplitudes of oscillation, with the 28 node results showing a larger
amplitude.

The steam pipe nodalization study was performed for three noding schemes; 2, 5 and 10 steam pipe nodes.
The results are shown in Figure 5. The results for the 5 and 10 steam pipe nodes behave very similarly. They
exhibit similar initiation of flow instability and period of oscillation, differing in amplitude of oscillation only
slightly during the first 10 seconds of instability (Figure 5, from 450 to 460 seconds). Once the instability has
reached a stable period, they maintain similar flow oscillation amplitude and frequency. The 7 node results,
however, show a significantly lower point of instability initiation, and frequency of flow oscillation. All three
cases show similar amplitudes of oscillation.

The time step sensitivity study was performed using the 7 and 14 node fuel region models (with 5 steam
pipe nodes), and three different time step sizes for each; 12.5ms, 10ms, and 2ms. Figures 6a and 6b compare the
time step study for the 7 and 14 node fuel regions, respectively. The 7 node model shows minor deviations
between the 12.5ms and 10ms, with more significant deviations in the period of oscillation for 2ms. The 14
node model shows excellent similarity for all three time step sizes.
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Blockage Calculation

The base nodalization for the DGH partial blockage was for a 14 node fuel region, a 5 node steam pipe
region, and a 12.5ms time step size. The instability study was performed by initializing the model with a 60
second null transient, then reducing flow to the affected DGH from 276.5kg/s to just above the point of flow
instability in 20 seconds. This point was determined with preliminary calculations for each case evaluated. The
DGH flow was then slowly reduced over 40 seconds to point of instability, and then maintained constant. Four
different high tube powers were evaluated; 2.2MW, 2.4MW, 2.6MW, and 3.0MW.

The results of the calculations indicate that the period of oscillation for the high power tube varied from 3.1s
to 2.6s, over the power range of 22MW to 3.0MW. This is shown in Figure 7. The amplitude of the flow
oscillation for the high powered tube varied from +10 kg/s to -2 kg/s (roughly +100% to ~-150% of the tube
average flow based on the "steady state" flow just prior to initiation of the flow instability). This is shown in
Figure 7b. Figures 7b, 7c and 7d present the results for one of the cases evaluated, a tube power of 2.4MW.
The lower power core regions of the affected DGH experienced the same period of oscillation, but with lower
amplitude. They also did not experience reverse flow. In addition, the lowest powered core region experienced
flow oscillations of smaller amplitude than the medium powered core region. The amplitude of oscillation was
referenced to the inlet flow of the fuel region, Figure 7b. In the upper fuel regions and outlet connector, the
amplitude of the flow oscillation was dissipated in the upper regions of the core.

The fuel cladding and tube wall temperatures were monitored for three core elevations; the lower core, mid-
core, and upper core (Figures 7c and 7d). The magnitude amplitude of the cladding temperature oscillation
varied from +/-40 to +/-70K over the range of tube powers from 2.2 MW to 3.0MW, respectively. In the lower
core region (node 3), temperature oscillations show alternation of wet and post-dry-out zones. In the upper core
regions, where post-dryout has already occurred, temperature oscillations are due to flow and heat transfer
coefficient changes. The amplitude of the tube wall temperature oscillation varied from +/-10 to +/-20K over the
same range of power. Although the calculations were run long enough to produce a "stable” flow oscillation, the
cladding and tube wall temperatures oscillations had not yet reached an "equilibrium” condition. For the highest
power analyzed, 3.0MW, the tube wall temperature had nearly reached an "equilibrium," averaging approximately
805K, with an oscillation amplitude of +-20K. The critical temperature for the RBMK pressure tube for tube
rupture has been determined to be approximately 923K (650°C). Additional calculations are needed to evaluate
the potential for tube rupture. Cladding temperature is far below the critical temperature for oxidation (1473K).

The results of the calculation clearly indicate that dryout in the upper regions of the core will occur prior to
oscillation of the cladding temperature. Cladding temperature rises slowly in the upper core after initiation of the
flow instability, then temperature rises sharply at the dryout point (Figure 7c ) and reaches a new "equilibrium"
temperature (the critical heat flux of the second mode) that continues to slowly rise. The cladding temperature
oscillation is induced by the continued flow oscillation and moving of the boundary between the dry region and
liquid.

The threshold of flow instability was calculated for each of the different powers for the high powered tube.
These were compared to the data presented in Figure 8, Mochizuki [7]. The calculated threshold for the RBMK-
1000 model appears to be in good agreement with this data. The data presented in Figure 8 suggest that for a
DGH with high powered tubes, Type II instability is reached if flow is reduced below 1 to 2 kg/s, over the
power range of 2.2 to 3.0 MW, respectively. These calculations were made for a limited power-flow range, and
it is necessary to continue the analysis for flows less than 1 kg/s and powers less than 2.2 MW.

CONCLUSIONS

Results of a single tube blockage show good agreement with the available data for the Leningrad tube rupture
event. The model was able to reasonably predict the time of tube wall failure for the expected flow blockage.
Comparison of the threshold of Type II flow instability shows reasonable agreement over the range of RBMK
tube power investigated, and can potentially be used for safety analyses of the DGH blockage events. Modeling
sensitivity studies indicate the instability analysis results were not sensitive to the nodalization scheme and time
step sizes used. This was for a 14 node fuel region, 5 node outlet (steam) pipe region, and a time step size of
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12.5ms. For this nodalization, there was little sen51t1v1ty to time step between 2ms and 12.5ms. The results do
indicate that fewer than these number of nodes in these two regions can significantly effect the results.

—%- RBMK - 7MPs, Cosine

© TMPa,U,S..
© 7MP3U,L. U if
.2 uniform

6 8 7MPaLP,S. —LP.: inlet peak —
g 7MPaLP,L. S.: short riser

5 m  3MP3,U,S. L.: long riser

) 4 | IMPa,U,S. 28-rod bundle

4 - =< - - Natural circulation

[ J

Channel power (M)
Ww
l ¥

2 -
; 0<AT <70°C
1 = -
0 v .:’--.--1-.-2—‘.+, L b, 1
1 2 3 4
Channel flow rate (kg/s)

Figure 8 Type II Instability Threshold

REFERENCES

1. Cherkashov, Yuri M, "RBMK NPP Safety" Workshop of Safety of Soviet-Design Nuclear Power Plants,
Chicago Illinois (November 20-21, 1992).

2. Gabaraev, B., Yu. Nikitin, O. Novoselsky, "An Assessment of the RBMK Core Cavity Overpressure

Protection Plpmg System for Simultaneous Rupture of Several Pressure Tubes", RDIPE-PNL Workshop on N-
Reactor Lessons, Richland, WA (July 20-22, 1993).

3. SCDAP/RELAPS/MODS3, Ver. 70, Code Manuals I-III, BG&G Idaho Inc., NUREG/CR-5273 (September
1990).

4. Russian Academy of Sciences, Institute of Nuclear Safety, "Development of SCDAP/RELAP5 Model for the
RBMK Graphite Reactor,” Moscow (1993).

5. GH. Meriwether and J.P. McNeese, "Flux Stability and Power Control in the Soviet RBMK-1000 Reactors,”
PNL Report, PNL-8781 (August 1993).

6. Tsiklauri, G., B. Schmitt, "RELAP5/MOD3 Code Assessment for Pressure Tube Gmphxte—Moderated Boiling
Water Reactors, g oceedin nternational Conference ew Tt in Nuclear
lh_e.unglﬂmgsﬂ, V1, pg. 573 (1994).

7. Mochizuki, H., "Flow Instabilities in Boiling Channels of Pressure Tube Type Reactor," i
EMLMM%MMMQ Vol. 1, pg. 269 (October 1993).

1031




DYNAMICS OF SHOCK WAVE PROPAGATION AND
INTERPHASE PROCESS IN LIQUID-VAPOUR MEDIUM

B.G.Pokusaev* and N.A.Pribaturin

Institute of Thermophysics,
Siberian Branch of Russian Academy of Sciences,
630090, Novosibirsk, Russia

*Moscow State Academy. of Chemical Mechanical Engineering
107884, Moscow, Russia

ABSTRACT

This paper considers the experimental results and physical effects on the pressure wave dynamics
of a vapour-liquid two-phase medium of bubble and slug structure. The role of destruction and
collapse of bubbles and slugs, phase transition (condensation and evaporation) on pressure wave
dynamics is also studied. The general mechanisms of the wave formation, behaviour and instability of
a vapour-liquid structure under pressure waves, basic peculiarities of the interface heat transfer are
obtained. In the experiments it has been shown that for the bubble medium the shock wave can be
transformed into the powerful pressure pulse with an amplitude greater then the amplitude of the
initial pressure wave. For the slug medium a characteristic structure of the amplificated wave is
"comb"- like wave. It has been shown that the wave amplification caused by generation of secondary
waves in a medium caused by destruction and collapse of bubbles and slugs. The obtained results can
be useful at transient and emergency operational regimes of nuclear reactors, fuel tank, pipelines with
two-phase flows and for development of safety models for chemical industry.

INTRODUCTION

Possibility of amplification or damping of pressure perturbations propagating in a
vapour-liquid bubble flow is principal for the analysis of nonstationary processes in
two-phase media. As is shown in works [1,2] for the case of rather weak waves (
Ap, / Pp=0.2) the effect of thermal dissipation is so strong that a sharp pressure step
is not forming. As the intensity of initial shock wave increases, the oscillatory shock
waves can form in a vapour-liquid mixture as well as in bubble medium without
phase transition [2]. Regularities of propagation of the weak (Ap, / pp < 0.5 ) shock
waves in a vapour-liquid bubble medium being analysed in [1], based on assumption
of the insignificant change of void fraction behind the wave front. It is not valid for
the case of rather strong waves where partial or complete condensation is possible
behind the pressure pulse front. This leads to a sharp change of acoustical properties
of the medium in a wave and hence it should affect on the regularities of wave
propagation.
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EXPERIMENTAL APPARATUS AND METHOD.

The experiments on the dynamics of shock wave propagation in the vapour-
liquid medium of different structures was made by use the shock tube method. The
diameters of the using shock tube was 8, 25, 32, 52 mm and a length of test section
was 1.5 - 2.5 m. The typical design of one of our shock tubes used in the
experiments is shown in Fig.1. Its consists from the test section filled by vapour -
liquid medium, a high pressure chamber, a diaphragm - change unit and thermostat.
The vapour - liquid medium was generated by injecting vapour into the liquid
through the bottom of tube. For the creation of bubble structure used the continuous
vapour flow through capillaries, the slugs was generated by periodic supply of vapour
into rest liquid by means open-close of the electromagnetic valve. The initial
thermodynamic state of the medium was on the saturation line. The experiments
were carried out in vapour-water and vapour-freon medium. The temperatures of the
vapour, liquid was controlled by a thermocouple located immediately under the
capillaries and inside the test section. The test section has an optical windows which
served for the control of two-phase medium, determination of the size of bubbles
and slugs, measurement of void fraction and high speed filming the behaviour of
bubbles and slugs in pressure wave. The size of bubbles and slugs was determined by
photography in the middle part of test section, the most probable size and mean
square deviation were calculated by statistical method. The mean void fraction was
determined by changing the level of liquid after the creation of two-phase medium.
For this purpose used the shadow optical system using the He-Ne laser as a source
of light. This techniques was used for the registration of the change of void fraction
in pressure ' wave. The initial shock wave was generated by rupture of a diaphragm or
a quick open of the electromagnetic valve which separate the test section from a
high pressure chamber. For the measurement of the profile of pressure wave was
used the piezoelectric sensors which were located along the length of the test section
and measured the pressure inside the tube. The operating frequencies of these
sensors with amplifiers was 0.1 Hz to 20 kHz. Calibration of the pressure sensors was
carried out on the shock tube with thermal condition corresponded the thermal
condition of using vapour-liquid medium. For the registration of signals from sensors
used both the oscilloscopes and computer which was connected by interface with
amplifiers. The main error in measurements of pressure wave was connected with the
error of calibration and was not more then 10%, the error of the void fraction
measurement by optical system not exceeds the 5%.

VAPOUR-LIQUID BUBBLE STRUCTURE.

Lressure wave of small amplitude. In the figures below the experimental results
on dynamics of shock waves and vapour bubbles are shown. As is seen from Fig.2
weak pressure perturbations (Ap, / py<0.5) are much damped while propagation and
their profile becomes monotonous. Here and on the further plots of p=p(t) the
different curves shown the pressure wave profile on the different distances from the
level of vapour-liquid mixture (position x=0), the vertical length scale between
different pressure profiles corresponds the length scale between different pressure
sensors in the shock tube, the value of Ap on the vertical axis shows the scale of
pressure perturbation. A front of condensation ¢ = ¢(#) looks like (Fig.2b) and can
be easy calculate by using the well known dependence for the thermal regime of a
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vapour bubble behaviour in pressure wave [2]: dR /dt = q; / hgp,. Here q, is the
heat flux on the vapour-liquid boundary which can be written as [2]

_ 7»1 t gz dt
v Jmay g Ot Nt -
Taking into consideration that ¢ = (4 /3)nR3*N / V, where N - number of bubbles
in the unit of volume, one can obtain

q

t
9 _ 1__3_}’_&_& (1)
®o Ro o pehgl

For the calculation of q,(t) needs to use the transformation of the experimental
profile of pressure wave to the change of temperature on the interface T(t) by using
the Clapeyron - Clausius equation. As is seen from Fig.2b a calculated change of
void fraction (dash line) agrees well with the experimental result.

In the works [1,2] it is shown that for this case the evolution of pressure wave
is satisfactory described by one relaxation equation [2]:

@+@+M§@+M@=-WMI/2}M# ()
ot o & oo ovT-=71

where t=cpt /1y, E=x/1y, D=Ap/ Apy; ly,Ap, - is the length and amplitude of

initial pressure perturbation, co = [ypy / p19g(1— (po)]l/ % is a sound velocity in the

undisturbed two-phase mixture. Similarity criteria M= (y +1)Apy / 2vpg
o® = 6Mog(1~ o)l /RF and W =(3/2)(x;ly / mcRIM)Y 2cgpiCp Ty / pghiy »

Wi = Wo™/2 define the contribution into distortion of the wave profile of disperse,
nonlinear effects and interphase heat transfer. The wave profiles depends on the
intensity of the initial pressure step. If the intensity of the initial wave is weak
(Apg / Py < 0.3) the wave profile in the medium is always monotonous, at Ap, / p,
> 0.3 begin to form an oscillating profile of pressure wave. The shock wave existence
is, however, limited to certain distances. For case Ap,/p, =0.5, for example, the
oscillations degenerate at 0.5 m from the entrance and at the large distances the
influence of the nonlinearity is quite small. The wave profile on these distances is
formed mainly by the interphase heat transfer.

The length of shock profile existence z  can be estimate as a distance from
the entrance of wave in medium where the influence of the nonlinear effect on the
wave profile more then the thermal dissipation. The value Z essentially depends by
the thermal resistance of liquid and can be vary from 0.01 m to 100 m (thus for
boiling water and Ap, / p,=0.3, Z'=12 mm at p =0.1 MPa and z =14 m at p =8.5
MPa). The analysis of experiments on waterhammer with a flow of boiling freon-113
[3] is also incorporated in the frame of the above model. All results on the small
amplitude pressure wave profiles can be shown as a map of wave regime which can
build in coordinate M and WiM (see Fig.3).

Amplification of pressure wave. Stronger waves acquire an oscillatory structure
on ecarly stages of their evolution. The condensation front here is also
nonmonotonous. The bubbles make mainly 1.5 cycles of oscillations before they
absolutely disappear. An increase of the initial shock wave amplitude up to
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Apy / pp>1.5 results in qualitative change in the evolution of pressure waves.
Experiments have shown that shock waves of such intensity may transform into short
shock pulses of 300 - 500 ps duration; their amplitude significantly exceeds the
amplitude of the incident wave (Fig.3). Vapour bubbles are collapsing in such pulse
and can appear again behind the pressure pulse. A distance of the order of its length
the pulse propagates without a significant change of its form. The condensation front
becomes step - like form in a shock pulse (see curve ¢ = ¢(#)) and coincides in time
with the leading front of the pulse. Such step decrease of the condensation front is
result of the collapse of all vapour bubbles. After the collapse the secondary spherical
shock waves are radiated to the liquid. They look like circumferences and arcs in the
photograph of the bubbles collapse - Fig.4a. This photograph was obtained by high-
speed filming with the use of a laser stroboscope designed at the Institute of
Theoretical and Applied Mechanics [4] together with the shadow optical system and
high speed camera. The stroboscope generates the packet of the light impulses with
different total duration and the interval between neighbouring impulses 30 ps. The
duration of each impulse was 10 ns, thus the exposure time of each of the frames is
10 ns. On the fig.4b plots the curves R=R(t) for bubbles with different sizes (bubbles
A,B,C), here the radius of bubble determines as R = O.S(Dmiannax)l/ 3. As can see
the large bubble - B collapse monotonously and generate in the liquid the powerful
secondary shock wave. The time of the full collapse of a large bubble corresponds to
the collapse of more less bubbles (A,C) at their secondary pulsation. This indicate on
the tendency of the simultaneous collapse of the different - sizes vapour bubbles in a
strong shock wave. The solid line on the fig.4b corresponds the decision of Rayleigh
equation for the bubble B with assumption a constant pressure inside the bubble, the
dash lines corresponds the assumption of adiabatic compression of a vapour in the
bubbles A,B,C. The calculation of void fraction in the wave based on the Raleigh
equation within assumption of constant pressure inside a bubble during collapse is
also shown in Fig.3b by dash line. One can see a good agreement of the
experimental result with the calculation by the inertial model of a bubble collapse.

The possible mechanism of the pressure pulse generation can be presented as
follows: the secondary waves have velocities exceeding of the main wave (due to a
decrease of a void fraction) and overtake its front. In this case a solitary wave forms
as a result of interference. Common relations for the stationary shock wave with
complete condensation provide some important estimations for this pressure pulse.
Continuity and momentum conservation determine the wave velocity U and liquid
velocity behind the wave front V, which within the assumption of incompressible
liquid take form:

ve—P V2 = Ulg, ©)
P11l — @)

A necessary condition of the shock wave stability is inequality U >c, or
Apy / Do > v- The experimentally defined threshold of shock pulses formation is
close to this value. The "cell' model [5] of the vapour bubbles collapse can be used
for the calculation of the maximum possible of amplitude pressure pulse. According
to this model

1/2
Apo p1C2 9o ] (4)

Pmax = P 1+
Po Po 1_@0
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where p,, = py + Apy For Ap, / plcl2 << @y <<1 Appax = [plApO(po]I/ 2 c¢;. This value

satisfactory describes the maximum possible amplitude of a pressure wave in our
experiments. However, the use of "cell" model for the wave profile calculation leads
to the results that are different from those obtained in the experiments. Perhaps, this
is connected with a heat transfer law change on the last stage of a vapour bubble
collapse. In this case the destruction of bubbles into smaller ones occurs and, as a
consequence, the great intensification of heat transfer between vapour and liquid
becomes a very important factor. Meanwhile, if using the formal procedure at the
calculation of criteria Wy, that can obtain the values of M and W, M equal 2-5 and
0.05-1 accordingly. Fig. 5 has shown that these values correspond to right upper
zone of map. In opposite, the range of application of equation (2) for the prediction
of pressure wave is the left down zone. Using this map can make up a prognosis of
the dynamics of shock wave in different vapour-liquid medium. Thus, in medium
with high values Wx (water under lower static pressure, liquid metal) both damping
and amplification of initial pressure wave are possible. This will be determine the
amplitude of initial pressure perturbation or criteria M only. In contrast, for water at
high static pressure (low value of Wx) the generation of powerful pressure pulse can
be a problem.

SLUG STRUCTURE

Collapse of single vapour slug. Let us consider the behaviour of a single vapour
slug in a pressure wave with an amplitude Ap, / py>1. A change of pressure in the
channel and a slug volume are given in Fig.6, whereas, Fig.7 shows the photographs
of the slug behaviour in different time. Analysing the slug behaviour one can see a
generation on the slug head the powerful cumulative jet. It breaks down the slug,
and then an intensive growth of small disturbances on the interface takes place.
Further, the slug destruction occurs and it turns into a cloud of small vapour
bubbles. A complex pressure profile emerging in the channel is resulted by nonlinear
pulsation of the formed cloud of bubbles. The maximum amplitude of these
pulsation exceeds the maximum pressure of the first pulsation. If the intensity of the
initial pressure disturbance begin to increase the "shock" regime of condensation
appears (Fig.8). In this case the complete slug condensation happens in the front of
the pressure wave. With this, a powerful pressure pulse is generated in the channel,
its amplitude exceeds the amplitude of the initial loading by the order. The pressure
pulse amplitude may be determined by using the simple relationships for
waterhammer Ap = pyvic;, where v; - is the velocity of liquid plug and the equation
of liquid movement as a basis for calculations. Then

1/2
APmax _ 2%%1&9 (5)
Po Po Po 1

Here 15, I; - the length of vapour slug and liquid plug. Using the simultaneous

measurements of pressure and volume of the slug and taking into consideration the
correlation dp/p+dV/V=(y-1)dQ/pV one can restore a heat release

t
Q(t) = [qp(t)F(t)dt during the slug condensation and, hence, the heat flux q,(t) on

0

the interphase boundary. Using the assumption that the behaviour of the vapour is
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adiabatic, vapour-liquid interface is in thermodynamic equilibrium and taking the
vapour heat capacity on the saturation line one can obtain

op yvovV 1w F

Vo a0 ©)
Fig.6 shows the measured values of p(t), V(t) and restored value q,(t) by using the
equation (6). As is seen, at the end of the slug collapse the heat flux increases much.
Let us compare the value of q,(t) restored from the experiment with the calculated
value of heat flux obtained from the equation of heat conductivity for the liquid with
the initially condition T =T, and boundary condition T = T,(t). For the definition
of T(t) is used the experimental profile of p(t) and the Clapeyron - Clausius
equation. The calculated value of V(t) can obtain from the equation (6) with using
the pressure profile p(t), calculated value q(t) and the assumption that the surface
form of slug keeps during the condensation. The calculated value of a slug volume,
heat flux on the interphase boundary and heat release are shown by the dash line on
Fig.6. As is seen the experimental values significantly exceed the calculated ones,
which tells about considerable intensification of exchange processes. The analysis of
all the data showed that the adequate agreement of the experimental data with
calculations is observed only for weak (Ap,/p, < 0.5) pressure perturbations and
only at the stage of the first compression of the slug. In the case of an increase in
the initial pressure perturbation intensity can observe a more significant discordance
of the experimental and calculated values V(t), q(t), Q(t). This factor should be
taken into consideration in the theoretical models by introducing a coefficient of
efficient turbulent heat conductivity.

Lressure wave of small amplitude. Alongside with general regularities of the
experiments on the pressure wave propagation in a slug and bubble regimes of two-
phase medium have also revealed the essential differences in the evolution of shock
wave in slug chain compared to a bubble flow. The pressure wave structure here also
differs much from that reported for a gas-liquid slug flow by [6]. Relatively weak
waves Apy / py<1 as well as in the case of a bubble medium acquire the oscillatory
structure in the front at early formation stages (Fig.9), further oscillations attenuate
and the front flattens. Such behaviour of the pressure wave is correspond to the map
of wave regime - Fig.5, where the value of Wx can be determined according of the
size of slug [7]. An increase in the amplitude of an incident wave up to 1.2 results to
the qualitative changes, the random high-amplitude pulses appear behind the front
of a shock wave.

Strong amplitude pressure wave. The further increase in the amplitude of the
initial pressure wave results in a rapid formation of a regular "comb"- like form of
shock wave (Fig.10), each pulse of which corresponds to the collapse of the single
slug in a slug chain and moves in the inverse direction (upwards) with the sound
velocity in a pure liquid. In this case the first pulse corresponds to the front of
complete condensation wave moving downwards. Its velocity agrees well with the
expression for a stationary wave with complete condensation - U and is shown by
solid line in Fig.11 and the CW-line on the Fig.10. A low-frequency rapidly
attenuating precursor propagating with higher velocity (line SW) can be singled out
in front of elastic wave. Its velocity is close to the value for a shock wave in a gas-

liquid mixture u = co[Apy / po +1]/* [8], - dash line in the Fig.11. The threshold of

the “comb"-like pressure wave generation (Ap, / py=1.1-1.2) is approximately equal
1041




o freon - 11
(a1 —
p,= 0.1 MPa
= 4 o Do =32 mm
g, %| !, =380 mm
g I ’l R
40 80 120 160

TTTT 7T @

80 120 t, ms

FIG.8 Collapse of vapour slug in strong pressure wave and generation of
pressure pulse. ----- initial pressure wave.

< Ay
= ¢
< y 0.26 m
" \
1l \ SW r
=9
< \
X
‘\ 0.74 m
113 I\ (Y T TN W WY T OO M O O
0 20 40 60 t, ms

FIG.9 Propagation of weak shock wave in vapour-liquid slug medium. Freon-

11, p, =0.1MPa, ©=20%, ;}=8mm, 1g0 =30-35mm. r - reflected from shock
tube bottom wave. ’

1042



Ap10™ Pa
(] co [o ) W]
T T TT

Pa

-5
b
s

Ap 10

—4

—

B x=0
11\1/|"T11||1HIIIJ|1|[

\ x=02m

\
\\

pe1 1

NN EEENE RSN NN

0 10 20 30

“t, ms

FIG.10 Strong shock wave evolution. Vapour-freon-11 medium, p;=0.1MPa,
©,=23%, D=8mm, x=0, 0.2, 0.65 m

- ~
2.2 — *
N Lt
— - _ £ A
g o+ T AX* ©ADAAA ~
N @ N - 2
214 - A Ry oo - 3
- ' ‘ *kokckk — -4
1.0 llllll‘ill-lllllj' 0 T T SO S T OO OO A A B O |
“00 08 1.6 24 32 0 1 2 3
" Apo/Po Apo/ Po

FIG.11 Wave velocity vs initial shock amplitude. 1-precursor, 2-first pulse of

"comb" wave

- FIG.12 Maximum pressure vs initial shock wave amplitude. Freon-11, Py =

0.1MPa, D=8mm,.Single slug: l; =25-50mm, 1- lgo

120mm. Slug chain: 3,4- ¢, = 20-30%

1043

=500mm, 2- 1

50 =50-




to specific heats ratio y, i.e. corresponds to a supersonic regime U > ¢, of the
propagation of stationary wave with complete condensation, as it was in the case of
a solitary shock pulse in a bubble medium. Thus, the splitting of the pressure wave
propagating in vapour - liquid slug medium can occurs.

As can see from the experiments, the amplitude of the pressure wave in the
medium is greater then the amplitude of initial wave. For the estimation of this
amplitude the experiments with the collapse of a single vapour slug in pressure wave
can be use. Fig.12 plots the amplitude of the pressure for the case of the single slug
collapse, the maximum amplitude of the "comb" - like pressure wave formed in slug
chain and the calculated value. As can see the maximum amplitude of shock wave
corresponds with good accuracy the pressure which obtained during the collapse of
single slug. Thus, in the limited case of initially strong pressure wave the correlation
(5) can be use for the estimation of highest amplitude of shock wave which can
appear in pipeline with slug structure of vapour-liquid flow.

This work was supported by the Russian foundation of fundamental
investigation grant N 94-02-03971.

Table of nomenclatare

p - pressure

Ap - perturbation of pressure
V - volume

T - temperature

p - density
¢ - void fraction
q - heat flux

h,; - latent heat of evaporation

y - adiabatic exponent
R - bubble radius

¢ - velocity of sound

A - thermal conductivity
a - thermal diffusivity

subscripis

0 - initial unperturbed state
1 - liquid phase

g - vapour phase
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Abstract

This paper presents the approach taken to analyze the radiological consequences of a
postulated main steam line break event, with one or more induced tube ruptures, for the Palo Verde
Nuclear Generating Station (PVNGS). The analysis was required to support the restart of PVNGS
Unit 2, following the steam generator tube rupture event on March 14, 1993, and to justify
continued operation of Units 1 and 3. During the post-event evaluation, the NRC expressed
concern that Unit 2 could have been operating with potentially degraded tubes and that similar
conditions could exist in Units 1 and 3. The NRC therefore directed that a safety assessment be
performed to evaluate a “worst case” scenario, in which a non-isolable main steam line break
occurs which induces one or more tube failures in the faulted steam generator. This assessment was
to use the generic approach described in NUREG 1477 (Draft, June 1, 1993), “Voltage-Based
Interim Plugging Criteria for Steam Generator Tubes - Task Group Report.”

An analysis based on the NUREG approach was performed, but produced unacceptable
results for off-site and control room thyroid doses. The NUREG methodology, however, does not
account for plant thermal-hydraulic transient effects, system performance, or operator actions
which could be credited to mitigate dose consequences. To deal with these issues, a more detailed
analysis methodology was developed using a modified version of the Combustion Engineering
Plant Analysis Code (CEPAC), that incorporates plant transient effects, iodine partitioning as a
function of liquid level in the faulted generator, and operator actions consistent with the emergency
procedures. This analysis examines the dose consequences for a main steam line break transient
with induced tube failures (MSLBSGTR) for a spectrum of tube breaks equivalent to 1 to 4 double
ended guillotine U-tube breaks. By incorporating transient plant system responses and operator
actions, the analysis demonstrates that the off-site and control room dose consequences (thyroid)
for a MSLBSGTR can be reduced to acceptable limits.

The transient based analysis, in combination with other corrective and recovery actions,
provided sufficient justification for continued operation of PVNGS Units 1 and 3, and for the
subsequent restart of Unit 2.
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I. Introduction

This paper presents the approaéh taken to analyze the radiological consequences of a
postulated main steam line break event with one or more induced tube ruptures (MSLBSGTR) for
the Palo Verde Nuclear Generating Station (PVNGS). The analysis was required to support the
restart of PVNGS Unit 2, following the steam generator tube rupture event on March 14, 1993, and
to justify continued operation of Units 1.and 3. During the post-event evaluation, the NRC
expressed concern that Unit 2 could be operated with potentially degraded tubes, despite the tube
inspections, tube plugging, and other mitigating actions taken to ensure tube integrity, and that
similar conditions could exist in Units 1 and 3. The NRC directed that a safety assessment be
performed to evaluate a “worst case” scenario, in which a non-isolable main steam line break
occurs which induces one or more tube ruptures in the faulted steam generator (MSLBSGTR),
using the generic approach described in Section 4 of NUREG 1477 (Draft, June 1, 1993), “Voltage-
Based Interim Plugging Criteria for Steam Generator Tubes - Task Group Report.” The NRC
further required that the NUREG 1477 approach be modified to explicitly account for several
PVNGS plant specific features: lack of pressurizer power operated relief valves, low shut-off head
safety injection pumps, plant-specific emergency operating procedures (EOPs), and the probability
of one or more tube failures. The radiological consequences of such an event were not to exceed
the applicable acceptance criteria. The NUREG 1477 methodology assumed a limiting dose of 30
REM thyroid for the 2 and 8 hour thyroid dose limits. In addition, the safety assessment had to
demonstrate that the refueling water tank, the primary source of safety injection water, contained
sufficient inventory to mitigate the event.

A plant specific analysis of thyroid dose consequences was performed based on the
NUREG approach, but produced unacceptable results (see figures 1 through 4). The NUREG
methodology does not, however, account for plant transient effects, system performance, or
emergency procedures which could be credited to mitigate dose consequences for a MSLBSGTR.
A more detailed analysis methodology was therefore developed, using a modified version of the
Combustion Engineering Plant Analysis Code (CEPAC), that incorporated plant thermal-hydraulic
transient effects, iodine partitioning as a function of liquid level in the faulted generator, plant
specific system performance, and operator actions consistent with the PVNGS emergency
procedures. This analysis examined the dose consequences for a MSLBSGTR, ranging from 1 to
4 double ended guillotine U-tube breaks and utilizing conservative assumptions for plant system
response and operator actions. The analysis demonstrated that the offsite dose consequences
(thyroid) for a MSLBSGTR, using Standard Review Plan (SRP) assumptions, could be maintained
within 10 CFR Part 100 limits (300 REM), and that the control room dose consequences (thyroid)
could be limited to 30 REM, by administratively limiting primary and peak iodine equilibrium
activities to 0.6 uCi/gm and 12.0uCi/gm, respectively. In addition, a plant specific analysis of
whole body dose consequences was performed, with acceptable results. These analyses, in
combination with other corrective and recovery actions, provided sufficient justification for
continued operation of PVNGS Units 1 and 3, and the eventual restart of Unit 2.
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I1. Principle Results - NUREG 1477 (Draft) Methodology

The requested safety assessment was initially performed based on the NUREG 1477
approach. This methodology, however, utilizes extremely conservative, simplifying assumptions
that do not account for transient effects in determining offsite doses. In addition, the methodology
specifies that the acceptance criteria for offsite dose consequences be limited to a small fraction of
10CFR Part 100 limits (10%, or 30 REM) for selected cases. The initial evaluation, as shown on
figures 1 through 4, resulted in offsite dose consequences far in excess of 10CFR Part 100 limits.
These results were consistent with those originally set forth in NUREG 1477, but were
unacceptable as a basis for continued operation of PVNGS Units 1 and 3 or restart of Unit 2.

NUREG 1477 (Draft) presents a sensitivity study of the 2 and 8 hour dose consequences1 of a
postulated main steam line break with induced primary to secondary leakage ranging from 0.1 gpm
to 1000 gpm. Dose consequences calculated in the draft NUREG, based on both Standard Review
Plan (SRP) and realistic assumptions for 2 and 8 hour intervals, include:

1) EAB 2-Hour Thyroid Dose - Pre-existing Iodine Spike (PIS)

2) LPZ 8-Hour Thyroid Dose - PIS

3) EAB 2-Hour Whole Body Dose

4) LPZ 8-Hour Whole Body Dose

5) EAB 2-Hour Thyroid Dose - Event Generated Iodine Spike (GIS)
6) LPZ 8-Hour Thyroid Dose - Event GIS

7)  Control Room Operator - Thyroid Dose

In addition, doses were calculated using SRP assumptions with realistic activities instead of the
Technical Specification limits. The draft NUREG summarizes the initial conditions, assumptions,
and methodology used to calculate doses, and presents the corresponding dose consequences for
postulated constant leak rates from 0.1 gpm to 1000 gpm, but does not present explicit method-
ology (e.g. dose equivalent Iodine3; concentrations assumed for the 2 and 8 hour GIS cases are
not given). Hence, the dose consequence methodology for the PVNGS specific cases vary
somewhat from that used for the draft NUREG.

1. The 2 hour doses are calculated at the exclusion area boundary (EAB), and the 8 hour doses are calcu-
lated at the perimeter of the Low Population Zone (LPZ).
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I1.1. Thyroid Dose Calculations for Postulated Accidents Using SRP Assumptions

Dose calculations similar to those presented in NUREG 1477 (Draft) were performed using
PVNGS specific assumptions, as summarized in Table 1.

Table 1
Parameters Used For PYNGS Offsite Doses - SRP Assumptions

Parameter | Value Units
X /Q for 2 hour, EAB . .00031 sec/m’
X /Q for 8 hour, LPZ : .000051 sec/m>
X /Q for Control Room Doses O - 8 hours ] 00197 sec/m’
Breathing Rate 3.47 x 10 m>/sec
Dose Conversion Factor ' 1.48 x 10° REM/Ci (ICRP 2)
Pre-Accident Iodine Spike (PIS), T. S. limit , 60 pCi/gm
Event Generated Iodine Spike (GIS), T. S. limit 1.0, uCi/gm,
(initial primary activity, spiking factor) 500 spiking factor
Coolant Gross Activity, per T. S. 100/E uCi/gm

The MSLB event was reanalyzed for the current PVNGS cycles to establish initial condi-
tions that ensure no fuel failure will occur during a MSLBSGTR event. Hence, the only source
terms contributing to off-site doses are those due to the initial primary and secondary activities
noted above.

The dose calculations were performed for a postulated MSLB, outside containment and
upstream of the main steam isolation valves, with one or more induced tube ruptures. These calcu-
lations address induced tube leak rates ranging from 0.1 to 1000 gpm. These leak rates are assumed
to be constant over the intervals of interest (2 and 8 hours). Primary to secondary leakage due to
one or more induced tube breaks is assumed to occur at the start of the transient.

Doses for the PIS cases are calculated assuming a constant reactor coolant system (RCS)
activity without accounting for the mitigating effects of diluting primary coolant activity due to
safety injection. Doses for the 2 and 8 hour GIS cases are calculated based on the average RCS
activities which would occur over the intervals of interest if activity additions due to spiking are
applied to a fixed liquid volume (i.e., no mitigation due to safety injection). This data was extracted
from the SGTR analyses presented in the PVNGS Updated FSAR. The average activities are
assumed to be bounding for 1 or more tube failures. Dose consequences based-on the NUREG
methodology can be summarized by the following equation,

‘Dose, = dcfx brx Activity, X Leakrate X TXX/Q Eg. 1
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where: Dose = Thyroid dose over interval z (REM)
def = dose conversion factor (REM/Ci)
br = breathing rate (m>/sec)

Activity = Activity of leak rate over interval ¢ (Ci/gal)
(for GIS cases, an average is used)
Leakrate = Average leakrate (gal/min)
T = Interval of interest (min)
X/Q = atmospheric dispersion factor (sec/m3)

The results of the PVNGS dose calculations for the GIS and PIS cases based on SRP
assumptions are shown in figures 1 through 4 (designated “S” on figures).

IL.2. 'Whole Body Dose Calculations Using SRP Assumptions

The Whole Body Dose (WBD) calculations were performed in accordance with the
methodology described in PVNGS Updated FSAR Section 15B, “Dose Models Used to Evaluate
the Environmental Consequences of Accidents,” and CE-NSPD-151-P, “CE Safety Analysis
Methods for Calvert Cliffs Units 1 and 2 (June 1981),” as summarized below.

The total whole body source term available in the reactor coolant primary system was
calculated for a postulated 60 uCi/gm dose equivalent Iodine;3;, and 100/E uCi/gm for gross
coolant activity. Based on the assumption that no DNBR induced fuel failure occurs for the postu-
lated MSLB with induced tube failure event, this represents the total available whole body dose
source term. The whole body dose is then calculated as:

K
E@JEB} X R xX/Q Eq. 2

WBD, = KYX(EY+( g

Where: WBD, = Whole Bode Dose, REM, for the isotopes of concern,
K, = .23REMxm’ x dis/Mev x sec x Ci),
Kp = 25REMxmr x dis/Mev x sec x Ci),
E, = average Y energy (Mev/dis) for isotopes of concerns,
E = average [} energy (Mev/dis) for isotopes of concern,
&/ 0 = atmospheric dispersion coefficient, sec/m>, and
R, = source term, Curies

A PVNGS gross activity limit of 100/E corresponds to approximately 83 uCi/gm for non-
iodine WBD contributors. The RCS contains approximately 2.612 x 108 gm of water. The corre-
sponding WBD source terms are then 15,670 Ci (DEQI;3;) and 21,500 Ci (Xe, Kr isotopes). Using
Equation 2, the corresponding whole body doses for the intervals of interest are:

WBD(2hr) < 3.0 REM

WBD(8hr) < 1.0 REM
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These values are well within the I0CFR100 specified acceptance criteria of 25 REM.
Hence, no further WBD calculations arée deemed necessary.

IL.3. Thyroid Dose Calculations for Postulated Accidents Using Realistic Assumptions

Realistic dose calculations were performed using PVNGS specific assumptions, as samma-
rized in Table 2. '

. Parameters Used For PVNGS lgflz';gtcza Doses - Realistic Assumptions
‘Parameter | Value Units

X/Qfor 2 hour, EAB. - . . | © 000043 |  sec/m’
X/Q for 8 hour, LPZ . . . . | .0000049 sec/m’
Breathing-Rate - : ' 3.47 x 10 m>/sec
Dose Con.v‘ersion Factor ‘ . 1.07 x 108 REM/Ci (ICRP 30)
Pre-Accident Iodine Spike (PIS), realistic value, 12 1Ci/gm
per NUREG 1477
Event Generated lodine Spike (GIS), administra- 0.6, pCi/gm,
tive limit (initial primary activity, spiking factor) 500 spiking factor

The results of the dose calculations for the GIS and PIS cases based on realistic assump-
tions are shown in Figures 1 through 4. (designated “R” on figures).

IL4. Reductions in Calculated Offsite Dose-by Applying Administrative Limits to
Technical Specification Activities

In addition to the preceding calculations, dose calculations were also performed using the
SRP assumptions, with primary activities reduced to realistic values (0.6 and 12 pCi/gm for the
GIS and PIS cases, respectively). The results of these dose calculations are also shown in figures
1 through 4 (designated “J” on figures).

I1.5. Control Room Doses

Control room dose calculations similar to those presented in the draft NUREG Section
4.1.5 were performed using PVNGS specific assumptions, as summarized in Table 1. The results
are presented in figure 5. -

II.6. Results Based on NUREG 1477 Methodology

As can be see from ﬁgufes 1 through 5, a safety assessment of the radiological conse-
quences based solely on the NUREG 1477 Draft methodology produces results far in excess of the
allowable acceptance criteria.
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Figure 1 - Two Hour EAB Thyroid PIS Doses
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Figure 2 - Eight Hour LPZ Thyroid PIS Doses
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Figure 3- Two Hour EAB Thyroid GIS Doses
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III. Principle Results - CEPAC Methodology

To support continued operation of Units 1 and 3, as well as the restart of Unit 2, a more
detailed safety assessment based on thermal-hydraulic transient effects was required. This
assessment was performed in three parts:

First, a probabilistic risk assessment was developed to establish appropriate acceptance
criteria for dose consequences as a function of the probability of occurrence. The assessment
concluded that the probability of a MSLBSGTR event was sufficiently low to justify using offsite
thyroid dose acceptance criteria up to 10 CFR Part 100 limits (300 REM) for both event generated
(GIS) and pre-existing (PIS) iodine spike cases. The NRC concurred with this assessment,
provided the corresponding dose consequences based on realistic assumptions for GIS cases were
also less than 30 REM.

Second, the ABB-CE licensing codes were utilized to establish more stringent controls for
the plant digital protection system that would ensure that a MSLBSGTR event with up to 3 simul-
taneous double-ended guillotine tube ruptures will not result in fuel failure.

Finally, CEPAC was modified as described below and used to simulate a main steam line
break event with induced, multiple tube ruptures in order to calculate offsite and control room
doses, and integrated leakage, across a spectrum of tube ruptures ranging from 1 to 4 double-ended
guillotine breaks. Additional offsite doses were then derived from the values calculated by CEPAC,
using both standard review plan assumptions and realistic assumptions.

111.1. CEPAC Code Modifications

For this analysis, the CEPAC source code was modified to incorporate the water quality
definitions and sub-routines from the EPRI RETRAN-02 MOD 4 code,” to allow CEPAC to cover
a greater range of thermal hydraulic conditions. In addition, the CEPAC dose calculation
subroutine was modified to redefine the secondary side partition factor (DF) for bulk boiling as a
function of steam generator liquid level, such that the DF equals:

¢ 1.0 (i.e., all of the iodine in the boiled off inventory becomes) for intervals in which the
SG level is less than 4.0 feet above the tube sheet),

 0.10 when the SG liquid level is greater than 4.0 feet, but less than the height of the tube
bundle (10% of the iodine in the boiled off inventory becomes airborne), and

e 0.01(iodine partitioning per SRP) when the SG liquid level equals or exceeds the height of
the tube bundle (1.0% of the iodine in the boiled off inventory becomes airborne).
In addition, major edits and graphs were redefined, as needed, to capture the parameters of interest.

III.2. CEPAC Database

In addition to the source code changes, the CEPAC Palo Verde specific database was
modified to reflect SRP assumptions as noted in Table 1. A sequence of events was then established
to conservatively reflect plant system performance and operator actions due to a postulated
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MSLBSGTR. Plant response was then examined for four different scenarios: a non-isolable MSLB
with one through four double-ended guillotine tube breaks in the faulted SG. As a practical consid-
eration, and based on data from the actual SGTR event in Unit 2, a DEG tube break is assumed to
be equivalent to two induced axial breaks of the type postulated to occur due to a pressure transient
across the tube bundle.

II1.3. Initial Conditions and Assumptions

The initial conditions and parameters assumed in the analysis of the system response to a
MSLB with induced, multiple tube failures are summarized in Table 3. The values of these inputs
were conservatively selected to maximize the initial and integrated leakrate and the fraction of the
leakrate that flashes once it enters the faulted generator, and hence the radiological release to
atmosphere, during the course of the transient. The maximum allowed Technical Specification core
inlet temperature, including instrument uncertainties, is used in the analysis. This results in a corre-
spondingly high initial steam generator pressure and increases the steam releases through the main
steam safety valves (MSSVs) and the atmospheric dump valves (ADVs) during the initial phases
of the transient. An initial core flow of approximately 95% of design flow is used, corresponding
to the minimum flow required by the Technical Specifications. This results in higher enthalpy fluid
entering the steam generator, a resultant increase in flashing fraction, and higher activity releases
through the main steam safety valves (MSSVs) and atmospheric dump valves (ADVs). A
maximum initial pressurizer pressure was selected to increase the initial tube leak rate.

The assumed safety injection actuation signal (SIAS) setpoint results in the earliest possible
delivery of high pressure safety injection (HPSI) flow. Furthermore, no delay time is applied to the
signal. In addition, two HPSI pumps are assumed to be available, maximizing the flow delivered
to the RCS following a SIAS. These assumptions result in higher post trip RCS pressures, and
maximize the primary to secondary leakage.

Table 3
Initial Conditions and Parameters

Parameter, Units Value
Initial Core Power Level,% Rated 100
Core Inlet Coolant Temperature, °F 570
Initial Flow,% Rated Flow 95
RCS Pressure, psia 2339
Steam Generator Pressure, psia 1108
Initial Pressurizer Liquid Volume, ft3 (nominal) 890
Steam Generator Level, ft above tube sheet (~80%WR) 37.1
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The following assumptions were made to maximize offsite dose:

* No loss of offsite power. RCS pump heat increases heat load on the faulted SG and delays
level recovery, resulting in higher offsite doses. Pumps are not secured unless required by
emergency procedures.

 Instrument uncertainties are bounded by assumed subcooling margin requirements during
the controlled cooldown.

o All tube breaks are assumed to occur in the faulted SG.

The following operator actions were assumed for these transients, consistent with the PVNGS
Emergency Operating Procedures.

» 5 minutes after SIAS - Operators trip 2 of 4 reactor coolant pumps (standard post trip
action). This action was not credited for the 3 DEG tube break case. Effects on dose con-
sequences are conservative.

30 minutes - Operators throttle HPSI due to high pressurizer level and subcooling margin
(delayed to maximize dose consequences). Assumed for all cases.

40 minutes - Operators begin cooling plant with intact generator, as required.

e 60 minutes - Operators determine combined event is in progress due to loss of level in
pressurizer and high subcooling margin and begin feeding the faulted generator. Not cred-
ited for the 4 tube case. No credit is taken for radiation monitoring or chemistry sampling.

+  Operators are assumed to initiate shutdown cooling 2 hours after entry conditions are
reached.

» Events terminate at 8 hours.
III.4. Sequence of Events and Systems Operation

Of the four scenarios analyzed, the MSLB with 3 DEG tube ruptures resulted in the highest
offsite dose consequences, and is used as the representative case. Table 4 presents the sequence of
events assumed to occur during a MSLB event which induces 3 DEG tube ruptures a few seconds
after reactor trip. Off-site power is assumed to remain available throughout the event. This is
conservative in terms of dose consequence, since it maximizes heat removal via the faulted
generator throughout the event due to pump heat. To further maximize heat removal by the faulted
generator, main feedwater to the intact generator is assumed to fail on reactor trip. Three DEG
ruptures represent approximately 5 times the initial leakage (approx. 250 gpm) that occurred
during the PYNGS Unit 2 event. Figures 6 through 19 present the dynamic behavior of important
NSSS parameters for this case. '

At 0.0 seconds, a MSLB occurs on SG#2. The reactor trip and MSIS occur approximately
3 seconds later due to low SG pressure. The main steam isolation valves (MSIVs) close, isolating
3 of the 4 main steam lines. At 10 seconds, 3 double ended guillotine tube ruptures are assumed to
occur in SG#2. At ~20 seconds, a SIAS occurs. At ~28 seconds an AFAS occurs on the faulted
generator, but auxiliary feedwater flow is locked out due to low pressure in the faulted generator.
The faulted generator essentially boils dry at ~200 seconds, but the RCS continues to cool down
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Table 4
Sequence of Events for a Main Steam Line Break With 3 Induced
Double Ended Guillotine Tube Breaks

Time(sec) | =~ ~ ' Event
0.0 Main steam line break occurs
3 Reactor trip on low SG pressure
3 MSIS occurs
10 3 U-tubes fail (double ended guillotine breaks)
20 SIAS, HPSI injection
27 Pressurizer empties
28 Aux. Feedwater Actuation Signal (AFAS) on SG#2 (locked out)
1810 Operator initiates auxiliary feedwater (one pump) to intact steam generator
1920 Operator throttles HPSI ~50% to reduce pressure - all throttle criteria met
2410 Operator begins a controlled cooldown plant with the intact SG and opens pres-

surizer vent path. Steaming rate, venting and feed rate to the intact SG are peri-
odically adjusted to maintain desired conditions.

3600 Operator confirms primary to secondary leak is in progress and begins feeding
ruptured steam generator (only 1 aux. feedwater pump credited)

3863 Level recovered in faulted steam generator to 4.0 feet above tube sheet

4162 Shutdown cooling entry conditions reached

5167 Level recovered in faulted steam generator to above U-tubes, ft.

28,800 Transient ends

due to boil off of the leakage. At ~1425 seconds, primary pressure rebounds to a maximum of 1164
psia, at which time HPSI flow essentially matches the leak rate and RCS makeup due to liquid
contraction effects. Subcooling continues to increase due to the ongoing cooldown. At ~30
minutes, operators begin steaming and feeding the intact generator at a nominal rate of 650 gpm
(only one auxiliary feedwater pump is assumed to be available). At 32 minutes, operators are
assumed to throttle safety injection flow due to high pressurizer level and subcooling margin. At
~42 minutes the operators open the pressurizer vent to aid depressurization (both auxiliary and
main spray are assumed to be unavailable) and increase steaming from the intact generator to
establish and maintain a controlled cooldown per the Technical Specification cooldown limits. At
60 minutes, the operators are assumed to have determined that primary to secondary leakage is
occurring in the faulted SG. At ~64 minutes, a steam/water interface is assumed to exist in the
faulted SG, and a DF of 0.10 for bulk boiling is assumed. At approximately 86 minutes, the liquid
level in the faulted SG is at or above the top of the tube bundle, and a DF of 0.01 for bulk boiling
is assumed. The RCS temperature and pressure are now within the shutdown cooling system entry
conditions (350 °F, 400 psia). Nevertheless, for purposes of conservatively determining offsite
dose, all cooling is assumed to continue via the steam generators for 8 hours. This analysis assumes
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that the shutdown cooling (SDC) system will be placed in service within 2 hours of reaching entry
conditions, and that the RCS will be at cold shutdown conditions 4 hours after the SDC is placed
in service. Hence, the actual event would be over within 8 hours.

IILS. Results of Transients Analyzed

Transients were performed for a MSLBSGTR with 1 through 4 DEG tube breaks for a two
hour interval to determine the sensitivity of offsite dose to the number of tube breaks. The results
of the sensitivity study (i.e., 1, 2, 3 and 4 DEG tube breaks) are summarized in Table 5. The corre-
sponding average leak rates are also shown.

Table 5 -
Comparison of 2 Hour Off-Site Dose Consequences and Average Leak Rates from Transient
Results for a Main Steam Line Break With Induced 1, 2, 3 and 4 DEG Tube Breaks

Dose Consequences, REM 1 Tube 2 Tubes 3 Tubes 4 Tubes
2 Hour EAB, SRP Assumptions, GIS 324 391 454 273
2 Hour EAB, Realistic Assumptions?, GIS . 20 24 28 17
2 Hour EAB, SRP Assumptions with 200 235 273 164
realistic initial activities?, GIS _
2 Hour EAB, SRP Assumptions, PIS 707 960 1145 949
2 Hour EAB, Realistic Assumptions?, PIS 15 20 23 20
2 Hour EAB, SRP Assumptions with 142 192 229 190
realistic initial activities?, PIS
Average 2 Hour Leak Rates, GPM 352 635 804 1105

a. 0.6 and 12 uCi/gm for GIS and PIS initial activities. Realistic dcf and X/Q values.

Based on these results, the MSLBSGTR events with 2 and 3 DEG tube breaks were
analyzed for 8 hour intervals. The summary of offsite dose consequences for these cases is
presented in Table 6. Of these two cases, the MSLBSGTR event with 3 DEG tube breaks was found
to be more limiting.

A closer examination of the transient results reveal that there are several competing effects
affecting the offsite dose consequences. Increasing the number of DEG tube breaks, and hence the
leakrate, increases the offsite dose consequences until the leak itself begins to reestablish a steam/
liquid interface within the faulted generator, and to significantly contribute to raising the liquid
level above the top of the U-tube bundle. This effect is best shown in figure 18, which depicts the
change in partition factor as a function of SG level. For the 3 tube case, step changes in partitioning
occur at 64 and 86 minutes. In the 4 tube case, these step changes occur sooner, at 40 and 70
minutes. In addition, once the primary system has cooled sufficiently to allow the faulted SG to
refill, the flashing fraction becomes very small (see figure 17). Hence, the partitioning effects tend
to dominate the offsite dose consequences because the subsequent additions to offsite doses are
strongly driven by bulk boiling, rather than the flashed fraction of the leakrate.
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Table 6
Summary of Off-Site Dose Consequences for CEPAC Transients of a
Main Steam Line Break With Induced Leakage for 2 and 3 DEG Tube Breaks

Dose Consequeﬁces GIS Cases, REM PIS Cases, REM
Applicable Limits, 1I0CFR100 300 300
Number of DEG Tube Breaks 2 3 2 3
2 Hour EAB, SRP Assumptions 391 454 960 1145
2 Hour EAB, Realistic Assumptions® 24 28 20 23
2 Hour EAB, SRP Assumptions with 235 273 192 229
realistic initial activities (0.6 and 12
uCi/gm)

8 Hour LPZ, SRP Assumptions 86 111 165 200
8 Hour LPZ, Realistic Assumptions? 4 5 3 3
8 Hour LPZ, SRP Assumptions with 52 67 33 40
realistic initial activities (0.6 and 12

pnCi/gm)

2.0.6 and 12 uCi/gm for GIS and PIS initial activities. Realistic dcf and X/Q values.
111.6. Derivation of Offsite Doses From CEPAC Calculations

The CEPAC calculated 2 hour EAB GIS dose based on SRP Assumptions (REMgjssony) i
454 REM. Corresponding realistic doses, and doses based on SRP assumptions with realistic activ-
ities, may be derived from these values by applying appropriate ratios of primary activity, dose
conversion factors, and atmospheric dispersion factors, as shown below. To calculate the 2 Hour
EAB GIS Dose, Realistic Assumptions (REMgjssony):

ACT DCF X/0 Eq. 3
R = M 4 - - '
EMGlSr2hr RE GISs2hr X (A CTsrp} X (DCFserZhr % [X/erpJZhr

Such that:

6
REM gi5p0p, = 494X (%) X (ng} X (QM) = 27.32 = 28REM

—

Similar ratios were applied to the CEPAC calculated doses to derive the offsite doses
shown in Table 6.
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The control room 8 hour GIS doses based on transient results were derived as follows:

(1Y XL, J ‘Eq.5
REM = REM X (—) X [ a:
CRGISs8hr GISs8hr of. X/erp Shr
where: pf =  the protection factor for the control room essential air handing system.
This value is 95 for PVNGS.
X/Q.= atmospheric dispersion factor for control room.
Then:
_ 1 0.00197 ) _ _ Eq. 6
REM rpeissspy = 111X (95) X (0—.000051 o 45.13 =46REM

To calculate the Control Room 8 hour GIS dose for SRP assumptions with realistic activ-

ities:
ACT,
= Eq.7
REM cpgisignr = REM cpeissgnr > [ ACT J 1
srp
such that:
E = 46 0.6) _ 27.6 = 28R

Similarly, Control Room 8 hour PIS doses based on transient results are as follows:

REM = REM x(l)x X/ Cer Eq. 9
CRPISs8hr pissshr =\ pf) “\ X7, Jasr q-
Then:
_ 1Y ( 0.00197 ) _ _
REM cpprsssny = 200X (95) X (O——.OOOOSI o = 81.32 = 82REM Eq. 10
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To calculate the Control Room 8 hour PIS dose for SRP Assumptions with Realistic Activ-

ities:
ACT,
REM cppisjsne = REM crpisssie™ | 20T Eq. 11
srp
such that:
REM = 82x|32) = 164~ 17REM
crPISjshr = ©< X\ gp ) = 1047 Eq. 12

II1.7. Integrated RCS Leak

The average leak rate for a MSLBSGTR with 3 DEG tube breaks represent a maximum integrated
leak of less than 230,000 gallons for an eight hour interval. An additional 28,500 gallons are
needed to account for liquid contraction effects in the RCS, for a total RWST inventory makeup
requirement of less than 260,000 gallons. The RWST at PVNGS has a minimum required capacity
of 600,000 gallons, hence, inventory make-up is not a concern.

IV. Conclusions

The off-site and control room thyroid dose consequences obtained via transient analyses
are depicted on figures 1 through 5 (see “s,” “j” and “r” designators). A comparison of the off-site
doses, determined using both the NUREG 1477 and CEPAC methodologies, makes it clear that
accounting for transient effects significantly reduces dose consequences, when compared to those
obtainable using the NUREG 1477 methodology. Nevertheless, a combination of both transient
methodologies and administrative limits on dose equivalent iodine may be needed to ensure

acceptable results.

With appropriate modeling, transient analysis codes can be utilized to conservatively assess
the dose consequences of MSLBSGTR events, demonstrate acceptable results, and identify ways
of further reducing dose consequences by incorporating additional guidance into the emergency
operating procedures.

1064



PVNGS - Main Steam Line Break With
Induced, Multiple Tube Ruptures

110
100
97T
80T
g 701
& 60T
R 50[
g 40F
A& 30T
20
10 k
00500 1000 1500 2
Time, seconds
Figure 6, Core Power Vs
120
[~
3
= 801
:;; ** RCPs are assumed to run for
® 601 the duration of the transient to
& maximize steaming from
40T faulted gnerator
&
O 27
0g 500 1000 1500 2000 _ 2500 3000
Time, seconds
Figure 7, Core Flow Vs. Time
2500
2000
Pressure drops due to
2 RCS repressurizes due  HPSI throttling at
& 1500 to HPSI injection 1800 seconds
5 \L
=
g
& 1000
&
2
500
05300 1000 1500 2000 2500

Time, seconds

Figure 8, Core Flow Vs. Time

Kathleen R. Parrish

2.5
g 2f
a
(=]
(o]
S 15}
I
2
8 1}
[N
“
5 10 15 20 25 30
Time, 1000 seconds
Figure 9, RCS Pressure Vs. Time
eed
o i
éﬁ 600
]
2 500
]
2
§ 400 T
&
2
S 300y
e
2004 5 16 15 20 25 30
Time, 1000 seconds
Figure 10, RCS Hot Leg Temp. (Loops 1&2) Vs. Time
100
WOrF
“— Operator throttles HPSI
80 injection at 1800 seconds
R 70t
g 60 |
.§ 50fF
E 40f
g 30}
=
2011
10 J
) 5 10 15 20 25 30

3000

1065

Time, 1000 seconds

Figure 11, Pressurizer Level Vs. Time




PVNGS - Main Steam Line Break With
Induced, Multiple Tube Ruptures

e e N g
() w EN W

Upper Head Void Fraction

e
=

Time, seconds

Figure 12, Upper Head Void Fraction Vs. Time

0g 500 1000 1500 2000 2500 3000

1500

1000

soo} y/

Faulted SG

Intact SG

SG Pressures, psia

Time, 1000 seconds

Figure 13, Steam Generator Pressures Vs. Time

0p 5 10 15 20 25 30

200

150

Leak Flow, Ibm/sec
o
[en)

W
o
T

0g 5 10 15 20 25
Time, 1000 seconds

Figure 14, Tube Leak Rate (3 Tubes) Vs. Time

ta)

1066

Differential Pressure, 1000 psi*

Differential Pressure, 1000 psi

Kathleen R. Parrish

2
Differential Pressure is
based of Pressurizer and
25k SG#2 Pressures Vs.

Time

—

e
i

0g 100 200 300 200 500
Time, seconds
2
15¢
1k
0.5
0 , . X X :
0 5 10 15 20 25 30

Time, 1000 seconds

Figures 15 and 16, Differential Pressure
Across U-Tubes Vs. Time

0.3

025[

o
oo
i [\

e
=

Leak Flashing Fraction

005

09 5 10 15 20 25 30
Time, 1000 seconds

Figure 17, Leak Flashing Fraction Vs. Time



PVNGS - Main Steam Line Break With Kathleen R. Parrish
Induced, Multiple Tube Ruptures

50 1.1
11
& 40r 709
‘&’: L . / T 0.8
=
% 107 5
S 30f ‘\ '8
= 4 i
2 Level Above Tube Sheet 06 2
3 in Faulted SG. .S
< . , 105
s 20f {04 &
kK .
2 103
=) Decontamination Factor Assumed
S 10T in Faulted SG. 402
w
- _“ 71 0.1
0 5 10 15 20 25 30
Time, 1000 seconds
Figure 18, SG Levels Above Tube Sheet and Partition Factors
100
SG#1 SG#2
9 [~
§-80 -
g 70
2
2 60
[
3 50
g Feedwater to SG#2 delayed for
2 a0 F 1 hour. Feedwater was terminated
2 once tube coverage established to
i maximize subsequent iodine activty
E 30 of inventory in the faulted SG.
E i
Z 20
10
0 i J () ] ]
0 5 10 15 20 25 30

Time, 1000 seconds

Figure 19, Auxiliary Feedwater Flows Vs. Time

1067




PVNGS - Main Steam Line Break With Kathleen R. Parrish
Induced, Multiple Tube Ruptures

V. References

—
.

PVNGS LER 93-001-00

NUREG 1477, “Voltage Based Interim Plugging Criteria for Steam Generator Tubes - Task
Group Report,” DRAFT, June 1, 1993.

CEPAC User’s Manual, CE-CES-61, Rev. 0-P, April 1986.
CEPAC Technical Manual, CE-CES-61, Rev. 0-P, April 1986.

Electric Power Research Institute, RETRAN - A Program for Transient Thermal-Hydraulic
Analysis of Computer Fluid Flow - Volume 1, Theory and Numerics (Rev. 2).
EPRI-NP-CCMA, 1984.

K. Garbett, O. J. Mendler, G. C. Gardner, R. Darnsey, and M. Y. Young, “Coincident Steam
Generator Tube Rupture and Stuck-Open Safety Relief Valve Carryover Tests: MB-2 Steam
Generator Transient Response Program, NUREG/CR-4752 (EPRI-NP-4787), March, 1987.

.J. M. Betancourt, et al, “Mitigation of Multiple Tube Ruptures in Both Steam Generators,”

Third International Topical Meeting Reactor Thermal Hydraulics, Newport, Rhode Island,
October 1985.

1068



Application of UPTF Data for Modeling Liquid Draindown in the
Downcomer Region of a PWR Using RELAP5/MOD2-B&W

G. Wissinger and J. Klingenfus
B&W Nuclear Technologies, Lynchburg, VA 24506

ABSTRACT

B&W Nuclear Technologies (BWNT) currently uses an evaluation model that
analyzes large break loss-of-coolant accidents in pressurized water reactors
using several computer codes. These codes separately calculate the system
performance durxring the blowdown, refill, and reflooding phases of the
transient. Multiple codes are used, in part, because a single code has been
unable to effectively model the transition from blowdown to reflood,
particularly in the downcomer region where high steam velocities do not allow
the injected emergency core cooling (ECC) liquid to penetrate and begin to
refill the vessel lower plenum until after the end of blowdown. BWNT is
developing a method.using the RELAPS5/MOD2-B&W computer code that can correctly
predict the liquid-draindown behavior in the downcomer during the late
blowdown and refill phases. Benchmarks of this method have been performed
against Upper Plenum Test Facility (UPTF) data for ECC liquid penetration and
draining in the downcomer for models with and without reactor vessel vent
valves using both cold leg and downcomer ECC injection. . The use of this new
method in plant applications should result in the calculation of a shorter
refill period, leading.to lower peak clad temperature predictions and
increased core peaking. This paper identifies changes made to the
RELAPS/MOD2-B&W code to improve its predictive capabilities with respect to
the data obtained in the UPTF tests.

1.0 INTRODUCTION AND BACKGROUND

Large break loss-of-coolant accidents (LBLOCAs) have been treated analytically
in three separate phases: blowdown, refill, and reflood. The blowdown phase
is characterized by the rapid depressurization of the reactor coolant system
to a condition nearly in pressure equilibrium with its immediate surroundings.
Emergency core cooling (ECC) liquid flow is initiated once the reactor coolant
system (RCS) pressure drops below the accumulator or core flood tank (CFT)
pressure. The refill phase begins when the ECC liquid reaches the lower
plenum. Once the ECC water level in the lower plenum reaches the bottom of
the core, the reflood phase begins. The core is then cooled by steam and
liquid droplets entrained by the steam generated below the rising quench
front. The core is eventually covered by a two-phase mixture, and long-texm
cooling is established.

A key issue with regard to core cooling during an LBLOCA occurring in the cold

leg is the extent to which ECC liquid can be delivered to, and accumulated in,
the lower plenum during the later stages of blowdown. The "2D/3D Program"'?
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was undertaken to study the thermal-hydraulic phenomenon occurring during the
end-of-blowdown, refill, and reflood phases of an LBLOCA. Transient
simulations and quasi-steady tests were performed at the Upper Plenum Test
Facility (UPTF) to investigate ECC bypass and lower plenum delivery on a full-
scale facility with prototypical conditions.

UPTF is a full-scale model of a four-loop, 1300-MWe pressurized water reactor
(PWR) including the reactor vessel, downcomer, lower plenum, core simulation,
upper plenum, and four loops with pump and steam generator simulators. The
thermal-hydraulic feedback of the containment is simulated using a containment
simulator. ECC liquid can be injected either into the cold legs or directly
into the downcomer. The steam produced in the core region and the water
entrained by this steam flow are simulated by steam and water injection
through the core simulator. Figure 1 shows the UPTF primary system and test
vessel.

The following discussion summarizes the results of the UPTF tests'’. Near the
end of blowdown (EOB), the predominant steam flow direction is up the
downcomer and out the broken cold-leg nozzle. This high upflow steam velocity
entrains some or all of the ECC liquid injected into the cold legs and/or
downcomer directly out the broken cold leg. Loss of this ECC liquid delays
lower plenum refill and is referred to as "ECC bypass." After the majority of
the residual vessel liquid is flashed and boiled, the downcomer upflow
decreases, and the ECC liquid bypass decreases, allowing some liquid to
accumulate in the downcomer and finally drain into the lower plenum. At the
completion of blowdown, the lower plenum liquid level is near the bottom of
the core barrel.

Moreover, the delivery rate of ECC liquid to the lower plenum during blowdown
was shown to be highly dependent on the ECC injection location. Specifically,
ECC liquid injected from locations opposite the broken cold leg has a greater
tendency to be delivered to the lower plenum with complete delivery occurring
prior to the end of blowdown. ECC liquid injected from locations adjacent to
the break is largely bypassed to the break until the reflood period when the
dovncomer steam upflow velocities are reduced.

The results of the UPTF tests can be used to identify potential changes to
BWNT's current evaluation model to aid in predicting the liguid draindown
behavior in the downcomer during the late blowdown and early refill phases.
While these changes are made to help develop an Appendix K-type evaluation
model (i.e. NRC-imposed conservatisms specified in 10CFR50.46 applied), the
results can also be used in statistical best-estimate-type methods.

2.0 APPLICABLE TESTS AND BOUNDARY CONDITIONS

The UPTF Test Program consisted of 30 tests comprising a total of 80 test
runs. Two basic types of tests were performed within this program: (1)
separate effects tests emphasizing "transparent" boundary conditions to
quantify controlling phenomena in the primary system during LOCA and (2)
integral tests that focused on system-wide behavior during a simulated
transient to identify controlling phenomena in the primary system during a
LOCA. Four separate effects test runs were selected for benchmark purposes
with the base RELAPS/MOD2 code and the BWNT flow regime adjustments included
in RELAPS5/MOD2-B&W. These four runs include two cold-leg injection runs (Test
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6, runs 131 and 133) and two downcomer injection runs with RVVVs (Test 22,
runs 280 and 281). These four test runs provide different flow patterns that
test the model changes under different thermal-hydraulic conditions
repregentative of the two plant types that may ultimately use the new code
flow regime adjustments. The boundary conditions for each of the tests
modeled are presented in Tables 1 and 2. The results are summarized and
discussed in References 1 and 2.

3.0 MODEL DESCRIPTIONS

The RELAP5/MOD2 nodalization of the UPTF test facility for cold-leg injection
is shown in Figure 2. The downcomer injection noding arrangement is shown in
Figure 3. The noding detail.- is derived from techniques applied to the NRC-
approved evaluation models used by BWNT for plants that consider downcomer or
cold-leg injection, or more importantly, plants with and without RVVVs,
respectively. Plant transient benchmarks, facility benchmarks, and noding
sensitivity studies performed to support the EM noding arrangements have
demonstrated appropriate and converged thermal-hydraulic behavior. Additional
axial detail is included in the upper downcomer region of plants with RVVVs to
better resolve the mixture levels and fluid interactions in the vicinity of
the cold leg nozzle belt. For these test runs, the single region downcomer
models used in the EM noding were split into two azimuthal regions with cross
flow paths connected at each elevation that is not totally blocked by a hot
leg penetration. The uppermost downcomer volume for the non-RVVV test was not
divided, because no significant azimuthal variations are expected in the
thermal -hydraulic conditions above the cold leg nozzle elevations.

For the cold-leg injection test runs (Test 6, runs 131 and 133), Control
Volumes 300 through 309 represent the downcomer region. Control Volumes 165
and 170 represent a single intact cold leg attached to one-quarter of the
downcomer. Control Volumes 185 and 190 represent two intact cold legs. The
two intact. cold legs and the broken leg are attached to the remaining three-
gquarters of the downcomer. This configuration is suggested by the results of
the UPTF test runs for the cold-leg injection plants. The ECC liquid injected
in the single cold leg opposite the break will penetrate the lower plenum
almost entirely with minimal steam upflow to impede its- progress. The ECC
liquid injected in the two cold legs adjacent to the broken leg will be
partially bypassed by the steam upflow. This two-channel downcomer split
allows a reasonable simulation of these results. The ECC boundary conditions
are specified in Control Volumes 100, 102, and 104 and Junctions 101, 103, and
105. This noding will be used in cold-leg injection plants.

For the downcomer injection test rumns (Test 22, runs 280 and 281), Control
Volumes 290 through 309 represent the downcomer region. Control Volumes 165
and 170 represent two intact cold legs attached to half of the downcomer.
Control Volumes 185 and 190 represent one intact cold leg. The one intact
cold leg and the broken leg are attached to the remaining half of the
downcomer. This configuration is suggested by the results of the UPTF test
runs for the downcomer injection plants. The ECC liquid injected opposite the
break will penetrate the lower plenum with minimal steam upflow to impede its
progress. The ECC liquid injection adjacent to the broken leg will be largely
bypassed by the high steam upflow. This two-channel downcomer split allows a
reasonable simulation of these results. The ECC boundary conditions are
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specified in Control Volumes 100 and 102 and Junctions 101 and 103. This
noding will be used in the downcomer injection plants.

For both models, the steam generator simulators are not modeled. Instead, the
steam flow from the steam generator simulators is added to the steam flow
injected into the core region. The core boundary conditions are specified in
Control Volume 400 and Junction 401. Since the reactor coolant (RC) pumps
were blocked off for the tests that will be considered, only the portions of
the cold legs between the RV and the pumps are modeled. Control Volumes 285
and 280 represent the broken cold leg up to the break. Control Volumes 165,
170, 185, and 190 represent the intact loops up to the pumps. Control Volume
505 represents the containment simulator with appropriate boundary conditions,
and the break is modeled by Junction 504.

4.0 RELAP5/MOD2-B&W CODE CHANGES

RELAPS /MOD2-B&W’, an improved version of the INEL code RELAP5/MOD2 used by
BWNT, in its unmodified configuration is unable to adequately predict the end
of ECC bypass and take advantage of the draindown effects demonstrated in the
UPTF results. The coded vertical flow regime map used in the downcomer does
not adequately represent the inverted annular and inverted slug flow
particular to the ECCS bypass phenomena. Additionally, the one-dimensional
downcomer models cannot resolve the multidimensional ECC bypass effects
observed in the UPTF tests. Thus, the ECC liquid bypassed to the break is
exaggerated to the extent that no ECC liquid is delivered to the lower plenum
before blowdown is complete.

During the end-of-blowdown and refill phases, there are small azimuthal
regions in the downcomer that contain plumes of ECC liquid surrounded by large
regions of high steam upflow. The large volume sizes used in the current
model mean that the plumes of ECC liquid are considered with the high steam
upflow regions. RELAPS5/MOD2 determines the flow regime to be annular-mist or
inverted annular-mist, depending upon the wall temperatures, but it over
predicts the interphasic surface area, because the control volumes are large
and RELAPS homogenizes the liquid as droplets within each control volume.
Calculations of the interphasic area of the dispersed droplets based on a
critical droplet Weber number in the range of 1.5 to 5 is more than three
orders of magnitude larger than the interphasic area calculated for a pure
annular plume of liquid. Use of the high interphasic area results in a gross
over prediction of the net interxphasic drag, leading to excessive carry-out of
the ECC liquid during the end of blowdown.

If the downcomer were modeled with more detail, say eight to sixteen azimuthal
channels, the void fractions in the ECC injection zones would be such that an
inverted slug-type flow would be predicted and the interphasic area would then
be appropriately calculated by the base RELAP5/MOD2 drag model. The zones
without ECC injection would provide steam venting paths that are unabated by
the dispersed liquid droplets imposed by a one- or two-channel model. This
detailed modeling approach could possibly negate the need for code changes;
however, this noding imposed on a full-plant LOCA model would either exceed
the control volume capacity of the code or make the analysis so computer
intensive that it would not be economically feasible. Since the interphasic
drag is proportional to the interphasic area, a reduction of the interphasic
drag term for the annular- and inverted annular-mist flow regimes in the
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downcomer and lower plenum by three orders of magnitude will be used to
counteract the over prediction of the interphasic area by RELAP5 and allow the
use of the simplified noding.

The interphase heat transfer coefficients (HTCs) used in the downcomer and
lower plenum also require some adjustments to account for the over prediction
of the interphasic surface area and to match the pressure response observed in
the tests. The interphase heat transfer coefficients in the annular mist and
inverted annular mist flow regimes in the downcomer were reduced by 25
percent. The slug and inverted slug flow regime heat transfer coefficients
were reduced by 50 percent.

Interphase heat transfer adjustments were also made in the lower plenum for
the bubbly, slug, and annular mist flow regimes. As the pool level builds in
this region, the interphasic area is simply the lower plenum area. RELAPS,
however, homogenizes, or disperses, either the droplets in the steam ox
bubbles into the liquid within large control volumes used in the lower plenum.
The heat transfer coefficients in the bubbly and slug flow regimes were
multiplied by 0.005 and 0.05, respectively, to counteract the over prediction
of the interxphasic area. The annular mist regime interphase heat transfer was
reduced by 50 percent to minimize the effect of large interphase heat transfer
discontinuities as flow regimes are traversed.

The code interphase heat transfer changes were initially derived from thermal-
hydraulic bases, but actually firmed up during the benchmarking process.
Early benchmarks calculated reasonable ECC liquid draindown with the drag
reduction only, but, the vessel pressure predictions were poor. The pressure
predictions were improved by adjusting the interphase heat transfer
coefficients in the downcomer and lower plenum. Additional work is still
needed on this model to improve the overall predictions. Fortunately, the
heat transfer adjustments have little impact on the calculated liquid
draindown, and therefore, are of a lower priority.

5.0 RELAP5/MOD2-B&W PREDICTION OF UPTF TEST RESULTS

The measured’ and predicted lower plenum collapsed liquid levels and downcomer
pressures for Test 6 are shown in Figures 4 and-5 for Run 131 and Figures 6
and 7 for Run 133. The base RELAP5/MOD2 code with this model arrangement did
not predict characteristic ECC liquid draindown for either case. The over
prediction of the interphasic surface area led to high drag and condensation
that resulted in nearly total ECC liquid carxyout from the downcomer.

With the BWNT reductions to the interphasic drag and heat transfer terms, the
code calculated ECC liquid penetration into the lower plenum. The lower
plenum £ill rate matched the data well, as shown in Figures 4 for Run 131.

The pressure comparison was not as good. Some of the deviation in the rate of
pressure change is attributed to the small system volume used in the

RELAPS /MOD2-B&W model. The RELAPS5/MOD2 model included only the reactor vessel
and cold legs. Since the entire facility was not modeled, sudden changes in
pressure were more rapid due to the smaller system volume. The remainder of
the pressure misprediction is attributed to interphase condensation
deficiencies in the coarse RELAPS5/MOD2 system model. Throughout the
benchmarking process, large deviations from the test system pressure had
little influence on the calculated liquid draindown behavior. Some additional
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work may be needed to improve the code interphase condensation model, but the
overall effect on the improved liquid draindown shown in these benchmarks is
minimal.

The comparison of lower plenum refill rate was not as favorable for Test 6,
Run 133. Figure 6 shows that the refill rate was slightly slower than
indicated. The pressure comparison, shown in Figure 7, was much better for
this test between 30 and 70 seconds. The prediction was less favorable after
70 seconds.

The measured® and predicted lower plenum collapsed liquid levels and downcomer
pressures for Test 22 are presented in Figures 8 and 9 for Run 280. Traces
are included for both the base RELAP5/MOD2 code and modified version of
RELAPS5/MOD2-B&W. The base code results are shown to 50 seconds because the
model failed to execute due to water property failures associated with the
high interphasic condensation on the highly subcooled ECC liquid flow. The
modified code results showed reasonable agreement with the UPTF data. The
refill rate beyond 60 seconds was slightly higher than the data indicated.
The pressure prediction for this case was quite good. The interphasic heat
transfer models are apparently more appropriate for the thermal-hydraulic
conditions encountered in the downcomer with RVVVs and downcomer ECC
injection.

Test 22, Run 281 comparison of the measured® and predicted lower plenum
collapsed liquid levels and downcomer pressures are shown in Figures 10 and
11. In this case with less ECC liquid subcooling, the base RELAPS5/MOD2 code
executed, but did not calculate significant ECC liquid draindown. The
modified code prediction produced an excellent comparison with the draindown
data. The comparison of the pressures was again much better than observed in
the cold-leg injection tests.

6.0 Conclusions

It has been demonstrated that RELAPS/MOD2-B&W can predict characteristic ECC
liquid draindown effects observed in the UPTF test facility with modifications
made to account for the over prediction of the interphasic area in the
downcomer and lower plenum regions of the reactor vessel. The coarse, two-
channel downcomer models were successfully benchmarked against the test data
reported for Test 6, Runs 131 and 133 for cold leg ECC liguid injection and
Test 22, Runs 280 and 281 for downcomer ECC liquid injection with RVVVs.
Additional improvements may still be needed in the interphasic drag model for
the cold-leg injection applications. Nonetheless, these results provide a
solid foundation from which an evaluation model using only the RELAPS/MOD2-B&W
code can be developed.
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Table 1: CL Injection Tests Boundary Conditions

ECC
Test/ Evaluation ECC Injection Steam Temperature
Run Time Period [kg/s] Injection,
[S] M'Core + MSG TECC ATSUb
[kg/sl] [°cl [K]
6/131 33 - 113 ~450 / ICL ~310 + ~90 ! ~115 ~15
6/133 30 - 120 ~450 / ICL ~110 + ~90 ~115 ~15

NOTES: 1) The steam injection maintains this constant value until
approximately 75 seconds when it is linearly ramped to 200 kg/s in
the core and 45 kg/s in the steam generator.

Table 2: DC Injection Tests Boundary Conditions

ECC Injection ECC
Test/ Evaluation [kg/sl Steam Temperature
Run Time Period Injection,
[s] Injection | Injection Meore + Mg Tecc ATy
Nozzle Nozzle [kg/s] [°cl [K]
0° 180°
22/280 55 - 72 911 906 295 + 0 32 112
22/281 58 - 73 882 881 198 + 0 121 37
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Figure 2: Cold Leg Injection Noding
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Figure 4: Test 6, Run 131 - RV Lower Plenum Liquid Level
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Figure 6: Test 6, Run 133 - RV Lower Plenum Liquid Level
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Figure 8: Test 22, Run 280 - RV Lower Plenum Liquid Level
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PI;ANT DATA COMPARISONS
FOR COMANCHE PEAK 1/2 MAIN FEEDWATER PUMP TRIP TRANSIENT

Walter J. Boatwright, Whee G. Choe, David W. Hiltbrand, Curtis V. De Vore
: - TU Electric
Dallas, Texas

James F. Harrison
Virtual Technical Services
Richmond, Virginia

ABSTRACT
A RETRAN-02 MODS5 model of Comanche Peak Steam Electric Station was developed by TU

Electric for the purpose of performing core reload safety analyses. In order to qualify this model,
comparisons against plant transient data from a partial loss of main feedwater flow were performed.
These comparisons demonstrated that good representations of the plant response could be obtained
with RETRAN-02 and the user-developed models of the primary-to-secondary heat transfer and
plant control systems.

INTRODUCTION AND BACKGROUND :

TU Electric has developed the in-house capability to perform analyses required to support the
reload safety analysis for its two-unit Comanche Peak Steam Electric Station (CPSES). The
RETRAN-02 MODS5 computer code, described by McFadden, et al., (1992) is used for the non-
LOCA transient and accident analyses. As part of the total effort required to develop the reload
safety analyses methodologies, it is necessary to develop a qualified model of CPSES. Appropriate
conservative assumptions may then be applied to the qualified model in order to perform the
conservative reload safety analyses. .

Through Generic Letter 83-11, the Nuclear Regulatory Commission (NRC) required that utilities
performing their own reload safety analyses demonstrate their proficiency in using the code by
submitting code verification performed by the utility. This submittal also allows the NRC to assess
the technical competence of the utilities with respect to their ability to set up an input deck, execute
a code, and properly interpret the results. Code verification acceptable to the NRC includes
comparisons performed by the user of the code to experimental data, plant operational data, or other
benchmarked analyses.

TU Electric's non-LOCA reload safety analysis methodologies were submitted to the NRC
through several topical reports. The events addressed in these reports included transient initiated by
increases and decreases in heat removal by the secondary side, loss of Reactor Coolant System flow
transients, reactivity anomalies (e.g., uncontrolled rod withdrawal) and the steam generator tube
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rupture accident. The appropriate assumptions required to assure that conservative analyses are
performed are described in these topical reports. In addition, the results of comparisons of
demonstration analyses, performed using TU Electric's methodologies, were compared against
approved engineering calculations performed by the original fuel vendor and presented in the CPSES
Final Safety Analysis Report. The comparisons demonstrated the conservatism of the TU Electric
analysis methodologies relative to those analyses performed by the vendor.

Additional information was provided to the NRC which qualified the CPSES-specific,
RETRAN-02 model as being adequately representative of CPSES. This additional information
included benchmark comparisons with data collected from five plant transients. These plant
transients were selected for the comparison based on the relatively high quality and quantity of
available data and the minimum amount of involvement by the reactor operators. The five transients
selected for the benchmark comparisons consisted of 50% and 100% load rejections, a partial and
complete loss of main feedwater flow event, and a partial loss of forced Reactor Coolant System
flow transient. Through these comparisons, it was possible to qualify the CPSES RETRAN-02
model, particularly the protection and control system modeling, reactivity feedback modeling,
noding selection, and primary-to-secondary heat transfer characteristics. The comparison of the 50%
load rejection event has been described by Boatwright, et al. The results of another of the
benchmarks against plant data are summarized in this paper.

Based on the comparisons against actual plant data, TU Electric obtained the NRC's concurrence
that the RETRAN-02 model adequately represented CPSES. Based on the information contained
in the topical reports, the NRC approved TU Electric's methodologies for performing reload safety
analyses of CPSES.

EVENT DESCRIPTION

CPSES consists of two 4-loop Westinghouse pressurized water reactors. The steam generators
are of the vertical U-tube type with integral preheaters. During the second cycle of operation,
CPSES Unit 1 was operating at 100% rated thermal power (RTP) when a transient in the Heater
Drain System was experienced which eventually led to the trip of one of the two main feedwater
pumps (MFPs). Over a 170 second period, the Heater Drain System response became increasingly
unstable, causing the feedwater flow rate to gradually decrease until the "B" main feedwater pump
tripped on low suction pressure. The MFP trip was followed by an automatic turbine power
reduction to approximately 60% RTP. The automatic Rod Control System acted to reduce the
reactor power to prevent exceeding any overpower limits. The reactor operators restarted the tripped
MFP and stabilized the plant at 60% RTP.

The Steam Generator Water Level Control, Pressurizer Pressure Control, and Pressurizer Level
Control Systems were in the automatic mode. The Steam Dump Control System was in the T-avg
control mode. The Rod Control and the Main Feedwater Pump Speed Control Systems were in
manual. The Rod Control System was placed in automatic as soon as the control room indications
of the feedwater pump trip were received. Although there were several complicating factors during
the recovery process, the tripped feedwater pump was restarted and the plant was stabilized at 60%
power with both main feedwater pumps running.
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The plant data for this analysis were derived from plant startup reports, test procedures, and the
Test Data Acquisition System/Plant Data Acquisition System (TDAS/PDAS) computers. The
TDAS/PDAS computers were used to monitor and record preselected plant operational parameters,
using existing plant instrumentation, at 1 second intervals. The uncertainties associated with the
plant instrumentation is typically on the order of 1% to 2% of the instrument span; although, the
uncertainty associated with some non-safety-related instruments may be as much as 5% of the
instrument span. In addition, the uncertainty associated with the flow indication increases
significantly as the flow decreases from the nominal, "100%" value.

In general, the parameters required to perform a thorough benchmark calculation were available.
The exceptions consisted primarily of the steam flow rates to the auxiliary steam loads. Nominal
design values were used for these parameters. Subsequent sensitivity studies were performed to
determine the sensitivity of the calculated results to these parameters. Other test data, such as sensor
response times, were also gathered in order to simulate the difference between "actual" and
"indicated" values.

ANALYTICAL METHODS AND MODELS

RETRAN-02 is a computer code developed through the Electric Power Research Institute and
is used by TU Electric for the one-dimensional, transient, thermal-hydraulic analyses of water/steam
systems. RETRAN-02 has a three equation thermal-hydraulic formulation with a slip model.
RETRAN-02 is a very flexible code; thus, it is the analyst's responsibility to ensure that each
RETRAN-02 model is adequate for a particular application.

For the CPSES model, each reactor coolant loop is explicitly modeled; however, the loop-
independence is not retained in the reactor vessel and core. The Reactor Protection and Control
System and the various reactivity feedback effects are modeled with 235 discrete trip functions and
1003 input and control blocks to simulate the response of the analog instrumentation. Even with this
complexity, it remains necessary to provide some plant parameters, such as the main feedwater flow
and temperature and the auxiliary steam loads, as forcing functions.

The secondary-side steam generator model
consisted of three nodes. As shown in Figure 1, [ smeamouner
separate control volumes represented the
integral preheater and the steam dome. The ﬁ*’“’“i
actual preheater region consists of five
crossflow paths across the cold-leg side of the T ) eraavseoararons
tube bundle. The fluid entering the preheater ~ powcouer | §
box is subcooled and is heated to at or near @
saturation prior to mixing with the recirculating
fluid. This region is modeled as a single node PREHEATER REGION
with the input values of the flow area and flow
length representative of the actual geometry.
The remainder of the steam generator secondary
side volume was contained in a third node.

MAIN FEEDWATER

X , X FIGURE 1. SIMPLIFIED SCHEMATIC OF THE CPSES-1
With the use of this large node, typical steam  grean GENERATOR DESIGN AND NODING SCHEME
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generator design features such as the recirculation path and the primary separators were not explicitly
modeled. The standard bubble rise model available in RETRAN-02 was used to represent the
primary separators, and the recirculation path was not explicitly modeled. A different modeling
approach should be considered for the prediction of the steam generator water level. Because TU
Electric's safety analysis methods use a conservative calculation of the steam generator water mass
instead of the water level, a more detailed model, which includes an explicit representation of the
recirculation flow path, has not been developed for use in the system model.

A best-estimate representation of the performance characteristics of the various protection and
control systems was employed. Best-estimate point kinetics reactivity and decay heat parameters
were also selected.

Although the event was generally symmetric, the model was initialized to simulate the small
loop-to-loop variations in plant parameters by adjusting steam generator heat removal fractions to
be consistent with plant data. Loop variations in transient response were modeled by using
loop-specific data for steam and feedwater flow, corrected for instrument response and piping purge
delay times.

Forcing function inputs were used for the turbine and steam dump loads (steam flow rate), and
the main feedwater flow rate and temperature. Because the instrumentation response time is slow
and the time response characteristics are not well-established, there is a relatively large uncertainty
associated with the feedwater temperature indication. A forcing function is also used to represent
the auxiliary steam loads. The steam requirements for these loads are not directly measurable;
hence, the time-dependent magnitude of the steam load can only be estimated. The long-term system
response is relatively sensitive to this parameter.

COMPARISON OF CALCULATED RESULTS TO DATA

Selected calculation results of the analysis are shown in Figures 2 through 7. Results calculated
with RETRAN-02 are compared to plant data in Figures 3 through 7.

Although comparisons of numerous parameters were made, the overall adequacy of the
integrated models of the reactivity feedback effects and the automatic control system models can be
assessed through a comparison of the core power response. The automatic positioning of the control
rods is a function of the indicated values of core power, coolant temperature, and turbine load. The
coolant temperature is highly dependent on the core power, the steam generator conditions, and the
primary-to-secondary heat transfer characteristics. The steam generator conditions are very sensitive
to the operation of the steam dump system. Thus, the adequacy of virtually all of the control systems
can be assessed through a comparison of the core power.

The following comparisons were judged to be acceptable if the differences between the actual
and calculated values were within approximately 2% of the instrument span. The results were also
deemed acceptable if the cause of the deviation was attributable to the uncertainty associated with
an input forcing function. For example, the actual values of the auxiliary steam loads could deviate
from the nominal design values by as much as 10%.
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Loop 1 was the most unique of the four loops
due to the anomalies that are evident in the main
feedwater control valve behavior in the 500 to
600 second period, as shown in Figure 2. The
response of Loops 2, 3 and 4 were essentially the
same. /

The core power response, as indicated by the
N-16 Power Monitoring System (proportional to
the fast neutron flux), is shown in Figure 3. The
core power may be monitored through both the
excore neutron flux and the N-16 Power ¢ w20
Monitoring = System; however, due to
uncertainties in the effect of changes in FIGURE 2. MAIN FEEDWATER FLOW RATES FOR
downcomer temperature and rod insertion on .

NIS response, the N-16 power indication is LOOPS 1 AND 4, KGISEC
typically more accurate. The close agreement
between the calculated and measured responses is
a demonstration of the adequacy of the integrated & I
model in general and, in particular, of the control
system models. The "plateaus," which are caused s
by control rod overshoot and deadbands in the A MEASURED

automatic rod control system logic, are all g .
predicted with the RETRAN-02 model. Figure4

400
TIME (SEC)

L) L] N 1 ] L]

110

shows the actual control bank position in the core. g e -
The comparison is considered to be very

good. The slight differences in the rod position 3 : : : : : : -

are attributed to the cumulative effects of e e o @

uncertainties in the prediction of the reactiVity FIGURE 3. N-16 POWER INDICATION. LOOP 4

balance during this transient. In addition, because NORMALIZED (TYPICAL)

a point kinetics model is used, such effects asthe ¢ . . , . . . .

transient variations in the axial power shape are

not captured. gl i
2 A MEASURED 1
gr 0 CALCULATED .
o ]
2w mw e __we w0 we e

TIME (SEC)

FIGURE 4.. ROD CONTROL BANK "D" POSITION -
STEPS WITHDRAWN
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Once the accuracy of the core response has
been evaluated, the adequacy of the primary-
to-secondary heat transfer calculation can be
assessed. Figure 5 is a plot of the total steam
flow from the Loop 1 steam generator. The
deviations late in the transient are attributed to
the estimates of the auxiliary steam loads,
which have either relatively imprecise or no
flow instrumentation. Because the predicted
response was judged to be sufficiently close to
the measured data during the early parts of the
transient, no effort was made to refine these
estimates of the auxiliary steam loads. Given
the forcing functions of feedwater flow and
temperature and the reasonable comparison
with the total steam flow from the steam
generator, the adequacy of the steam generator
model can be assessed through a comparison of
the cold leg temperatures (steam generator outlet
temperatures), as shown in Figures 6 and 7.

The cold leg temperature prediction follows
the data well for the initial heatup, turbine
runback, and steam dump flow periods. During
the 500 to 600 second period, the Loop 1
feedwater flow rate decreases significantly and
then recovers. This decrease is the basis for the
spike in the Loop 1 cold leg temperature during
this time period. Note that consistent with the
observed feedwater flow rates presented in
Figure 2, no such spike is observed in Loop 4.
In summary, the integrated primary-to-secondary
heat transfer was shown to be adequately
modeled.

From the results of subsequent sensitivity
studies, it was observed that the comparisons
between the calculated and measured cold leg
temperatures could be slightly improved through
the use of additional noding in the preheater
region. The design condition of the fluid
entering the preheater is approximately 65°C
subcooled and is heated to near saturation at the
preheater outlet. Additional noding in the
preheater allows the crossflow paths to be more
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accurately simulated, thereby allowing for a more representative calculation of the cold leg
temperature. The better agreement between the calculated and measured cold leg temperatures
occurs in the early stages of the transient; when the feedwater fluid conditions are still near their
initial values, there is no significant benefit to the use of additional detail. From these sensitivity
studies, it was also observed that the agreement between the cold leg temperatures was not
significantly improved when the number of nodes in the preheater was increased from two to five.
It was also noted that the improved agreement in the measured and calculated cold leg temperatures
resulted in only slight changes in the response of the core power or control rod position due to the
small, negative value the moderator temperature coefficient present at the time of this test. In
summary, based on these studies and the intended use of the model for reload licensing analyses, it
was concluded that the use of a single preheater node provides an adequate representation of the
steam generator response. '

CONCLUSIONS
The results of this analysis demonstrate that the RETRAN-02, with this model of CPSES-1, can

be used to provide good predictions of:

» The primary-to-secondary heat transfer rate;

« The core power response, including the reactivity feedback effects due to changes in moderator
and fuel temperatures and control rod position; and,

 The rod control model, which correctly simulates actual plant response in which the control rods
are inserted and withdrawn in response to temperature and power error signals. -
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ABSTRACT

The scientific technical cooperation between Germany and Russia includes the area of adapta-
tion of several German codes for the Russian-designed RBMK-reactor. One point of this coop-
eration is the adaptation of the Thermal-Hydraulic code ATHLET (Analyses of the
Thermal-Hydraulics of LEaks and Transients), for RBMK-specific safety problems.

This paper contains a short description of a RBMK-1000 reactor circuit. Furthermore, the main
features of the thermal-hydraulic code ATHLET are presented. The main assumptions for the
ATHLET-RBMK model are discussed. As an example for the application, the results of test cal-
culations concerning a guillotine type rupture of a distribution group header are presented and
discussed, and the general analysis conditions are described.

A comparison with corresponding RELAP-calculations is given.

This paper gives an overview on some problems posed and experiences by application of
Western best-estimate codes for RBMK-calculations.

Introduction

In the last years, several actions have been engaged by RBMK specialists in order to increase
the safety of this reactor type. Some of these actions have been petformed in the frame of
international cooperation between RBMK specialists and specialists of other countries, who dis-
pose of wide experience in the field of reactor safety.

In this context, a German-Russian scientific-technical cooperation on the adaptation and appli-
cation of German containment-, thermal-hydraulic-, and 3D-neutron-kinetics-codes for RBMK-
reactors and the additional verification of the codes on the basis of experiments modelling sepa-
rate effects in various parts of the reactor circuit has been existing for already some years [3].
The works on the adaptation and application of the thermal-hydraulic code ATHLET have not
yet been finished. However, as a result of the joint works effected up to now, we dispose of a
detailed model, representing the main components of the RBMK-circuit and simulating nominal
operating conditions.

To test the integral dynamic behaviour of the model, we began to provide calculations concern-
ing typical transients and loss of coolant accidents of this reactor type. Calculations of some re-
actor transients were performed, which included for example, natural circulation regimes and
obtained a good correspondence with measured values [4]. Test calculations on channel rup-
ture, partial ruptures of DGH, rupture of pressure header, etc., were performed and showed, as
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a matter of principle, the applicability of the integral thermo-hydraulic code ATHLET for analy-
ses of RBMK-specific problems [5], [6], [7] .

One of the design basis accidents of the RBMK-reactor is a guillotine type rupture of a distribu-
tion group header (DGH) (d=293 mm). Calculations applying the ATHLET-code to test the prek-
ent status of the model were performed.

Simultaneously, we have been carrying out post-test calculations for RBMK-experiments on the
basis of experimental resuits, that were obtained at the Russian test facilities KS and KSB [3].

RBMK-1000 Circuit Description

RBMK (fig. 1) is the Russian acronym for “Channelized Large Power Reactor”. It is a light water
cooled, graphite moderated boiling channel-type reactor, and uranium dioxide is used as nu-
clear fuel. The main parameters of the RBMK-1000 reactor are shown in table 1 [1]..

Table 1: Main Parameters Fig. 1: General view of the reactor

Thermal Power 3200 MW B3 1 = 5 16
Electrical Power 1000 MW AT a 5 -
Coolant Temperature 270°C n S

(core inled) - 1L}
Coolant Temperature 284 °C| 1y A Q : ofc :%JQ
(core outlet) o e i i) 2|
Coolant Flow Rate through | 37500 /h| 73

Reactor ¢ g
Steam Pressure 6.9 MPa =t 1] Ty

Number of Channels 1661

Channel Outside Diameter 88 mm >4 21

Thickness of Channel Wall 4| P e R S e e by e T e
Maximum Power per 3IMW

Channel

Fuel Elements per Channel 2

Fuel Rods per Fuel Element 18

The circuit is divided into two nearly independent loops, cooling the same cylindrical nuclear
core. Each loop has two separator drums, which separate the steam from the steam-water-
mixture. The saturated water is mixed with the feedwater and flows through 24 downcomer
pipes to the suction header. From the top of each drum separator, the saturated steam flows
through the steam lines to the turbines (2 x 500 MW).

From the suction header, the water flows through four pipes to the four main circulation pumps
(MCP). During normal reactor operation, only three pumps are operating in each loop. The
fourth pump is at stand-by. From the MCP the water flows through pressure pipes to the pres-
sure header and further on to 22 DGH. Through the water communication lines, each DGH is
connected to about 38 fuel channels. In the fuel channel, the water is partially vaporized (up to
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14.5 % in weight) and the steam-water-mixture flows to the steam-water pipes to the separator
drums. The flow in each pipe, and therefore in each channel, is controlled by isolation- and
control valves.

The RBMK-reactor has a large-sized core (height 7 m, diameter 11.8 m) with an assembly of
square graphite blocks stacked into columns and provided with an axial opening. Most of the
openings contain fuel channels.

Computer Code ATHLET

The ATHLET (Analysis of the Thermal-Hydraulics of Leaks and Transients) [8] is presently de-
veloped at GRS.

The objective of this development is to obtain a thermal-hydraulic code with a wide field of appli-
cation, covering anticipated and abnormal transients, small, intermediate and large break acci-
dents through all relevant phases (blowdown, refill and reflood) in PWR (Pressure Water
Reactor) and BWR (Boiling Water Reactor) systems.

ATHLET has a strictly modular structure. The four main modules in accordance with the most
important processes are

thermofluid dynamics (TFO),

- heat conduction and heat transfer (HECU),

neutron kinetics (NEUKIN),

general control simulation module (GCSM).

On the basis of a general interface (GUSER) it is possible to couple additional "independent”
modules to the main programme. The configuration is defined by the user's input data. The
coolant system is simulated by a network of thermofluid "objects" (TFO).

The thermal-fluid-dynamic network is within the entire code structure an important part. its es-
sential structure element, the object, represents a unit standing above the single elements (con-
trol volume, junctions). Thus, it is the carrier of the physical models as well as basic element for
the flexible structure of components and of optional pipe networks including multi-channel simu-
lation with and without cross connections.

The ATHLET input and output is also based upon the object structure. By separation of geome-
try and model data from the nodalisation data, a high degree in transparency and flexibility con-
cerning the adaptation of the dataset on each postulated problem can be realized. Beside the
automatic checking of the input data with respect to completeness and consistency carried out
by ATHLET, further auxiliaries are put at the user's disposal, which show in graphics the ge-
ometry and the object linkage as well as the objects' nodalisation and can thus be used for fur-
ther verification and documentation of an input dataset.

For the calculation of the relative velocity between the phases a full range drift-flux model which
is based on counter-current flow conditions is provided. With this drift-flux model the simulation
of co-current as well as counter-current flow is possible. The model includes all flow patterns
from homogenous to separated flow occurring in vertical and horizontal two-phase flow and the
limitation of water penetration through a verttical flow duct against vapour upflow in different
geometrical configurations.
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In single-phase as well as in two-phase flow the irreversible pressure loss in a flow channel is
considered. In this calculation, the irreversible frictional losses were calculated as function of
Reynolds number and wall roughness. The increase of the losses in two-phase flow was con-
sidered by the two-phase multiplier of Martinelli-Nelson. The form losses were input values for
forward and reverse flow.

Two control volume types are available. Within the ordinary control volume a homogenous
mass and energy distribution is assumed. Within the “"non-homogeneous” control volume, a
mixture level is modelled. Above the mixture level, steam with water droplets, below the mixture
level liquid with vapour bubbles may exist. The combination of ordinary and non-homogeneous
control volumes provides the option to simulate the motion of a mixture level through a vertical
component.

The heat transfer packages cover a wide range of single-phase and two-phase flow conditions.
The package is organized in four levels: condensation, nucleate boiling, transition boiling, and
film boiling. It includes the whole range of mass flows (stagnation, natural convection, forced
convection) and the entire enthalpy range (subcooled water, liquid-steam mixture, superheated
steam). In addition, the heat transfer model was adapted to the drift-flux model (velocity differ-
ences between steam and liquid). For the heat production in nuclear fuel elements, there is the
point-kinetics and a 1D-kinetics model available.

The GCSM-model (General Control Simulation Model) is a block-oriented continuous system
simulation language for the description of Balance of Plant-systems in a thermal-hydraulic com-
puter code and can be used for the simulation of any usual control system, any trip logic system
and the interactions between them and thermal-hydraulics.

The ATHLET assessment is based on a well balanced set of separate effect tests in full or at
least in large-scale test facilities that permit the quantification of uncertainties in the simulation
of the physical phenomena expected to occur in the full-scale geometry of a PWR or BWR. As-
sessment also includes validation against LOCA and transient experiments, performed in inte-
gral test facilities. Comparisons to real plant transients are also included.

ATHLET Input Deck for RBMK

As a result of the common works completed Fig. 2: Principal scheme of the circuit (one half)
up to the present, a basic ATHLET input deck

for RBMK-1000 is available. Fig. 2 shows the

main components which are described model-

ling the circuit.

For those calculations conceming the DGH
rupture, the input deck was modified for this
special problem. The ATHLET input graphic of
the part from the feedwater-mixer to thé top of
reactor (one half, one channel) of the current
model (fig. 3) gives a simplified overview.

The whole reactor system is represented by
162 thermofiuid objects, which are subdivided
into 607 control nodes with 647 junctions.

The reactor and the main circuit are divided
into two halves (interconnected by a detailed
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Fig. 3: ATHLET -Input Graphic of a part of the circuit model
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Pressure Header

model of the steam system). A two loop scheme has to be used because the vapour generated
in the intact half gets into the damaged half and reduces the depressurization rate.

The intact loop (half) is simulated by means of a simplified model, that means all components
and flow paths are lumped into a single train of components and a single flow path. This part of
the model contains a "single channel" with an average channel power (1.89 MW). The two drum
separators per reactor half are combined by one separator model.

The damaged loop contains two DGHs. The first one is the intact DGH and represents
21 DGHs. The second one is the single damaged DGH. The intact DGH is connected with on
average power channel (1.85 MW). It represents 789 channels.

The damaged DGH is connected with an average power channel which represents 41 channels
and with a maximum power single channe! (3 MW).

Unlike the previous calculations, where the inlet rate of the reactor emergency cooling system
was only given as boundary condition (the so-called needed flow rate of the emergency cooling
system of the project documents [2] was used), here the single components of the emergency
cooling system (pressure accumulator, pumps, pipelines) were simulated thermo-hydraulically
in detail. There the special ATHLET-models for accumulators (which consider the existence of
nitrogen) and pumps were used.

This permits the model to consider the incident-specific real flow rate of the ECCS (Emergency
Core Cooling System). Furthermore, this model makes it also possible to analyze incident se-
quences with failures of single components of the ECCS.

The flow restrictors in the pipes of the ECCS and in the inlets of the DGH, as well as the check
valves in the DGHs were simulated in the necessary scope.
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For the appliance of ATHLET on the RBMK, a special radiation model was developed which al-
lows to take into consideration the possible radiation heat exchange between the rods of the in-
ner row, the rods of the outer row, the central guide tube and the channel tube [11]. This model
was taken over in the general ATHLET-basic version.

General Analysis Conditions

Prior to performing the ATHLET analysis (ATHLET MOD 1.1A), we calculated a 500 sec null-
transient to reach balanced steady state conditions with nominal plant parameters. After this
time period, the following scenario and the following conditions have been assumed:

At 0 sec, a guillotine rupture of a DGH occurred. As an additional assumption, the loss of power
(in the RBMK reactor design documentation, the rupture of DGH has been considered with this
assumption) was made.

After 0.1 sec the fast-acting scram system is activated by signal of pressure increasing in the
water communication compartments. Simultaneously during the period of 0.4 sec, the fast-
acting turbine valves are closed and the turbine generators are switched off. The main coolant
pumps and feedwater pumps tripped and caused by loss of power, a switch-on of steam dis-
charge valves to the condenser is prohibited. The vapour flow for the station own needs is con-
sidered. This steam flow is modelled as a function of the steam pressure in the separator.

As pressure increases in the circuit, the main safety valves open. The ECCS accumulators are
activated by coincidence of pressure increasing signal in the water communication compart-
ments and the signal of decreasing of the pressure difference between drum separator and
pressure header below 0.5 MPa or the signal of separator level decreasing to the level
- 1000 mm (signal of emergency cooling).

0.5 sec after existence of the signals mentioned, the fast-acting accumulator valves are open-
ing. The Emergency Core Cooling Pumps of the damaged halif (ECCP-DH) and of the intact half
(ECCP-IH) are fed by diesel generators.

20 sec after the signal of emergency cooling, the valves of the ECCP-DH, and after 30 sec the
valves of the ECCP-IH, are opening. 27 sec after the signal, the valves of the intermediate
throttle installations of the accumulator system are closing.’

Analysis results

With the failure of the internal power supply, a raise of the pressure in the circuit occurs, which
results in the actuation of the main safety valves. The valves of the first group open after 10
sec, of the second group - after 11 sec, and of the third group - after 13 sec. After the safety
valves open, the pressure in-the circuit decreases.

The leakage rate from the pressure header (fig. 4) is determined by the flow restrictor in the dis-
tribution group header. At the beginning of the accident the temperature of the water at the out-
let of the pressure header reaches appr. 270 °C, e. g. there is large subcooling at the entrance
of the flow restrictor. Under those conditions the critical mass flow through the flow restrictor is
approximately 1150 kg/sec. In the further process the pressure decreases, the subcooling gets
lower and after appr. 40 sec the coolant in the pressure header boils up. Under these conditions
a strong decrease of the flow rate from the pressure header follows till 540 kg/sec, and the next
decrease progresses by the pressure drop in the circuit.
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The flow rate from the channels and of the emergency cooling system (fig. 4) is determined by
the critical flows in the flow restrictors of the ECCS and in the gate and control valves. It stabi-
lizes by appr. 200 kg/sec.

The mass flow through the channels (fig. 5) of the damaged DGH drops at the beginning almost
at the value 0. This is due to the fact that the water in the lower water communications is re-
placed by the water-steam-mixture possessing essentially lower density. Under those condi-
tions, the temperature in the fuel element cladding and in the channel tube rises. The duration
of this process is limited by two conditions:

water inventory in the system of the lower water communication;

critical mass flow through the gate and control valves.

Fig. 4 Fig. 5
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The temperature of the FE-claddings reaches the maximum at 670 °C after 7 sec. The maxi-
mum channel tube temperature is reached in 5 sec, at 405 °C (fig. 6). Afterwards, the negative
coolant mass flow rises and that leads to the decrease of the temperature.
In the channels of the other DGH there is no notable rise in temperature of the fuel element
(FE)-claddings and the channel tube.
The emergency cooling system begins to supply water after 27 sec by acquiring the according
pressure difference (fig. 7). The accumulator system reaches maximum feed rate (1130 kg/sec)
by 35 sec. Finally, the closure of the intermediate throttle valves leads to the lower feed rate by
Fig. 6 Fig. 7
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90 kg/sec and the further dropping of the circuit pressure results in the increase by 290 kg/sec.
By t=713 séc the level in the accumulators drops at 0,4 m and the responsible valves close.

The feed rate from the ECCS to the damaged DGH header reaches its maximum by 125 kg/sec
by t=78 sec and decreases continuously. o

After 440 sec the level in the separator of the non-damaged half has risen, such that, water en-
trainment begins into the steam pipes and further into the accidental half. This process lasts
appr. fill =750 sec, then only steam streams from the non-damaged into the accidental part.

At the break of the distribution group header with loss of power supply and normal function of
the emergency. cooling, the level in the separator of the damaged part drops under the meas-
ured level, but the separator is not drained completely and the level stabilizes. After 440 sec the
level in the separator begins to rise because the water from the emergency cooling system
reaches the separator and the mass flow through the downcomer is lower than from the emer-
gency cooling system. By t=540 sec the level is again within the measuring range and stabilizes
by t=720 sec by -460 mm. The suiplus water from the emergency coolant system begins to
stream into the channels of the damaged distribution group header. It results in the beginning of
the channel cooling by t=720 sec. It leads to the increase of the mass flows in the channels of
the damaged DGH and the leak mass flow from the channels and from the ECCS.

During the break of the distribution group header with the failure of the intemal power supply the
maximal cladding temperature reaches appr. 700 °C and the maximal channel tube temperature
appr. 450 °C.

The possibility-for the refill of the accidental separator and the cooling of the channels of the
damaged distribution group header were shown in the case of normal functioning of the reactor
emergency cooling system.

Comparison with RELAP-5 calculations [10]

The accident scenario is identical with that in the ATHLET-calculation. Nevertheless a slightly
different nodalisation was used. For example, the core was simulated by 7 control volumes in
RELAPS /MOD 3 [9] and by 20 control volumes in ATHLET.

Both codes show a general coincidence in the simulation of the processes in the circuit (fig 8
and 9). The difference in the maximal claddings temperatures is not more than 25 K, and for the
channel tube temperatures - not more than 10 K.

Fig. 8 Fig. 9
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Some differences in the pressure behaviour in the separator can be explained by lower leak
mass flow and lower boiling rate in the RELAP calculations.

The calculations by both codes showed a general possibility of separator refill and the channel
cooling in the accidental part by water from the ECCS.

Conclusions

The specific constructional characteristics of the RBMK (e. g. the large-volume reactor core with
graphit, the great number of pipelines and instruments instead of reactor pressure vessel, the
large-volume separator) requires a verification of the assumptions and models applied in the
Western codes, which were developed for other reactor types.

In same cases, a specific adaptation and additional verification might be necessary.

By now, a several-year expetience in the application of the ATHLET-code for RBMK exists. For
some RBMK:-specific phenomena (stop-flow regimes, small LOCA's, stability experiments) veri-
fication calculations have already been carried out.

Also NPP-transients (e. g. natural circulation regimes) were taken as a basis for the validation
of the dynamical behaviour of the ATHLET-model.

Presently, test calculations on design-basis-accidents, like e. g. the described rupture of the
DGH, are carried out. The results show that the ATHLET-code is in principle applicable for the
simulation of this incident class.
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Nomenclature

DGH - Distribution group header

ECCS.., -Emergency core cooling system

FE .. ,. -Fuelelement

MCP - Main coolant pump

PH - Pressure Header

NOAP - ECCS-pumps into the damaged
) , ~ half v e Galtiad

NONP - ECCS-pumps into the intact half

ECCP-DH - Emergency Core Cooling Pumps of the damaiged half
ECCP-IH - - Emergency Core Cooling Pumps of the intact half
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ABSTRACT

The PIUS advanced reactor is a 640-MWe pressurized water reactor developed by Asea Brown Boveri
(ABB). A unique feature of the PIUS concept is the absence of mechan}cal control and shutdown rods.
Reactivity is normally controlled by coolant boron concentration and the temperature of the moderator
coolant. ABB submitted the PIUS design to the US Nuclear Regulatory Commission (NRC) for
preapplication review, and Los Alamos supported the NRC's review effort. Baseline analyses of small-
break initiators at two locations were performed with the system neutronic and thermal-hydraulic
analysis code TRAC-PF1/MOD2. In addition, sensitivity studies were performed to explore the
robustness of the PIUS concept to severe off-normal conditions having a very low probability of

occurrence.

INTRODUCTION

The PIUS advanced reactor is a four-loop, Asea Brown Boveri (ABB) designed pressurized water reactor with
a nominal core rating of 2000 MWt and 640 MWe [1]. A schematic of the basic PIUS reactor arrangement is shown
in Fig. 1. The schematic is generally representative of the design except that the downcomer and riser are integrated
rather than separated as shown in the schematic. Reactivity is normally controlled by coolant boron concentration
and temperature; there are no mechanical control or shutdown rods. The core is submerged in a large pool of highly
borated water and is in continuous communication with the pool water through pipe openings called density locks.
The density locks provide a continuously open flow path between the primary system and the reactor pool. The
reactor coolant pumps (RCP) are operated so that there is a hydraulic balance in the density locks between the
primary system and the pool, keeping the pool water and primary coolant separate during normal operation. Hot
primary-system water is stably stratified over cold pool water in the density locks.

PIUS has two scram systems. The first, an active-scram system, consists of four valved lines, one for each
primary coolant loop, that connect the upper portion of the reactor pool to the suction side of the RCPs. Although
the active-scram piping and valves are safety-class equipment, operation of the nonsafety-class RCPs is required for

effective delivery of highly borated pool water to the primary system. In addition, the effectiveness of the active-

*This work was funded by the US Nuclear Regulatory Commission's Office of Nuclear Regulatory Research.
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scram system is limited for loss-of-coolant accidents (LOCAs), which lower the pool level below the scram-line
inlets. The second scram system is a fully safety-class passive-scram system that automatically actuates when
motive power-to the RCPs is lost or the active-scram system otherwise proves ineffective. Actuation of the passive-
scram system occurs when the balance between the primary system and the pool is disrupted. Highly borated water
from the pool enters the primary system via natural circulation, and this process both shuts the reactor down and
cools the core. The heated coolant returns to the pool, which can be cooled by either an active, nonsafety-class
system or a fully passive, safety-class system that circulates pool water to heat exchangers.

As part of the preapplication and eventual design certification process, advanced reactor applicants are
required to submit neutronic and, thennal-hydréulic safety analyses covering a sufficient range of normal operation,
transient conditions, and specified accident sequences. ABB submitted a Preliminary Safety Information Document
(PSID) [2] to the US Nuclear Regulatory Commission (NRC) for preapplication safety review in 1990. Early in
1992, ABB submitted a Supplemental Information Package to the NRC to reflect recent design modifications [3].
An important feature of the PIUS Supplement design was the addition of the previously described active-scram
system as the first-line shutdown system for most transient and accident conditions. As this system cannot meet all
scram requirements, the passive-scram system of the original PSID design was retained. Because PIUS does not
have the usual rod-based shutdown systems, the response of PIUS following both planned reactor trips and a variety
of accident initiators must be carefully examined and understood. (

The PIUS safety analyses submitted by ABB are based on results from the RIGEL code [4], a one-
dimensional (1D) thermal-hydraulic system analysis code developed at ABB Atom. Review and confirmation of the
ABB safety analyses for the PIUS design constituted an important activity in the NRC's preapplication review. Los
Alamos supported the NRC's preapplication review of the PIUS reactor. This paper summarizes the results of
analyses performed to understand the response of the PIUS Supplement design to "small" piping breaks at the
following locations (Fig. 1): .. .

1 the pressure relief system piping at the top of pressure vessel, and

2, a single scram-line pipe near its junction with the suction side of the RCP.

Sensitivity studies were performed to explore the robustness of the PIUS concept to severe off-normal
combination conditions having a very low probability of occurrence. These studies included failure of the active-
scram system, reduced boron concentration in the reactor pool, and partial blockage of the lower density lock in
combination with a break in the pressure relief system piping. Analyses of the response of the PIUS reactor to
additional accident initiators including a large-break (LB)LOCA, main steam line break (MSLB), loss of offsite

power, and reactor scrams are presented in Refs. 5-8, respectively.

TRAC ADEQUACY FOR THE PIUS APPLICATION
The TRAC-PF1/MOD2 code (TRAC) [9], version 5.3.05, was used for each small-break (SB)LOCA
calculation. The TRAC code series was developed at Los Alamos to provide advanced, best-estimate predictions for

postulated accidents in pressurized water reactors. The code incorporates four-component (liquid water, water vapor,
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liquid solute, and noncondensible gas), two-fluid (liquid and gas), and nonequilibrium modeling of thermal-hydraulic
behavior. TRAC features flow-regime-dependent constitutive equations, component modularity, multidimensional
fluid dynamics, generalized heat structure modeling, and a complete control systems modeling capability. The code
also features a three-dimensional (3D), stability-enhancing, two-step method, which removes the Courant time-step
limit within the vessel solution. Many of these features have proved useful in modeling the PIUS reactor.

Code adequacy must be addressed when first applying a computer code to a new reactor type, e.g., PIUS. If
TRAC analyses were supporting a design certification activity, a formal and structured code-adequacy demonstration
would be needed. One such approach would be to (1) identify representative PIUS transient and accidents sequences;
(2) identify the key systems, components, processes, and phenomena associated with the sequences; (3) conduct a
bottom-up review of the individual TRAC models and correlations; (4) conduct a top-down review of the total or
integrated code performance relative to the needs assessed in steps 1 and 2; and (5) correct significant identified
deficiencies. The bottom-up review determines the technical adequacy of each model by considering its pedigree,
applicability, and fidelity to separate-effects or component data. The top-down review determines the technical
adequacy of the integrated code by considering code applicability and fidelity to integral test facility data.

Because the NRC was engaged in a preapplication review rather than a certification review, the NRC and
Los Alamos concluded that a less extensive demonstration of code adequacy would suffice. Steps 1 and 2 were
performed and documented [10]. A bottom-up review specific to the PIUS reactor was not conducted. However, the
bottom-up review of TRAC conducted for another reactor type [11] provided some confidence that many of the basic
TRAC models and correlations are adequate, although some necessary code modifications were also identified. A
complete top-down review was not conducted. However, the ability of TRAC to model key PIUS systems,
components, processes, and phenomena was demonstrated in an assessment activity [12] using integral data from the
ATLE facility [4].

ATLE is a 1/308 volume scale integral test facility that simulates the PIUS reactor. Key safety features and
components are simulated in ATLE, including the upper and lower density locks, the reactor pool, pressurizer, core,
riser, downcomer, reactor coolant pumps, and steam generators. Key processes are simulated in ATLE including
natural circulation through the upper and lower density locks, boron transport into the core (simulated with sodium
sulfate), and control of the density lock interface. Core kinetics are indirectly simulated through a point kinetics
computer model that calculates and controls the core power based upon the core solute concentration, coolant
temperature, and heater rod temperature. There are differences in magnitude between the TRAC-calculated and
measured values of key parameters. For example, for a test in which the ATLE RCPs were tripped, the TRAC-
calculated peak lower density lock flow is about 25% less than measured. The TRAC-calculated natural circulation
flow rate at the end of the test is about 12% less than measured. However, the key processes and phenomena of the
ATLE test are simulated by TRAC, and the agreement between the calculated and measured parameters is judged by
the authors to be reasonable.

The ability of TRAC to model key PIUS systems, components, processes, and phenomena was further
demonstrated by benchmarking TRAC to the RIGEL code. The results of one such benchmark comparisons will be
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discussed in the next section of this paper. The results of other TRAC-RIGEL benchmark activities are discussed in
Refs. 5 and 8. o 4 ‘

TRAC includes the capability for multidimensional modeling.of the PIUS reactor thermal-hydraulic
behavior. A multidimensional thermal-hydraulic model has been prepared and used to calculate the baseline pump-
trip scram and MSLB transients [13] for the original PSID design and LBLOCA [5] for the PSID Supplement
design. The 1D model is believed to adequately represent many PIUS transients and accidents, with the following
important reservation. The most important physical processes in PIUS are related to reactor shutdown because the
PIUS reactor does not contain control and shutdown rods. Coupled core neutronic and thermal-hydraulic effects are
possible, including multidimensional interactions arising from nonuniform introduction of boron across the core.
ATLE does not simulate multidimensional effects. The RIGEL thermal-hydraulic model is 1D and a point kinetics
model is used. Although both 1D and multidimensional TRAC thermal-hydraulic models have been used for PIUS
analyses, core neutronics are simulated with a point kinetics model in each case. At the present time, it is not

known whether coupled multidimensional core neutronic and thermal-hydraulic effects are important.

TRAC MODEL OF THE PIUS REACTOR
A description of the TRAC fully 1D model of the PSID Supplement design is provided in Ref. 5. The
TRAC-calculated and PSID Supplement steady-state values are tabulated below for comparison.

TRAC PSID Supplement
Core mass flow (k:g/s) 12822 12880
Core bypass flow (kg/s) 2002 - 200
Loop flow (kg/s) 3266 -
Cold-leg temperature (K) 531 527.1
Hot-leg temperature (K) 560.7 557.3
Pressurizer preésure (MPa) 9.5 9.5
Steam exit pressure (MPa) 4.0 4.0
Steam exit temperature (K) 540.3 543
Steam flow Sl;perheat (&) 15.3 20
Steam and feed;yéter mass flow (kg/s) 243 243

Additional ihitial and boundary conditions for the calculated transients are generally as follows, except where
otherwise noted. Tlfletr;ea'ctor is operating at beginning of cycle with a primary loop boron concentration of 375 parts
per million (ppm) an(; 100% power. The boron concentration in the reactor pool is initially 2200 ppm. When the
active-scram system' is activated, the scram valves open over a period of 2 s following event initiation, remain open
for 180 s, and close over a period of 20 s. The feedwater pumps supplying coolant to the steam-generator
secondaries are tripped at the time of reactor trip and the feedwater flow rate decreases linearly to zero in 20 s. The
steam drum pressure on the steam-generator secondary side is kept constant at 3.88 MPa. If conditions arise in

which the thermal interface in the lower density locks is displaced from its normal position, the movement is
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detected by temperature sensors in the lower density lock and the RCPs change speed to restore the interface to its
normal position, e.g., speeding up to lower an elevated thermal interface. However, the RCPs have an overspeed
limit of 115%. If this limit is reached, the control of the density lock thermal interface can no longer be maintained,

the lower density lock activates, and flow from the reactor pool enters the primary.

PRESSURE RELIEF LINE SBLOCA

The initiating event for the baseline transient is a break in the pressure relief system piping at the flange
just outside the steel pressure vessel and upstream of the safety relief valves (Fig. 1). Steam flows through the
break at a peak rate of 105 kg/s and then decreases in concert with the primary pressure until a two-phase flow
through the break begins at 230 s. At that time the flow rate temporarily increases to 110 kg/s and then resumes its
decrease, reaching 50 kg/s at 1200 s. A scram is initiated at 18 s when the primary system depressurizes to 8.5
MPa. Injection of highly borated water into the primary system through the scram lines causes a rapid decrease in
the core power to decay levels (Fig. 2). During the interval the scram valves are open, inventory is displaced from
the primary system into the reactor pool, primarily through the upper density lock (Fig. 3). While the scram valves
are open, the RCP inlets are full of liquid. However, closure of the scram valves at 230 s induces a marked change
in primary system behavior. Immediately following termination of the scram line flow, voiding occurs in the pump
inlets, the RCPs increase to their overspeed limit of 115% of nominal (Fig. 4), and subsequently the RCP
discharges become oscillatory (Fig. 5). The oscillatory behavior of the RCP discharges propagates throughout the
primary system. For example, the density lock flows are highly oscillatory (Fig. 3). However, a net circulation
pattern is established with pool water entering the primary system through the lower density lock and exiting the
primary system through the upper density lock (Fig. 6). The net inflow through the lower density lock produces a
continuing, albeit oscillatory, increase in the primary boron concentration (Fig. 7). Coolant temperatures decrease,
for the most part, throughout the transient. However, the core inlet temperature increases following closure of the
scram lines and the core outlet periodically saturates as the core flow oscillates in concert with the RCP discharges
for an interval before subcooling is recovered.

A RIGEL calculation of the first 300 s of a SBLOCA in the pressure relief system piping has been reported
[3]. The TRAC and RIGEL results are generally in qualitative agreement until 230 s when the scram valves close.
There are moderate differences in the parameter values, but the same trends are predicted by the two codes. There are
important phenomenological differences between the two calculations after 230 s. However, these differences are
believed to arise from the timing at which events occur and, when considered in the perspective of extended transient
times (e.g., 1200 s), are not significant. The TRAC-calculated results show the RCP controller demands an increase
in speed at 210 s, about 10 s after the scram valves begin to close. The RCP overspeed limit is reached by 260 s.
The flow oscillations predicted by TRAC arise approximately 40 s after the RCPs have reached their overspeed limit
and are caused by voiding in the RCP inlets subsequent to closure of the scram valves. The RIGEL-calculated
results show that the RCP controller demands an increase in speed at 255 s and the 115% overspeed limit is reached

shortly before 300 s. The authors believe that oscillatory RCP flows would be calculated by RIGEL for times
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greater than 300 s. A RIGEL calculation was reported for a break in the same location for the original PSID design
[2]. During that transient, the RCP outlet flows were oscillatory after voiding arose in the inlets of the operating
RCPs and after the RCP overspeed limit was reached.

Sensitivity studies were performed to explore the robustness of the PIUS concept. The first sensitivity
study examined the response of the PIUS reactor to the baseline SBLOCA concurrent with a failure of the active-
scram system. Similar end states were reached for the two calculations by 1200 s when the transient calculations
were terminated. The course of the sensitivity study transient differed, However, in several respects. Because it
lacked the rapid injection of boron from the active-scram system, core power decreased more slowly than in the
baseline. Consequently, the buoyancy of the coolant in the rising section above the core increased as core coolant
temperatures increased and voiding occurred in the core. The RCPs rapidly increased speed to the 115% overspeed
limit in an attempt to control the position of the lower density lock thermal interface. The interface was maintained
for 60 s, and during this interval the lower density lock was inactive and no boron entered the core. Thus, the initial
decline in core power was the result of the negative reactivity insertions from increasing moderator temperatures and
voiding in contrast to the baseline where the only source of negative reactivity insertion was from boron entering the
core. The lower density lock activated shortly after the pump overspeed limit was reached and highly borated water
entered the primary system from the reactor pool to maintain a shutdown core and to cool the core. Oscillatory
primary-system behavior was calculated.

_ The second sensitivity study examined the response of the PIUS reactor to the baseline SBLOCA initiator
concurrent with a reactor pool boron concentration of 1800 ppm, the level a; which a reactor scram is initiated on
lower pool boron concentration [3]. The lowered pool boron concentration was of no consequence; the only impact
was to slightly lengthen the time to reduce primary-system temperatures to a same level as occurred in the baseline.
Oscillatory behavior occurred in this sensitivity calculation.

The third study examined the response of the PIUS reactor to the baseline SBLOCA initiator concurrent
with a 75% blockage of the lower density lock. The baseline and 75% blockage results are similar in all major
trends and average quantities. There is, however, an important phenomenological difference between the two
calculations. The baseline calculation displays a strong oscillatory character when ﬁe RCP inlets void following
termination of the scram line flows. The blockage case is markedly different. Oscillations during the few intervals
of existence are much smaller and decay with time. The density lock flows for this case (Fig. 8) are illustrative of
the system behavior and may be compared with the density lock flows for the baseline case presented in Fig. 3.
Partial blockage of the lower density lock appears to "stiffen" the coupled primary-pool system with the result that

pump-induced oscillations do not grow to detectable levels and, when they do become detectable, are damped.
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SCRAM LINE SBLOCA

A small-break initiator in a second location was analyzed—a break in a single scram line at a location near
the RCP inlet. The scram-line diameter is slightly less than twice that of the pressure relief line, and coolant is lost
from both the pool and pump ends of the break. Coolant is lost through only one end of the pressure relief line
break. Thus, the scram-line SBLOCA is a more severe accident as measured by the amount of coolant lost from the
system. The larger primary inventory loss adversely affects operation of the active-scram system as discussed below.
The pool-side and pump-side break flows are shown in Fig. 9. Both break flows rapidly decrease from the
maximum levels reached immediately following break initiation. The decreasing break flows are the result of a
rapidly falling primary-system pressure and voiding at the break inlets. Early in the transient, the primary source of
negative reactivity is from boron injected by the active-scram system following system activation on a low primary
pressure signal. The active-scram system is only effective for the first 40 s of the transient because flows through
the intact scram lines rapidly decrease when the pool liquid level approaches the elevation of the scram-nozzle
connections. The negative reactivity inserted during the period of active-scram system operation rapidly reduces the
core power to 1250 MWt (Fig. 10). The RCPs maintain control of the lower density lock interface until about
55 s. Between 40 and 55 s, a power-to-flow mismatch exists with power near the 1250-MWt plateau and core flow
decreasing. The coolant (moderator) temperature increases to saturation (Fig. 11), and partial voiding of the core
occurs. Both the increasing moderator temperature and voiding insert negative reactivity to further decrease the power
to 380 MWt by 55 s. At this time, the RCPs reach their overspeed limit of 115%, the lower density lock activates,
highly borated pool water enters the core, and the core power decreases to shutdown levels. For much of the
transient, the flows through the upper and lower density locks are highly agitated. However, the integrated density
lock flows clearly show a net natural circulation from the pool into the primary through the lower density lock and
that a return flow to the pool via the upper density lock is established (Fig. 12). Thus, by 1200 s, the loss of
coolant through the ends of the scram-line break is negligible, the core power is at shutdown levels, the loops are

voided, and a natural-circulation flow between the primary and pool through the density locks is fully established.

SUMMARY OBSERVATIONS

1. Reactor shutdown to decay heat levels is predicted for each of the SBLOCA initiators. The active-scram
system effectively reduces core power to decay levels for reactor scram when it is available. The passive-
scram system effectively reduces core power to decay levels for transients in which the scram system is
either unavailable or inoperable (e.g., the scram-line SBLOCA event after the pool water level declines
below the scram-line inlet nozzles).

2. The PIUS core, as presently conceived, has inherent, compensating neutronic shutdown mechanisms.
Neither operator or active-system actions are needed to accomplish reactor shutdown, even for the various
event initiators combined with very low-probability occurrences.

1106



Confidence in the baseline simulations is enhanced by the assessment activity performed using ATLE data.
The ATLE processes and phenomena were correctly predicted by TRAC. However, there are quantitative
discrepancies between key TRAC-calculated parameter values and the ATLE data and the reasons for these
differences should be understood if PIUS is submitted to the NRC for design certification.

Our conﬁdencé in the predicted outcomes of the baseline simulations is enhanced by the code-to-code
benchmark comparisons that have been conducted for the SBLOCA, active-system scram, and the
LBLOCA. RIGEL and TRAC are two independently de'veloped codes, yét the RIGEL- and TRAC-calculated
results display many areas of similarity and agreement. There are also differences in the details of the
transients and accidents calculated by the two codes. It is desirable that the reasons for these differences be
explored if PIUS is submitted to the NRC for design éertiﬁcation.

Although the sensitivity calculations performed for each event type explore sequences well beyond the base
of code assessment and code-to-code benchmark evaluations, the analyses reported herein indicate that PTUS
will successfully accommodate such low-probability sequences. No phenomenological "cliffs" were
encountered in any of the sensitivity studies.

At the present time, it is not known whether coupled multidimensional core neutronic and thermal-hydraulic
effects are important. Additional shutdown phenomena need to be investigated, such as the effects of the

boron injection front on the core axial power shape.
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SIMULATION OF A BEYOND DESIGN-BASIS-ACCIDENT
WITH RELAP5/MOD3.1

Jozsef Banati

Lappeenranta University of Technology
Department of Energy Technology
P.O. Box 20
FIN-53851 Lappeenranta
Finland

ABSTRACT

This paper summarizes the results of analyses, parametric and sensitivity studies, performed using
the RELAP5/MOD3.1 computer code for the 4th IAEA Standard Problem Exercise (SPE—4). The
test, conducted on the PMK-2 facility in Budapest, involved simulation of a Small Break Loss Of
Coolant Accident (SBLOCA) with a 7.4 % break in the cold leg of a VVER-440 type pressurized
water reactor. According to the scenario, the unavailability of the high pressure injection system led
to a beyond design basis accident. For prevention of core damage, secondary side bleed-and-feed
accident management measures were applied. A brief description of the PMK-2 integral type test
facility is presented, together with the profile and some key phenomenological aspects of this
particular experiment. Emphasis is placed on the ability of the code to predict the main trends
observed in the test and thus, an assessment is given for the code capabilities to represent the system
transient.

INTRODUCTION

An essential component of nuclear safety activities is the analysis of potential accidents in nuclear
power plants. Various facilities are operated worldwide to establish a better understanding of the
transient thermo-hydraulic behaviour of pressurized water reactor (PWR) systems. Data obtained
from experiments gives the opportunity for validation of sophisticated computer codes that are used
in simulations. In order to facilitate the development and improvement of thermal hydraulic
simulation codes and identify the margins of applicability, international efforts are being conducted
to verify those computer codes. The assessment process is also important in determining the extent
to which these programs can be used as tools to analyze nuclear reactor safety. Comparison of the
results from various codes must be performed with the realization that the modelling technique
chosen significantly influences the calculation with code, and that the results are always user-
dependent. Coordination of the experimental and analytical work can help to minimize the user
effect and increase the experience with different versions of the codes applied to the same
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experiment. With these objectives in mind, the JAEA organized four Standard Problem Exercises
on the PMK in the period between 1985 and 1994, with wide interest from the member states.
Lappeenranta University took part in the SPE series for the first time and the present project has
been sponsored by the Finnish Academy. :

The main purpose of the work described herein is to investigate whether RELAPS is capable of
simulating the primary and secondary system responses for a beyond design basis accident scenario
in a special VVER geometry, involving an intensive core dry-out, and loop seal clearing phenomena
in the hot and cold legs. Furthermore, the present analysis attempts, to some extent, to evaluate the
effectiveness of the reactor safety system, applied in the accident management procedure.

DESCRIPTION OF THE PMK-2 FACILITY ]

The PMK-2 (Fig. 1.) is a one-loop, full-pres- Pressurizer
sure, integral type model of the four VVER-440 Hydro-acoumulators | g
type pressurized water reactors used in the Paks 3 &
Nuclear Power Plant (NPP) in Hungary. The
aspect ratio is 1:2070 for the volumes and the
power, while the component heights and relative
elevations are kept the same as in the reference
plant, in order to preserve the driving head for
natural circulation. VVER-440s have some
unique features, which are different from most
western-type plant concepts, such as horizontal
steam generators, loop seals in both hot and cold
legs and relatively high pressure in the safety
injection tanks. Due to these dissimilarities,
different system responses can be expected for
most of the usual transients.

The primary and secondary sides of the PMK-2
correspond to six loops.in the NPP. The facility
includes a pressurizer, hot and cold legs, a
circulating pump and a steam generator (Fig. 2).
A flow diagram is presented in Fig. 3. The
reactor vessel is simulated with a U-tube con-
struction, consisting cf an external downcomer
~ and the core section. The core itself comprises
19 full length, electrically heated fuel rod simu-
lators with a heated length of 2.5 m. The fuel .
rod pitch (12.2 mm) and diameter (9.1 mm) are
identical to those of the reference reactor. The
rods are arranged in a hexagonal bundle, repre-
senting the typical shape of a VVER bundle. The nominal core power output is 664 kW, with
uniform axial and radial distributions. Electrical power to the core simulator is controlled
continuously during a test according to a prescribed decay heat curve. The safety system includes
the following components: two hydro-accumulators (safety injection tanks, SITs), high and low

FIG. 1. AXONOMETRIC VIEW OF THE PMK-2
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pressure injection systems (HPIS and LPIS). The SIT-1 W
is connected to the top of the downcomer, while the SIT-

2 injects water to the upper plenum. The LPIS is attached
to the downcomer head. In the case of the SPE-4 experi-
ment, the HPIS was excluded from the system and the

break was located at the top of the downcomer. The =] E |

I

:FVI///‘
L
;ﬂ.

227 /E

steam generator model is a vertically distributed section
of the horizontal VVER-440 SG, having 82 tubes bent in
serpentine shape. The length of each tube is the same as
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FIG. 2. STEAM GENERATOR MODEL

PROFILE OF THE SPE-4 EXPERIMENT

The transient was initiated from full rated power by opening the break valve MV31. At the same
time the steam generator was isolated by closing the steam line valve PV22 and the control valve
(PV21) in the feed water line. The system started to depressurize and soon reached the saturated
condition. The reactor scram was activated in a few seconds, when the pressure in the primary side
dropped below 11.15 MPa. The core power was reduced according to a prescribed curve, simulating
the decay heat. The pump trip simulation was initiated at 9.21 MPa of the primary pressure and the
duration of pump coast-down was 150 s. At the end of pump coast-down, 'secondary side bleed was
started by opening the relief valve PV23 on the SG steam line. Hydro-accumulator injection started
when the system pressure reached the actual setpoints (6.05 and 6.04 MPa) respectively. During this
period, the primary pressure fell slightly below the secondary pressure. Water levels of 0.245 and
1.035 m, respectively in the SITs caused the isolation of these components. The hot leg was cleared
for a very short period at 165 s, and final clearance took place at 350 s. Further depressurization
was governed by the break flow and the cooldown of the facility due to heat losses to the
environment. A gradual decrease of the liquid level eventually led to partial uncovery of the heated
section of the core, characterized by a sharp increase in the heater rod surface temperatures. A
signal indicating a secondary pressure of 0.93 MPa triggered the injection of emergency feed water
into the steam generator, with a flow rate of 0.042 kg/s. Low pressure injection was initiated when
the primary pressure dropped below 1.04 MPa. The experiment was terminated at 1800 s transient
time.
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RELAP5 MODEL bEVELOPMENT

Nodalization
An existing RELAP5/MOD?2 model, developed for the earlier SPEs formed the basis of the present

model, which has been modified for the upgraded facility according to the new input requirements
of the MOD3.1 version of the code. The model, used in the base case calculation and detailed here,
consists of 111 volumes, 127 junctions and 77 heat structures with a total of 342 mesh points. The
nodalization scheme is illustrated in Fig.4. The core is modeled with two parallel channels: one
heated and one unheated, each of those are horizontally interconnected. Crossflow junctions are used
to join the components to the reactor vessel, as suggested in the code user guidelines. The break is
modelled with a trip-valve junction at the downcomer head. The break assembly is connected to a
time-dependent volume, which simulates the containment. The time-variation of back-pressure is
given as a boundary condition. The tube section of the steam .generator is modelled with three
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horizontal channels, each divided into three volumes. The uppermost channel represents 30 tubes
and its elevation is the same as the highest tube in the facility to allow steam flow when the liquid
level drops below that level. The lowest channel, representing 22 tubes, is on the elevation of the
lowest tube in order to allow water flow to the tubes as long as the water level exceeds the height
of that level. The steam generator model consists of a separator component on the secondary side.
Void fraction limitation values of 0.35 and 0.55 are used for vapour outlet and liquid fall-back
junctions respectively. This configuration allows relatively high internal circulation.
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TABLE |. MEASURED AND CALCULATED STEADY-STATE CONDITIONS

Parameter ID unit af:c:/r_acy measured RELAP5
primary circuit
pressure in upper plenum PR21 MPa 0.05 12.33 12.20 *
loop flow FL54 kgls - 0.02 491 491 *
core inlet temperature TE63 K 1.0 540.1 545.9
core power PWO1 kW 3.0 665.1 665.1 *
SIT-1 pressure PRI1 MPa 0.05 6.05 6.05 *
SIT-2 pressure PR92 MPa 0.05 6.04 6.04 *
SIT-1 level LE91 m 0.02 1.465 1.465 *
SIT-2 level LE92 m 0.02 1.855 1.855 *
pump Ap DP16 kPa 10 . 1490 1487
steam generator Ap DP41 kPa . 1.0 434 41.0
heat losses to the environment - kW - 234 22.6
secondary circuit
SG pressure PR81 MPa 0.02 4.56 4.56 *
SG level LE81 m 0.05 2.88 2.515
feedwater flow FLS81 kgfs 0.02 0.35 0.35 *

* Set or controlled parameter

Steady-state

The strategy to achieve an appropriate data set for steady-state conditions requires several
successive steps: the primary pressure and the initial level in the pressurizer and the steam generator
were controlled by a time-dependent volume, which enabled in or outflow to or from the respective
components. Primary loop flow was maintained by regulating the speed of the circulating pump.
Heat exchange between the facility and the surroundings was simulated using constant heat transfer
coefficients. These values were tuned to approximate the distribution of heat losses given in the test
Specification Report [1]. On the secondary side, the feed water was injected at a constant mass flow
rate and the code calculated the appropriate level in the steam generator. During the steady-state
runs, the pressure loss coefficients were adjusted to the measured differential pressures. After a
number of approaches, an initial opening ratio of 0.115 was found to be appropriate for the valve
PV11 in the pump by-pass line, and gave sufficient pressure distribution in the loop. An initial
search run, using the “steady-state” option of RELAPS, took 135.7 s to reach steady-state. With that
condition the flows were negligible from the auxiliary control components and the levels were
stable. Measured and predicted steady-state results are listed in Table I, and show fair agreement.
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RESULTS AND DISCUSSION

The transient during an SBLOCA in the cold leg can be illustrated by examining the behaviour of
the most important parameters over time. RELAP5/MOD?3.1 predictions represent here the results
of the best estimate technique used in the calculations. Recommended options were adopted from
the code users manual. Experimental and calculated data are compared in plots, starting at Fig. 5.
Based on the major occurrences, the whole experiment can be split into 4 periods as follows:

14

PR21 —— PR81 ——
RELAP - RELAP —-

PRESSURE [MPa]
PRESSURE [MPa]

00 2('10 4(‘)0 6(')0 860 10l00 12.00 14'00 16‘00 1800 00 260 4(|)0 660 8(')0 1[;00 12‘00 14‘00 16‘00 1800
TIME [s] TIME [s]
FIG. 5. PRIMARY SYSTEM PRESSURE FIG. 6. PRESSURE IN THE SECONDARY SIDE

Phase 1 of the transient (between 0 and 160 s) can be characterized by a high mass and energy
release through the break. A parametric study of the discharge coefficient gave the best reproduction
of the break mass flow rate using values of 1.0, 1.2 and 0.85 in the subcooled, two-phase and
superheated regions, respectively. As a result of the rapid depressurization in the primary system,
the reactor was scrammed at 6 s and the break flow turned to two-phase in 45 s. The general profile
of the primary pressure is well predicted by the code (Fig.5). During this phase, a temporary
increase can be observed in the secondary pressure, up to 5.1 MPa, when it fell back, reaching 4.5
MPa at the end of the pump coast-down (PCD) (Fig. 6). Since an important parameter, the flow rate
of the steam ejected through the steam line was not measured, so the two-phase discharge coefficient
of 0.8 was used for the relief valve BRU-A, in order to achieve the best matching for the secondary
side pressure.

Phase 2 of the transient started at the end of PCD with initiation of the bleed, as an operator
intervention. Depressurization of the SG persisted rapidly. The collapsed level in the core decreased
continuously to a minimum level of ca.1.6 m. The general trend is well simulated but the minimum
level is about 1.1 m higher in the calculation (Fig. 7.). This particular period showed high sensitivity
to the PCD. The collapsed level in the hot leg loop-seal was temporarily cleared at 162 s. The timing
of this event is perfectly predicted by the code, as can be seen in Fig.8. Subsequently the steam in
the hot leg was partially condensed by the subcooled ECC water and the loop-seal was soon refilled.
According to the measurements by local void probes and gamma densitometers (reported in [2]),
there was clear evidence of a countercurrent flow limitation (CCFL) during the accumulator
discharge, preventing the ECC water flowing down towards the core. Therefore, the CCFL option
flag was set on in the RELAP model for the components of the core, the upper plenum and the
downcomer. However, a separate run was performed without the CCFL option and the differences
were negligible. After fast refilling, the pressure decrease was intensified and the SIT injection was
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also accelerated. The code predicted the level and pressure in both of the safety injection tanks very
accurately, indicating that the calculated hydro-accumulator discharge process is in good overall
agreement with the measured data. The collapsed level both in the cold collector side and down-
comer side of the cold leg started to drop sharply and cleared at approx. 250 s and the discrepancy
is not significant for this parameter (Fig.10). It is interesting to note that the primary pressure
became lower than the secondary, for a short period between 250 and 350 s.

Phase 3, probably the most complicated period, started when the hydro-accumulators reached
the minimum level and were valved off from the system. With the termination of the injection, the
system pressure slightly increased and loop flow was temporarily discontinued. The cause of this
flow interruption was attributed to the hot leg loop-seal, which is a unique feature of the VVER
geometry. The loop-seal clearing phenomenon, based on the measured collapsed levels, is explained
in detail in Fig. 9. When coolant entered the hot leg, the shape of the loop-seal prevented flow of
the lower density mixture directly up into the steam generator. As the 2-phase mixture level reached
the hot leg elevation, the average density in the inclined section decreased such that the manometric

— 10m

1 i} .

AL 0m

FIG. 9. COOLANT INVENTORY DISTRIBUTION DURING HOT LEG LOOP-SEAL CLEARING
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pressure difference across the loop-seal retarded the buoyancy driven flow. Coolant distribution at
the beginning of the process is depicted on the left side of Fig. 9. The hot leg level dropped rapidly
towards the bottom of the loop-seal and pushed a certain amount of coolant to the cold leg, while
the core collapsed level also fell and reached a minimum just before the loop-seal cleared, (right
hand side of Fig. 9). RELAPS has calculated the phenomenon basically well. Minor discrepancies
can be found in the timing of the loop-seal clearing (approx. 20 s delay) and the core collapsed
level: it reached a temporary minimum at 385 s but did not regain the elevation of about 4 m, as was
measured in the experiment at 400 s. At the same time, the cold collector level (Fig.10) and the level
in the downcomer (Fig.11) could be well reproduced.
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FIG. 10. COOLANT LEVEL IN THE COLD COLLECTOR FIG. 11. COLLAPSED LEVEL IN THE DOWNCOMER

The thermal-hydraulic processes of the transient were slowed down in Phase 4. The break became
uncovered, which caused a continual depletion of the primary system inventory. At approx. 660 s
the core collapsed level decreased below the top of the heated length and a further decrease in the
level down to an elevation of ~2.4 m led to a dryout at ~1100 s simulation time. Due to the poor
heat transfer in the upper core region, the rod surface temperatures (Fig. 11) rose rapidly and this
section of the core was completely voided. Subsequently, the primary pressure reached 1.04 MPa,
the setpoint value of the low pressure injection system. The LPIS injection rewetted the heater rods
and prevented their temperatures from increasing. During the dryout period, emergency feedwater
was injected to the SG secondary side, providing more heat removal to the system. It can be seen
in Fig. 12. that the code predicted slightly faster rise for the rod surface temperature, however the
overall behaviour of the dryout was well simulated. It has to be emphasized that the gradients of the
primary and secondary pressure curves were very low at this stage of the transient and so the timing
of the LPIS and the SG feed were sensitive to these parameters. For example, a minor change in the
primary pressure could cause a few hundred seconds delay or prematurity in the initiation of the
LPIS injection. Fig. 11 shows that the code calculated the downcomer level with a reasonable
accuracy. In the case of the core collapsed level, however, an underestimation is observed. The
discrepancy is about 0.9 m, which is almost constant after the hot leg loop-seal clearing, when the
level was not regained as much as observed in the experiment. The integrated break mass flows are
essentially equal after 500 s. Thus the total inventory calculated and measured are equal. However,
the core collapsed liquid level differs. This suggests that the inventory distribution is not the same.
Fig. 13 indicates that the missing inventory is accumulated in the bottom of the steam generator hot
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collector, since the collapsed level is overpredicted with approximately 1 m just after loop seal
clearing. This phenomenon is perhaps the greatest discrepancy between the code predictions and the
experimental data, and may be attributed to a problem in the countercurrent flow limitation model
and it has a strong effect on the correct simulation of the dryout.

1000 r . . ,
TE15 — LE45 —
RELAP —— RELAP — |
800
E
g oo} pry
w g
P u
5 700} ]
8 2
= 3
g 600 =
[&] G LY
“ b
500 | ’ .
400 L . 2 L . L 1 L ° 45
0 200 400 600 800 1000 1200 1400 1600 1800 0. 200 400 600 800 1000 1200 1400 1600 1800
TIME [s] . TIME [s]
FIG. 12. ROD SURFACE TEMPERATURE AT THE TOP FIG 13. COLLAPSED LEVEL IN THE STEAM
OF THE CORE GENERATOR HOT COLLECTOR

Run statistics \
The simulation of 1800 s transient consumed 3679 s CPU-time on an HP 9000/710 Workstation,
with an average timestep of 0.117 s. The CPU-time/transient-time ratio = 2.04

CONCLUSIONS ’

This paper has given a summary of the simulation of a beyond design basis accident with
RELAP5/MOD3.1 computer code. The JAEA SPE-4 has been an excellent test for code assessment,
since complex thermo-hydraulic phenomena were observed, such as nonequilibrium effects at cold
accumulator injection, loop-seal clearing, mixture level formation and stratification, countercurrent
flow limitation, dry-out and quenching in the core. The top of the downcomer appeared to be the
most critical region for the one-dimensional RELAP to simulate these sophisticated 3-D effects.
Special attention is therefore needed in modelling this limited area, where the break assembly, the
accumulator and LPIS injection point are located. Finding the reasons for the underprediction of the
core collapsed level, thus improving the CCFL simulation needs a further analysis.

It can be concluded that the code is capable of predicting the main parameters, even the most
crucial rod surface temperatureat dryout and essentially the whole system transient. The calculated
results are in good overall agreement with the measured data. However, a more detailed knowledge
of the initial and boundaty conditions of the transient (e.g. the distribution of heat and pressure
losses, the surroundings of the "bleed-valve", etc.) would have resulted a more appropriate initial
data set for the calculation.

The results of the present analysis show that the “bleed-and-feed” procedure can be used as an
effective accident management measure, however, findings of the experiment and the calculations
are not directly applicable to the reference plant.
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Abstract

Noncondensable gases may become dissolved in Boiling Water Reactor (BWR) water level
instrumentation during normal operations. Any dissolved noncondensable gases inside these water
columns may come out of solution during rapid depressurization events, and displace water from
the reference leg piping resulting in a false high level, These water level errors may cause a delay
or failure in actuation, or premature shutdown of the Emergency Core Cooling System. (ECCS).
If a rapid depressurization causes an erroneously high water level, preventing automatic ECCS
actuation, it becomes important to determine if there would be other adequate indications for
operator response and other signals for automatic actuation such as high drywell pressure. It is
also important to determine the effect of the level signal on ECCS operation after it is being
actuated.

The objective of this study is to determine the detailed coupled containment/NSSS response
during this rapid depressurization events in BWR/6. The selected scenarios involve: (a) inadvertent
opening of all ADS valves, (b) design basis (DB) large break loss of coolant accident (LOCA), and
(c) main steam line break (MSLB). The transient behaviors are evaluated in terms of- (a) vessel
pressure and collapsed water level response, (b) specific transient boundary conditions (e.g.,
scram, MSIV closure timing, feedwater flow, and break blowdown rates), (c) ECCS initiation
timing, (d) impact of operator actions, (e) whether indications besides low-low water level were
available. The results of the analysis had shown that there would be signals to actuate ECCS
other than low reactor level, such as high drywell pressure, low vessel pressure, high suppression
pool temperature, and that the plant operators would have significant indications to actuate ECCS.

INTRODUCTION

The solubility of noncondensables in liquid changes by a number of factors. The most important two factors
are changes in pressure or temperature. With increasing pressure or temperature the solubility of gas in the liquid
increases, resulting in a higher amount of noncondensable gas dissolved in the liquid. There would occur a release
of gas from the liquid if the pressure keeping it in dissolved form decreases. The noncondensable gases present in
the system would be dissolved in the coolant of an operating plant. If the pressure of the system drops, these gases
would come out of solution. For operating conditions of a. BWR, most of the noncondensables dissolved in the
coolant would be released of the solution when the pressure is low as 3.1 MPa (~450 psig) [1].

The source of noncondensables in the reactor coolant is primarily radiolytic decomposition of water. The
H, and O, molecules travel with the steam, and some fraction will enter the condensing chambers. Noncondensables
may enter the reference leg volume by diffusion, or, with the condensate itself in the case of a slight leak in the
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reference leg. In this later case, the condensate is nearly saturated with noncondensables. As the water in the
reference leg is lost through the break, the condensate is drawn into the reference leg to replace the lost inventory.

During a rapid depressurization event involving loss of reactor coolant, the actual water level will drop.
Any dissolved noncondensable gases inside the water level instrumentation water columns may come out of solution,
and displace water from the reference leg piping resulting in a false high level. One of the potential effects of water
level inaccuracies could be a delay or failure in ECCS actuation since one of the signals which triggers the low
pressure and the high pressure cooling systems is reactor vessel water level. There are two items of particular
concern. The first is the indicated level begins to show an increasing trend while the calculated level is still
decreasing. The second concern is that during level recovery the indicated level may reach Level 8 early, which
would close the HPCS injection valve even if there is a high drywell pressure signal present. This will terminate
HPCS injection prior to restoring level above top of active fuel, which may in turn lead to an increase in peak clad
temperatures. The overall effect of level inaccuracies during a severe accident could be improper actuation and/or
operation of the ECCS.

The objective of this study is to determine the detailed coupled containment/NSSS response during this rapid
depressurization events in BWR/6. The selected scenarios involve:

(a) inadvertent opening of all ADS valves;

(b) design basis (DB) large break loss of coolant accident (LOCA);

(c) main steam line break (MSLB).

The transient behaviors are evaluated in terms of: (a) vessel pressure and collapsed water level response,
(b) specific transient boundary conditions (e.g., scram, MSIV closure timing, feedwater flow, and break blowdown
rates), (c) ECCS initiation timing, (d) impact of operator actions, (¢) whether indications besides low-low water level
were available.

It is important to emphasize that the water level instrumentation was not modeled at these analyses.
Furthermore, there is no credit taken for the availability of an accurate water level. The collapsed liquid level
information represented as a part of the results is conservative since it would be lower than the actual two-phase
water level during the depressurization transients. Collapsed liquid level is calculated by multiplying the cell length
by the liquid fraction (1-a).

METHODOLOGY

The analyses were performed using a specially linked parallel version of SCDAP/RELAPS [3] and
CONTAIN [4] codes, developed at the Penn State University [5]. The integration of SCDAP/RELAPS, which is a
best-estimate severe accident analysis code, with CONTAIN, that models the containment, allows for coupled
containment/NSSS response, with greater accuracy and modelling flexibility, when compared to accident analysis
using these two codes independently. The Parallel Virtual Machine (PVM) software [6] drives the RELAPS and
CONTAIN codes concurrently, using parallel/multiple-processing. The application of parallel processing is
approached in a top-down manner, using the existing algorithms present in RELAPS5 and CONTAIN. Message
passing-based data transfer facilitates coupling between the in-vessel and ex-vessel portions of the calculations, which
were performed on IBM RISC/6000 workstations.

Depressurization in the primary system occurs with a break. This break or leak may result in direct
discharge into the drywell compartment of the containment as in loss of coolant accident or main steam line break
cases, or yield to a discharge into the pressure suppression pool in the wetwell section of the containment as in the
case of inadvertent opening of all automatic depressurization valves. The amount and the thermodynamic state of
the coolant ejected from the break is calculated by RELAPS5, the program which handles the in-vessel portion of the
analyses. Since this blowdown will be the main source of pressure and temperature changes within the containment,
this data must be transferred to CONTAIN, environment where the ex-vessel calculations are performed. On the
other hand, the atmospheric conditions in the containment will be reflected back to the primary system response by
updating the boundary conditions. The interaction between the coupled codes also needs to be regulated.

The most important data transferred form RELAPS to CONTAIN is the amount of mass and the enthalpy
of the liquid at the discharge. The CONTAIN computer code requires blowdown into the atmosphere of a cell or
into the suppression pool to be input as a source table constructed with mass flow rate values along with
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temperatures or the enthalpies for corresponding transient time points. In this specific version of coupled RELAP
and CONTAIN, mass flow rates and the enthalpies of the liquid leaving the system through a time dependent volume
(the pressure boundary condition in RELAP) are passed to CONTAIN.

Another type of data, of secondary importance, passed from RELAP to CONTAIN, is the heat transfer from
selected heat structures. This can contribute to the heating of a cell, or pressurization. The importance of this data
is much more relevant when an analysis depends on the condensation of the blowdown steam in a certain
containment compartment, most likely drywell, where other components exist as heat sources.

The influence of CONTAIN calculations on the RELAP calculations is the updating of the containment
boundary conditions. This boundary conditions, formed by time dependent volumes and/or junctions in RELAP,
involves pressure at the exit of the break, driving pressures for LPCI, suppression pool and containment temperatures
and pressures. Without coupling, RELAP5 would be run stand-alone, then the results would be fed into the
CONTAIN input deck as a time dependent mass flow rates and enthalpies source table, and then CONTAIN
calculations would be performed. Following the containment calculations, boundary conditions would be updated
in RELAP, and the iteration would be repeated. This method of serial coupling is not only more difficult, but also
less accurate when compared to a truly parallel run.

The model used as input to RELAPS is based on a BWR/6 [5,7]. For the inadvertent opening of all ADS
valves case, and for the main steam line break case, an one-loop model is used. For the LOCA case, a two-loop
model was developed. In the one-loop model, recirculation lines are lumped together. In the two-loop model,
recirculation lines where modelled separately. Single loop model used for the ADS opening and MSLB cases, having
60 components, comprised of 58 volumes and 63 junctions. The two-loop model, shown in Figure 1, has 82
components, 77 volumes and 85 junctions.

The CONTAIN model, shown in Figure 2, is composed of five control volumes, corresponding to drywell,
wetwell, pedestal, upper and middle containment cells. The RPV pedestal is connected to the drywell with a regular
flow path. The drywell and wetwell are connected to each other via suppression pool vents. The wetwell is
connected to the middle containment, and the middle containment compartment is connected to the upper containment
control volume with open flow paths. Various heat structures are also included in the model in every cell.

TRANSIENT ANALYSES

Inadvertent Opening of All ADS Valves:

The inadvertent opening of all 7 ADS valves would be highly unlikely [7]. In order to have such a rapid
depressurization event, several ADS valves must open inadvertently. The ADS uses 7 of 16 safety/relief valves to
reduce reactor pressure following small breaks in the case of HPCS failure, so that the vessel pressure can be reduced
to within the low pressure systems (LPCS and LPCI) design limits [7,8].

The opening of a single ADS valve is a credible event, and is an FSAR design basis event, which does not
lead to a rapid depressurization. When a single ADS valve opens, the reactor system pressure is decreased slightly,
and the feedwater control system keeps the vessel level within operating norms, so that no scram signal is initiated.

In the postulated inadvertent opening of all 7 Automatic Depressurization System (ADS) valves event, the
ECCS signal on high drywell pressure would not immediately be activated because the ADS valves discharge directly
into the suppression pool. A best-estimate analysis of an inadvertent opening of all ADS valves is performed by
thermal-hydraulic coupling between the pool, drywell, reactor building and RPV.

During the 7 ADS opening event, LPCI flow would provide adequate ECCS inventory if LPCI were initiated
promptly. LPCI is actuated on either low-low water level signal or a high drywell pressure signal. Since the ADS
valves would discharge into the suppression pool, the drywell pressure would not be immediately changed.
Noncondensable gases, dissolved in the water level instrumentation piping, would come out of solution and expand
during the rapid depressurization. If noncondensable gases cause the vessel level instrumentation to read inaccurately
high, then LPCI/LPCS actuation might be delayed.

Reactor scram signals based on low or low-low water level were not actuated under the assumption that the
water level instrumentation would read falsely high with the noncondensables coming out of solution during the rapid
depressurization. No credit was taken for the operator's recognizing that the water level instrumentation was
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inaccurate.

It was assumed, however, that the operator would respond according to normal operating procedures, and
immediate actions required by plant Emergency Operating Procedures [8]. The operator is assumed to take those
immediate actions as required by the reactor scram procedure [8]. For instance, a manual scram will be initiated
when vessel pressure drops suddenly. The operator will trip the turbine, secure one motor-driven feedwater pump,
and verify that the recirculation pumps remain running (n.b., this is true for the non-ATWS ‘transients) [8]. It is also
assumed that when 7 ADS valves inadvertently open, the operator will follow the procedures promptly. Current RPV
control, flooding, and scram procedures [8] can handle this 7 ADS valve opening transient, and instruct the operator
to shut MSIVs, and provide condensate and low pressure ECCS injection. Eventually, core makeup via
feedwater/condensate flow would be assured because the operator would draw inventory from the condensate storage
tank once the condenser hotwell is depleted.

Figures 3 and 4 show RPV pressure and collapsed liquid level, respectively for the best-estimate results for
opening of all ADS valves transient. The best-estimate case assumes that: (a) the scram occurs at 60 seconds; (b)
MSIV or TCV closure starts at 70 seconds and ends 90 seconds; (c) feedwater flow is reduced from full to 35% flow
at 80 seconds, and the condenser inventory is depleted at 378 seconds; (d) LPCI is initiated at 2.24 MPa (325 psig)
into the downcomer approximately at 600 seconds; and (e) no condensate is transferred from the storage tank. Figure
4 shows that the minimum collapsed liquid level occurs at ~600 seconds, but still remains above the TAF; however,
the actual RPV two-phase mixture level would be higher than TAF. Some observations can be made as a result of
the cases analyzed [9]. Note, however, that this study had a restricted scope, and as such, may not fully encompass
all the possible parameters and issues associated with rapid ADS depressurization events. Several limited conclusions
are drawn:

1. The reactor must be scrammed in order to have a significant reduction in system pressure down to 3.1
MPa (450 psig). If no scram occurs, the vessel pressure and level remain sufficiently high so that the
noncondensable gases inside the level instrumentation are not released.

2. Condensate/feedwater flow rates and inventory depletion change not only vessel level history, but also
pressure and LPCI timing response. For this BWR/6 model [7], when feedwater flow is maintained at least 35 %
of nominal operating flow, the collapsed liquid level will remain above top of active fuel (TAF).

3. The operator will have sufficient information based on the containment response in terms of drywell,
wetwell, and pool temperatures and pressures to determine that: () the ADS valves had inadvertently opened, (b)
the water level instrumentation may be reading falsely high after the depressurization, and (c) LPCI should be
initiated. Moreover, high drywell pressure setpoints should be reached in time to actuate LPCI cooling before the
actual water level dropped to TAF.

It is necessary to emphasize that the case represented does not take any credit for the HPCS cooling, because
it is assumed to be initially failed, or for some unknown reason never initiated. Therefore, the effect of a potential
level indication error on HPCS, such as an early trip triggered by Level 8 signal, is eliminated.

Design Basis Large Break I.OCA:

In the postulated design basis large-break loss of coolant accident, the ECCS signal on high drywell pressure
would be immediately activated because the break discharges directly into the drywell. A best-estimate analysis
of a DBA LBLOCA is performed by using thermal-hydraulic coupling between the pool, drywell, reactor building
and RPV.

During the DBA LBLOCA event, LPCI and HPCS flow would provide adequate ECCS inventory if LPCI
and HPCS were initiated promptly. LPCI is actuated on either a low-low water level (Level 1) signal or a high
drywell pressure signal. HPCS is activated on low water level (Level 2) or high drywell pressure. If noncondensable
gases become dissolved in the water level instrumentation piping, these gases would come out of solution and expand
during the depressurization. If noncondensable gases cause the vessel level instrumentation to read inaccurately high,
then LPCI actuation may be delayed. The activation of ECCS signals during this DBA LBLOCA is very quick, so
that operator action is not usually credited in the FSAR analyses; however, operator response issues should be
considered in this analysis to determine if the operator would have sufficient information to detect that the water level
reading is erroneously high after the LOCA.

This DBA LBLOCA event assumes that a complete guillotine break occurs in the recirculation pump suction
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line. For this analysis, a 2.2 sqft break was used, and a total loss of offsite power was assumed, as per the DBA
LBLOCA analysis given for the reference BWR 6, namely, River Bend (7]. In the analysis made for the DBA
LBLOCA transient, the water level drops quickly below Top of Active Fuel (TAF), and below Bottom of Active
Fuel (BAF), as predicted by the vendor's FSAR analysis [7]. The reactor automatically scrams almost immediately
after the LBLOCA event starts. The recirculation pumps trips and the MSIV closure occurs very quickly. The loss
of offsite power causes the feedwater pumps to trip. It should be noted that those BWR 6 plants with turbine driven
feedwater pumps would also have a zero feedwater flow once the MSIVs are closed. The reference plant has only
motor-driven feedwater pumps [7] so that the feedwater flow is lost after the loss of offsite power. The LPCI and
HPCS systems are enabled at approximately 40 seconds when the diesel generators are energized, and would provide
emergency cooling to the RPV.

For this DBA LBLOCA event, a double-ended guillotine break is assumed to occur in the recirculation
pump suction line simultaneously with loss of offside power, as per the River Bend FSAR [7]. The reactor is
assumed to scram at 0.5 seconds after the LOCA event occurs. The recirculation pumps are tripped at 2.0 seconds.
The time between the isolation signal and the full closure of the main steam isolation valves is 4.0 seconds. The
timing of the start of the MSIV closure was studied in the test matrix. The final best-estimate case has the MSIVs
starting to close at 6 seconds and fully closed at 10 seconds, as given in FSAR Table 6.3-1 [7]. Feedwater flow is
assumed to drop to zero within 10 seconds. HPCS and LPCI are enabled at approximately 40.0 seconds, when the
diesel generators are ready at full power.

Figures 5 and 6 show RPV Pressure and Collapsed Water Level for this case. The following conclusions
are drawn from the results [9]:

1. The reactor will scram automatically on a high drywell pressure signal. Containment isolation will occur
quickly since the drywell pressure limit is reached quickly. No special operator actions are required for this DBA
LBLOCA event.

2. The DBA LBLOCA yields a significant reduction in system pressure down to 3.1 MPa (450 psig) and
even further.

3. The containment response in terms of pressure for the wetwell and drywell is fairly rapid and a large
pressure increase occurs. The suppression pool temperature rises ~25 °C within a minute. The drywell temperature
rises more sharply since the break discharges directly into it.

4. Since the recirculation line has broken below TAF, the RPV is essentially being drained quickly. The
noncondensables would come out of solution and affect the water level later than the sudden level drop; hence, the
early level readings will be adequate to indicate the rapid inventory loss, and activate ECCS.

During the reflood of the core, the coolant inventory of the vessel is replenished from ex-vessel sources.
This coolant inventory was not under pressure comparable to system pressure prior to the accident, and has much
lower temperature. Therefore, even the most conservative assumptions for the amount of the noncondensable gases
dissolved in the reactor coolant are not applicable to ECCS inventory. This yields to the conclusion of no
inaccuracy on the level will take place during the reflood, then no early trip of HPCS is expected.

Main Steam Line Break Accident:

For this MSLB event it is assumed that a complete guillotine break occurs in a single main steam line
upstream of the MSIV, inside the drywell. This event was chosen because it would provide sufficient reactor
pressure vessel (RPV) depressurization, coupled with containment (i.e., drywell, suppression pool, and reactor
building) effects. It should be noted that this MSLB scenario is different from the MSLB case used in standard
FSAR [7] documents. The FSAR MSLB Design Basis Accident (DBA) assumes that the break occurs downstream
of the MSIVs, and outside the containment structures. With the FSAR MSLB DBA, the MSIVs would close quickly,
and the RPV would not depressurize to the extent required by this analysis, namely, below 3.1 MPa (450 psig);
therefore, a MSLB upstream of the MSIV was chosen.

In the postulated MSLB Accident, the ECCS signal on high drywell pressure would be immediately
activated because the break discharges directly into the drywell. A best-estimate analysis of a MSLB event is
performed by thermal-hydraulic coupling between the pool, drywell, reactor building and RPV because the mass flow
rate through the steam line break depends on the containment backpressure.

During the MSLB event, LPCI and HPCS flow would provide adequate ECCS inventory if LPCI and HPCS
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were initiated promptly. LPCI is actuated on either a low-low water level signal or a high drywell pressure signal.
HPCS is activated on low water level or high drywell pressure. If noncondensable gases become dissolved in the
water level instrumentation piping in high concentrations, these gases would come out of solution and expand during
the depressurization. If noncondensable gases cause the vessel level instrumentation to read inaccurately high, then
LPCI actuation may be delayed. The activation of ECCS signals during this MSLB accident is rapid, so that operator
action will not be credited in these analyses; however, operator response issues should be considered in this analysis
to determine if the operator would have sufficient information to detect that the water level reading is erroneously
high.

This MSLB event assumes that a complete guillotine break occurs in a single main steam line upstream of
the MSIV, inside the drywell. For this analysis, the break size considered is 2.536 sqgft. The best-estimate coupled
RELAP/CONTAIN results for the RPV pressures and collapsed liquid level is shown in the Figure 7 and 8. A
30-second RELAPS null transient was used to assure that a true steady-state was obtained. At 30 seconds, the 2.536
sqft MSLB commences. The best-estimate case assumes that: (a) the scram occurs at 31.0 seconds, (b) MSIV or
TCV closure starts at 30.5 seconds and ends at 34.5 seconds. (c) the feedwater flow is reduced from full to 35% flow
from 40 to 60 seconds, (d) LPCI is initiated at 2.24 MPa (325 psig) into the downcomer approximately at 105
seconds, and (e) no condensate is transferred from the storage tank. During this MSLB, the collapsed liquid level
drops quickly below Top of Active Fuel (TAF). The reactor automatically scrams almost immediately after the
MSLB event starts. It should be noted that those BWR/6 plants with turbine driven feedwater pumps would also
have a zero feedwater flow once the MSIVs are closed, but flow would be available from a single motor driven
feedwater pump. The reference plant has only motor-driven feedwater pumps [7] so feedwater flow is available after
the MSIVs close.

The following conclusions can be drawn from the results [9]:

1. The reactor will scram automatically on high drywell pressure signal. Containment isolation will cccur
quickly since the drywell pressure limit is reached quickly. No special operator actions are required for this MSLB
event.

2. The MSLB yields a significant reduction in system pressure down to 3.1 MPa (450 psig) and even further.

3. The containment response in terms of pressure for the wetwell and drywell is fairly rapid and a large
pressure increase occurs. The suppression pool temperature rises 15 °C within 2 minute. The drywell temperature
rises more sharply since the break discharges directly into it.

4. Since the MSLB in effect drains the RPV quickly to liquid levels at TAF, prior to pressures reaching 3.1
MPa (450 psig). The noncondensables would come out of solution and affect the water level later than the sudden
level drop; hence, the early level readings will be adequate to indicate the rapid inventory loss, and activate ECCS.

5. The operator should have sufficient information based on the containment response in terms of drywell,
wetwell, and pool temperatures and pressures to determine that: (a) a MSLB has occurred, (b) the water level
instrumentation may be reading falsely high after the depressurization, and (c) LPCI should be initiated. Moreover,
high drywell pressure setpoints should be reached in time to actuate LPCI cooling before the actual water level
dropped to TAF. Note that plant-specific Technical Specification limits are set lower than the limits used in FSAR
analyses. Plant-specific setpoints and operating procedures would need to be considered to verify this conclusion
for each BWR unit.

It is necessary to note that the best-estimate case, assumes that HPCS is initially failed or for some unknown
reason never activated. Therefore, no credit for the HPCS cooling is taken.

CONCLUSIONS

The rapid depressurization events described demonstrate that there is sufficient RPV depressurization (i.e.,
less than 3.1 MPa) to potentially allow noncondensable gases to come out of solution and yield inaccurate level
indications. Even if an erroneously high level is caused by noncondensables in the water level instrumentation, there
are other system parameters and automatic actuation signals (e.g., low RPV pressure, high pool temperature, high
drywell pressure), that provide additional information for the operator to verify that ECCS LPCI flow has been
initiated, and to determine that the two-phase mixture level indicated by the reference leg piping is incorrect.

In the ADS opening case, 35% of nominal feedwater flow was sufficient to provide adequate core cooling
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in terms of collapsed liquid level remaining above TAF. The opening of 7 ADS valves is roughly equivalent to
BWR turbine bypass flow rate capability for most BWR/6 plants [7,8,10]. If a minimum of 35% of nominal
feedwater flow can be maintained continuously without any depletion of condensate inventory after the 7 ADS valves
open, then two-phase liquid level in the vessel will remain well aboye the TAF since the collapsed liquid level stays
above TAF; however, this requires that the operator begin making up the condensate tank inventory from other
sources very early in the transient. After the LOCA or MSLB, there is a sufficient system depressurization (i.e., less
than 3.1 MPa) to potentially allow noncondensable gases to come out of solution and yield inaccurate level
indications; however, the rapid inventory loss would cause a sudden level drop prior to reaching low pressures, so
that initially accurate level indications will be available.

This research effort provides some insight into operator response and training needs involved with resolving
current BWR water-level instrumentation issues. However, even if an erroneously high level is caused by
noncondensables dissolved in the water level instrumentation, there are other system parameters (e.g., low RPV
pressure, high pool temperature, high drywell pressure), that provide automatic signals and additional information
for the operator to activate or verify that ECCS LPCI flow has been initiated, and to determine that the two-phase
mixture level indicated by the reference leg piping is erroneous.
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ABSTRACT

The paper contains the model of transient vapor-liquid flow in a channel with a rod
bundle of core of a nuclear power plant. The computer code has been developed to
predict dryout and post-dryout heat transfer in rod bundles of nuclear reactor core
under loss-of-coolant accidents. Economizer, bubble, dispersed-annular and
dispersed regimes are taken into account. The computer code provides a three-field
representation of two-phase flow in the dispersed-annular regime. Continuous vapor,
continuous liquid film and entrained liquid drops are three fields. For the description
of dispersed flow regime two-temperatures and single-velocity model is used.
Relative droplet motion is taken into account for the droplet-to-vapor heat transfer.
The conservation equations for each of regimes are solved using an effective
numerical technique. This technique makes it possible to determine distribution of
the parameters of flows along the perimeter of fuel elements. Comparison of the
calculated results with the experimental data shows that the computer code
adequately describes complex processes in a channel with a rod bundle during
accident.

INTRODUCTION

An analysis of hydrodynamics and heat transfer crisis in channels with bundles
of fuel rods is usually based on the homogeneous flows. This single-velocity
approach makes it impossible to describe some essential features of dispersed annular
flows because these features are significantly affected by the velocity difference
between liquid film and the vapor-droplet core flow (this difference depends on the
interphase friction force and on the film-core mass exchange). There are only a few
studies which take into account the velocity difference between the liquid film and
that of the core flow (Whalley [1], Thwigood, Kelly and Guildotti [2]; Nigmatulin
et.al. [3]; Sakai and Sigawara [4]).

Usually, subcooled fluid is transpoted to the inlet of the channel with a bundle
of heated rods. Therefore, the initial section of the channel is characterized by the
flow of subcooled liquid followed by bubbly flow which changes into a dispersed-
annular flow. The subcooled liquid flow and the bubbly flow were described using
single-velocity approximation (Nigmatulin et.al. [3]). In calculations, it was assumed
that the bubbly flow in each cell was transformed into a dispersed-annular flow when

the vapor volume concentration reached a critical value all‘ ~ 0.6-0.8. Moreover, the
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velocity difference between liquid film and the vapor droplet core was taken into
account in the dispersed-annular flow. We also assumed that the heat transfer crisis

begins when the film thickness in one of the cells becomes less than &% = 60 micron
(Mikielewicz and Jerzy [5]). The following section of the channel is characterized by
the vapor-droplet flow (dispersed regime). Based on this model, four basic flow
regimes mentioned above were considered.

MATHEMATICAL MODEL OF THE DISPERSED-ANNULAR
FLOW REGIME

We will consider a nonstationary dispersed-annular flow in a vertical channel
with rods. Because the flow parameters are not uniform over the channel cross
section, we subdivide the cross section into N cells (Fig.1). A liquid film flows over
the rod surface in each cell, whereas a gaseous phase with droplets of the liquid
moves in the interspace between the surface of the liquid film and the cell boundary.
In peripheral cells the liquid film also moves over the unheated jacket surface. We
assume that the mixture is at thermodynamic equilibrium and that the velocity of the
vapor is equal to that of droplets. In this case, the basic equations of dispersed-
annular flow regime are constructed with 8 equations, i.e., 3 - continuity, 3 - energy,
and 2 - momentum. For example, the continuity equations for the three mixture
components

Fig. 1 Cross section of rod bundle

in each cell can be written as:
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where a = oci‘/ (ocil + oc;) and o = oci‘/ (oci‘ + a‘z‘) are the volumetric
concentrations of droplets and vapor in the vapor-droplet flow core, respectively.

The left-hand side of the first equation in set (1) accounts for the uniform
convective vapor flow between adjacent cells, and the second term on the right-hand
side of the equations takes into account the turbulent mixing between these cells.
Similar terms appear in the second equation. In the third equation, the interchange
of liquid between adjacent cells along the rod perimeter is neglected.

The inherent time of the process delelopment t,=0.1-1 second. The
distributions of volumetric concentrations of the mixture species are transferred along

the channel length L ~1 m with velocities v,~10 m/s and v,, (v, > v5). The
disturbances of both velocity and pressure introduced into flow propagate with the

speed of sound C > C,, where C, is an equilibrium speed of sound in vapor-drop

core of the flow. If v; << Cg, t« >>L/ Vi the distributions of both velocity and
pressure are of a quasi-stationary nature

ov: v; ov; op A '
—d v, 2 _p~_l_)_ << v-@

At t, R At ty Y o2

Supposition of a quasi-stationary distribution of velocities and pressure of the
mixture speciese means that the time-dependent variation of these parameters is
determined by nonstationarity of boundary conditions for both flow rates and
concentrations of the mixture species. With a smoother variation or pressure, flow
rates, and heat fluxes with an inherent time of 0.1s and more, the outlined
assumption holds qood (Nigmatulin et.al. [3]). )

Equations (1) include unknown convective flow rates JHK of the vapor-droplet
mixture between adjacent cells. These flows are determined in such a way that the
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pressure over the channel cross section is constant, and the sum of convective rates
of the vapor-droplet mixture through any closed contour is equal to zero
(Nigmatulin eta al [3]).

The film and droplet evaporation rates Jl3‘1, Jl?fl are determined by the equations

of heat fluxes to the surface of the film and droplets.
In order to estimate the rate of interphase interactions inside the cells (the

entrainment intensity jl;z, drop deposition intensity j§3, the turbulent transfer of the

vapor-droplet mixture between adjacent cells K![’k, and the interphase friction force

in momentum equetions) the relationships in Nigmatulin et al. [3] were used.
The described model was successfully applied in [3] but the authors used a very
coarse calculated grid; for each fuel rod, there was only one cell.

MATHEMATICAL MODEL OF THE DISPERSED FLOW REGIME

A liquid film may vaporize, and dispersed-annular regime transforms into a
purely dispersed regime - flow of a mixture of vapor and drops. The heat exchange
in this regime is characterized by significantly lower heat transfer coefficients than in
the pre-crisis area, which may result in significant overheating of the heating surfaces
compared to saturation temperatures.

Equations for a dispersed flow are derived from a similar system written for a
dispersed-annular flow, if the liquid-film equations are dropped, and the
appropriated terms are omitted in equations for vapor and drops. In addition must
be taken into consideration: the relative velocity of vapor and drops is small, i.e., it

is much smaller than the velocity of vapor (drops) ( vlf - vl2‘| << vi‘ ); therefore, slip

is taken into account only when determining the heat flux from vapor to the drop
surface, where even a slight slip may be significant (Nigmatulin R.I. [6]). Slip is
determined without any account of drops inertia which is small compared to friction

force. The vapor-drop flow may be thermodynamically nonequilibrium (le # Tz) to
a significant extent-vapor is overheated relative to the saturation temperature, and

liquid in drops is on the saturation line (T2 =T, (p)) and also pll‘ # pi.
The following govering equations and corelations are used in the dispersed flow
regime.
1. The continuity equations for the vapor and droplet components.
2. Momentum equations for the vapor-droplet mixture and for the droplets phase.
3. The internal energy equations for the vapor and droplets.
4. The equation of droplet size.
5. The equation of heat balance on interfacial surface.
6. The thermal conduction equations for the wall temperature.
7. Shear stress between wall and vapor.
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8. Vapor-droplet interfacial drag.
9. Convective heat transfer between wall and vapor and between wall and droplets.

10. Vapor-droplet interfacial heat transfer.

It is assumed that the velocity and pressure distributions can be considered as
quasi-stationary.

The above model of vapor-droplet flow with constitutive laws was successfully
applied for vapor-droplet mixture in tube (Kroshilin and Khodjaev [7]). Here under
conditions of a vapor-drop flow in the heated channel was shown that droplets
taking heat when colliding with a heated surface make an essential contribution to
heat removal from heated surface to the flow.

BOUNDARY AND INITIAL CONDITIONS

In order to solve the system of equations both boundary and initial conditions
must be predetermined. The initial conditions define the liquid temperature
distribution over a segment of flow of subcooled liquid, the volumetric concentration
of vapor over the segment of bubbly regime of flow, and also, the volumes of liquid
film and drops over the segment of a dispersed-annular regime of flow and the
volumes of vapor over the segment of a dispersed regime of flow. These initial
distributions are determined from a solution of a related stationary problem.

The boundary conditions required for both stationary and nonstationary

problems define the velocity v‘(;, temperature T&‘ of a subcooled, and pressure p, at
the channel inlet. The liquid velocity at the inlet to the segment with a bubbly

regime of flow (z = z;) equals its velocity at the channel inlet. The volumetric

concentration of vapor at the inlet to the segment of bubbly regime of boiling is said
to equal zero. Boundary conditions at the inlet to the segment with a dispersed-
annular regime of flow follow from the conservation flow rate of vapor and liquid
using parameters at a fixed exit of the bubbly regime of flow. The boundary
conditions for the equations of dispersed regime of flow are prescribed in the
section, which is taken as the beginning of a post-crisis area due to film drying-out .

RESULTS

Using described above dispersed - annular model, an analysis was made of
experiments on the distribution of liquid film thickness along the rod perimeter
under adiabatic conditions [8]. In [8] presented are results of liquid flowrate
experimental study in the films along wetted perimeter of rods and channel body
with a bundle of seven rods in conditions of hydrodinamic equlibrium of water-air
dispersed-annular flow under pressure 0.3 MPa as well as in the vicinity of two type
spacer grids. The study was conducted in a vertical channel with a bundle of seven
rods - central rod of 15 mm inside diameter, and peripheral rods of 13.5 mm inside
diameter installed with a pich of 16 mm. Channel diameter was 48 mm. The mixture
samplings were carried out through completely or partially perforated walls of the
body or of the rod. Water was fed to the working area by spraying to the flow core
through 250 holes of 1 mm diameter, uniformly installed along channel flow area.

1143




By this way of liquid feeding the flow hydrodynamic equilibrium was formed at least,
at the distance of 0.85 mm from the chanel inlet. The main measurements were
made at distanse of 1.5 m from the channel inlet. In Ref [8] give more detailed
description of the construction of the working area , water air test facility and
measure technique. '

Test were conducted under pressure p=0.3 MPa , in change ranges of G=55+

2000 kg/(m2 s) and vapor quality x=0.03 - 0.8. Water temperature was 20+2° C, air

temperature was 20+3° C.

Figure 2 demonstrates satisfactory agreement between the experimental data and
the calculated results. Figure 2 also shows that the relative liquid film flowrate along
the rod perimeter has three local minim which correspond to narrow gates.

1/3lyr O rad 2/3‘7( T
Fig. 2. Experimental (dotted lines) and predicted (solid lines) distributions of

r,/ T (the ratio of the relative liquid film flowrate I; (Ty=mg/P,;) to the average

relative liquid film flowrate T) along the perimeter of anouter rod under the
following stationary conditions: p=0.3 bar, the mass flow rate of the liquid G=500

kg/(m2 s), quality x=0.5

Using the above dispersed-annular model, also, all experimental data on critical
heat fluxes and pressure drops obtained in a full-scale model of the channel with a
fuel rod bundle for an RBMK-1000 reactor for different profiles of heat release
along the assembly length were analyzed (Osmachkin [9]). The predicted mean-
square error for the critical heat flux Q is 9 %, whereas the error in using the
correlations recommended in (Osmachkin [9]) is 28 %. Numerical calculations using
the proposed method make it possible to locate the initiation of the heat transfer
crisis along the rod perimeter. Notice that, according to the data for most of our
experiments, the heat transfer crisis begins in the fuel element region close to the

unheated jacked, which is in accordance with experimental data (Osmachkin [9],
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Stolyarov et al. [10]) obtained at a full-scale model of the channel with a fuel rod
bundle for an RBMK-1000 reactor. This result did not obtain by other investigators
since available techniques and computer cods make it impossible to locate the
initiation of the heat transfer crisis along the rod perimeter as these numerical
procedures used a very coarse mesh of cells.

Unfortunately we have no complete experimental data of cladding temperature
behavior of the channel with a fuel rod bundle for Boiling Water Reactor. In work
by Stolyarov et al. [10]) the results of an experimental post dryout heat transfer with
reference to fuel assemblies of boiling water cooled reactors are presented. The data
were obtained at electrical heated 18-rod bundle (central rod is unheated, fig. 3)
models with different types of grid spacers within the range of following parameters

p=7.5 MPa, G=600-2000 kg/(m? ), g=0.2-1.1 MW/m”, and x=0.2-0.9. The cross
section of this rod bundle represent RBMK-1000 reactor nature cross section with
length 1100 mm. For the measuring cladding temperaure are using chrome’s
thermocouples. Starting conditions of the experiment are realizing at the constant of
pessure at outlet and at the given flowrate and enthalpy at the inlet of the channnel.
In test electrical power is gave to the bundle and increase slowly. In this work the
cladding temperature in -local section, where the beginning of a post-crisis was
measured. Figure 4 demonstrates experimental and predicted distributions of
cladding temperature along the perimeter of an outer rod at the outlet of assembly
under the following stationary conditions: P=7.5 MPa, G=1500 kg/(m2 s), q=1.1
MW/m2, x=0.3. Figure 4 .shows that the heat transfer crisis begins in the fuel
element region near the unheated jacket, where the cladding temperature is
increased.

O - Thermocouples

Fig. 3 Cross section of rod bundle of RBMK-1000 reactor;
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Fig. 4 Experimental (*) and predicted (solid lines) distributions of cladding
temperature along the perimeter of rods at the section of a standart
assembly, where begins the heat transfer crisis

The peculiarities of the vapor-liquid flow in a channel with a fuel rod bundle
for an RBMK-1000 under stationary and nonstationary accident conditions, when
simultaneously available all above discussed regimes of flow were studied using the
numerical simulation.

<) e
6= 500 mkm a=1
Fig. 5 Fig. 6

Distribution of the film thickness (Fig. 4) and vapor, film
concentrations (Fig. 5) along the perimeter of rods and
outer jacket at the section of a standart assembly, where
begins the heattransfer crisis.
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Figures 5, 6 and 7 shows distribution of film thickness 8]‘, the volume concentration

of vapor ocll‘ and film oc]3‘, velocity of vapor vlf and film vl3‘ along the perimeter of

rods and the outer jacket at the section,were the heat transfer crisis begins under
following stationary conditions, p=67 bar, inlet under heating AT=293 K, the mass
flow rate of the liquid G=1500 kg/(m2 s), external heat released Q=3.5 MW
(Dollezhal [11]). Figure 5 shows that in the region near the unheated jacket heat
transfer crisis begins due to film drying out. The local minim of the film thickness
correspond to the local minimum of the gap width (In RBMK-1000 reactor the
minimum distanse between outer rod and the unheated outer wall is 2 mm). It is

shown that minim volume concentrations ocll‘ and oclg and minimum velocities vi‘

and vl3‘ correspond to narrow gaps. The local maximum of the liquid film and vapor

velocities correspond to those of the gap width. It is interesting that in cells, which
correspond to narrow gaps of region near the unheated jacket, where heat transfer
crisis begins there are more amount of drops than in other cells. This phenomenon is
due to an additional removal of droplets from the outer jacket. Figure 8

demonstrates distributions oall‘, oclg, vlf and 'v];.,‘, along the length of a rod at the

location of the heat transfer crisis under the above conditions (Fig. 7). All regimes of
flow are presented here. Bends in the curve showing variations of vapor volume
concentration and velocity correspond to the transition from bubble flow to a
dispersed-annular flow and from a

VAR
e e WS
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\

T
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<
»

v=14 m/s

Fig. 7 Distribution of the vapor and film velocities along
along the perimeter of rods and the outer jacked at
the section of a standart assembly, where begins the

heat transfer crisis
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Fig. 8 Distribution of flow parameters along the length of a rod at
the location of the heat transfer crisis.
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Fig. 9 Distribution of claddinng temperature Tvlf, and flow temperature’l“l,‘ along the
length of a rod at the location of the heat transfer crisis

dispersed-annular flow to dispersed flow, and are in accordance with the hypothesis
of an instantaneous transition from the bubble flow regime to a dispersed annular
flow and from a dispersed-annular flow regime to a dispersed flow regime. Figure 9
shows distributions of cladding temperature T\l,‘v and vapor-droplet mixture
temperature T‘l,{ along the length of a rod at the location of the heat transfer crisis

under above conditions (Fig. 8).
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According to Figures 8 and 9 a conclusion may be made that distributions of
flow parameters along the length of rod bundle are analogously to distributions of
flow parameters along the length of a round tube. Figure 10 shows a distribution of
vapor-droplet mixture velocity along the perimeter of rods and outer jacket at the
outlet of a standard assembly under the above conditions(Fig. 9). Figure 10 shows
that the largest velocity achieved in the maximum gap width, and smallest velocity
in the minimum gap width. The calculations also shows that at the outlet of a
rod bundle under above conditions (Fig. 5 - Fig. 10) are 90 % vaporand 10 %

k

droplets. Figure 11 shows distributions of cladding temperature Ty, and dispersed

flow temperature T‘l,‘ along the perimeter of rods at the outlet of a rod bundle.

The calculations showed that in the nonstationary case, the heat transfer crisis
occurred not on a rod of the outer row (as it does under stationary conditions), but
on a rod of the second row in a region where the gap width was small. This is
because of a decrease in the mixture flow rate over time, resulting in a sharp
reduction in the intensity of dynamic entrainment. In this case, the crisis occurs
primarily in regions where the intensity of evaporation is higher, i.e., in regions with
a smaller gap width. Figures 12 and 13 shows d1str1but1on of ﬂow parameters

k ko k

Oy s Oys Vi v2 (Fig.12) and Sk w, T (Fig.13) over t1menear a rod of the

second row (at the small gap width, where begins crisis) at the outlet of a standard
assembly under the following nonstationary conditions: p=70 bar, AT=293 K ,
G=2800 kg/(m2 s) and Q=2 MW (the heat flux along the channel is constant);
t > 0, the liquid flow rate at the channel inlet is reduced to zero over a period of

S8

'_‘L/\

€

T

v
<
e

1
7 1
Sk

&>
vE =30 m/s T =1000 K
Fig. 10 Fig. 11

Distribution of vapor—droplet mixture velocity (Fig. 10) and cladding temperature

'I‘W , flow temperature T (Fig. 11) along thc perimeter of rods at the outlet of a rod
bundle
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Fig. 12 Distribution of flow parameters over time at the
location of the heat transfer crisis (at the axial directions at the outlet of a rod
bundle).

0.1 s. Rise in liquid film thickness at early period of time (Fig.13) is because of a
decrease in the droplet extrainment rate resulting from the reduction of the liquid
flow rate at the channel inlet.This mechanism was previously described in
(Nigmatulin et [12]) for the flow in a circular tube.

Tk,’l‘k, K 8k,n1km

600 |- 150

LYo I USRI N S - 75

500 i i i
0 0.2 0.4 0.6 0.8 1
time, S
Fig. 13 Distribution of flow parameters over time at the
location of the heat transfer crisis (at the axial directions at the outlet
of a rod bundle).
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CONCLUSIONS

Model of transient vapor-liquid flow in a channel with a rod bundle taking into
account distributions of flow parameters along rod perimeters has been developed.

A comparison between the experimental data and the calculated results for
vapor-liquid flows in a channel with rod bundles of different geometries shows that
the proposed model is quite realistic for evaluating hydrodynamic parameters of such
flows.

NOMENCLATURE

m the flowrate, kg/s

p the pressure in the mixture, Pa
P the wetted perimeter, m

q the heat flux, MW/m2

S area, m?

t the time, cek

\ the velocity, m/s

v/ the coordinate along the channel axis, m
o the volume concentration
Ap the pressure gradient, Pa

) the film thickness, mkm

p the density, kg/m3
Subscripts

f film

i cell

] number of phase (=1, 2, 3)
S saturation

\ vapor

w wall

X unheated jacket

1 vapor

2 droplet

3 liquid film

Superscripts

k,1 cells

0 microscopic
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ANALYSIS OF AN AP600 INTERMEDIATE-SIZE LOSS-OF-COOLANT
ACCIDENT"

B. E. Boyack and J. F. Lime
Los Alamos National Laboratory
Los Alamos, New Mexico 87545

ABSTRACT

A postulated double-ended guillotine break of an AP600 direct-vessel-injection
line has been analyzed. This event is characterized as an intermediate-break
loss-of-coolant accident. Most of the insights regarding the response of the
AP600 safety systems to the postulated accident are derived from calculations
performed with the TRAC-PF1/MOD2 code.” However, complementary
insights derived from a scaled experiment conducted in the ROSA facility, as
well as insights based upon calculations by other codes, are also presented.
Based upon the calculated and experimental results, the AP600 will not
experience a core heat up and will reach a safe shutdown state using only
safety-class equipment. Only the early part of the long-term cooling period
initiated by In-containment Refueling Water Storage Tank injection was
evaluated. Thus, the observation that the core is continuously cooled should be
verified for the later phase of the long-term cooling period when sump injection
and containment cooling processes are important.

INTRODUCTION

The AP600 is an advanced passive 600 MWe reactor design being developed by
Westinghouse in conjunction with the US Department of Energy's Advanced Light Water
Reactor Technology Program. The AP600 has been submitted to the United States Nuclear
Regulatory Commission (NRC) for design certification. In accordance with the design
certification requirements of 10CFR52.47, advanced reactor applicants are required to
submit neutronic and thermal-hydraulic safety analyses over a sufficient range of normal
operation, transient conditions, and specified accident sequences. Review and
confirmation of these analyses constitute an important activity in the NRC’s AP600 design
certification effort. In support of its design certification activities, the NRC performs audit
calculations using best-estimate thermal-hydraulic codes. The NRC uses the TRAC code
for analyzing AP600 large-break loss-of-coolant accidents (LBLOCAs). In addition,
TRAC is being used to evaluate the AP600's response to an intermediate-break LOCA
(IBLOCA). In this paper, the response of the AP600 to an IBLOCA event, a double-ended
guillotine break (DEGB) of a direct-vessel-injection (DVI) line, is analyzed. The TRAC
DVI-line IBLOCA is a direct counterpart to the Westinghouse calculation of an AP600
DVI-line IBLOCA.1

*This work was funded by the US Nuclear Regulatory Commission's Office of Nuclear Regulatory Research.
1153

-



The AP600 is a two-loop design with one hot leg, one steam generator, two reactor coolant
pumps (RCP), and two cold legs in each loop (Fig. 1). A pressurizer is attached to one of
the hot legs. The reactor coolant pumps, a canned-motor design, are integrated into the
outlet plena of the steam generators. The loop seal is eliminated with this design. The core
is designed for a low power density. The design incorporates passive safety systems
(Fig. 2) that rely only on redundant/fail-safe valving, gravity, natural circulation, and
compressed gas. Two Passive Safety Injection System (PSIS) trains connect directly to the
reactor-vessel downcomer through DVI lines. Attached to each DVI line are an
accumulator (ACC), a Core Makeup Tank (CMT), and lines to large, safety-class water
pools residing in the In-containment Refueling Water Storage Tank (IRWST) and sump.

Depressurization of the primary system is an essential process that is required to ensure
long-term cooling of the AP600. The accumulators inject coolant into the reactor coolant
system (RCS) only after the primary pressure has decreased to 4.83 MPa (700 psia).
Coolant injection from the IRWST and sump can occur only after the reactor coolant
system pressure decreases enough that the gravitational head of each pool is sufficient to
force coolant into the DVI line. An Automatic Depressurization System (ADS) ensures the
needed RCS pressure reduction. The ADS has four redundant stages. The first three
stages connect the top of the pressurizer and the IRWST. The fourth stage connects the top
of each hot leg and the containment. A direct discharge path to the containment is needed to
ensure that the RCS pressure will equilibrate with the containment pressure so that the
head-driven IRWST and sump injection can proceed.

The AP600 containment plays an essential role in the long-term cooling of the primary.
Steam entering the containment, through either a break in the RCS or ADS operation,
condenses on the inside of the steel containment shell. The condensate drains downward
and a large fraction is delivered via gutters to either the IRWST or the sump. Heat transfer
on the outside of the containment steel shell is by evaporation of liquid sprayed near the top
of the steel reactor containment dome, and by convection to an air stream induced by
buoyancy-driven flow.

For non-LOCA accidents, long-term heat removal is provided as the Passive Residual Heat
Removal System (PRHRS), which removes core heat through buoyancy-induced
circulation. Isolation valves on the PRHRS lines open upon receipt of the safeguards (S)
signal and a buoyancy-induced flow transports primary coolant through the PRHRS. The
PRHRS is ineffective for LBLOCAs, has a limited interval of effectiveness for IBLOCAs,
and has an extended period of effectiveness for SBLOCAs.

TRAC CODE DESCRIPTION

The TRAC-PF1/MOD?2 code,? Version 5.4, was used for this calculation. The TRAC code
series was developed at Los Alamos to provide advanced, best-estimate predictions for
postulated accidents in pressurized-water reactors. The code incorporates four-component
(liquid water, water vapor, liquid solute, and noncondensible gas), two-fluid (liquid and
gas), and nonequilibrium modeling of thermal-hydraulic behavior. TRAC features flow-
regime-dependent constitutive equations, component modularity, multidimensional fluid
dynamics, generalized heat structure modeling, and a complete control systems modeling
capability. The code also features a three-dimensional (3D), stability-enhancing, two-step
method, which removes the Courant time-step limit within the vessel solution. Throughout
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the years of its development, the TRAC code has been assessed using data from a variety
of experimental facilities and applied to a number of pressurized light reactor systems.

Code adequacy must be addressed when first applying a computer code to a new reactor
type, e.g., AP600. One such approach is to (1) identify representative AP600 transient and
accidents sequences; (2) identify the key systems, components, processes, and phenomena
associated with the sequences; (3) conduct a bottom-up review of the individual code
models and correlations; (4) conduct a top-down review of the total or integrated code
performance relative to the needs assessed in steps 1 and 2; and (5) correct significant
identified deficiencies. The bottom-up review determines the technical adequacy of each
model by considering its pedigree, applicability, and fidelity to separate-effects or
component data. The top-down review determines the technical adequacy of the integrated
code by considering code applicability and fidelity to integral test facility data. A review of
the TRAC-PF1/MOD2 code, such as that just described, is planned to assess code
adequacy for the AP600 LBLOCA application. For the IBLOCA application, using TRAC
to support confirmatory analyses will depend, in part, upon the significance of multi-
dimensional phenomena during the transient. At present, the role of TRAC is comple-
mentary to other NRC analysis tools. Thus, the determination of adequacy for the
IBLOCA application will largely rest on the similarity of processes and phenomena
occurring in the AP600 during LBLOCA and IBLOCA events. '

TRAC MODEL DESCRIPTION

The TRAC model of the AP600 is a finely-noded, multidimensional model of 184
hydrodynamic components [three vessel components and 181 one-dimensional (1D)
components] encompassing 1,136 3D and 990 1D computational fluid cells, and 55 heat-
structure components. The plant model has undergone an independent quality-assurance
check. The TRAC AP600 plant model reflects the AP600 design information available on
November 15, 1994. '

A DEGB of DVI-line A (DVI-A) at the nozzle connecting DVI-A to the reactor vessel is
assumed (Fig. 2). The vessel-side break area is constricted by a nozzle. The DVI-line side
of the break is the pipe cross-sectional area. The nozzle orifice area is 5.1% of the total
ADS discharge area. The DVI break disables one-half of the PSIS capacity of the AP600.
A constant containment pressure of 0.31 MPa (45 psia) is assumed.

IBLOCA ANALYSIS—;T RAC RESULTS

The key processes occurring in.an AP600 during a postulated DVI-line IBLOCA are
primary coolant system depressurization, inventory depletion, inventory replacement via
emergency core coolant (ECC) injection, maintenance of continuous core cooling, and
long-term decay heat rejection to the atmosphere. With due consideration for these key
processes, four periods have been selected to characterize the AP600 IBLOCA transient:
(1) break-dominated depressurization, (2) depressurization via ADS discharge to the
IRWST, (3) depressurization via ADS discharge to the containment, and (4) long-term
cooling. The selected periods (Fig. 3) provide a rational partitioning of the IBLOCA
sequence because system depressurization is required to bring the AP600 to a safe
shutdown condition. The sequence of events is provided in Table I.
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Period 1 - Break-Dominated Depressurization

The first period is an interval of break-dominated depressurization initiated by a DEGB in
DVI-A. The RCS rapidly depressurizes (Fig. 3) as mass and energy are lost through the
break. The vessel-side break flow rapidly diminishes (Fig. 4) because fluid near the break
flashes, increasing the resistance to flow through the break. As coolant flashes to vapor in
the hotter parts of the RCS, the rate of primary depressurization rapidly slows and then
stalls. However, coolant discharge from the vessel-side of the DEGB proceeds, continuing
the reduction in RCS inventory (Fig. 5) and contributing to voiding in the higher elevations
of RCS. The postulated break disables one-half of the PSIS capability, specifically the
A train. The inventories of ACC-A, CMT-A and the coolant delivered by one IRWST
discharge line (Fig. 6) are lost through the break and are discharged into the containment.
Coolant recirculation begins immediately after the CMT isolation valves are opened
following receipt of the S signal 9.2 s after break initiation. During the recirculation mode,
the CMTs remain full. The intact CMT (CMT-B) continues to recirculate throughout this
period and thus does not drain. However, the recirculation period of CMT -A lasts only a
few seconds, after which it begins to drain as coolant is lost through the break at a faster
rate than can be replenished through PBL-A, which feeds CMT-A. The break-dominated
depressurization period ends at 172.6 s when the first-stage ADS is activated following the
reduction of the inventory of CMT-A to the inventory set point (67% of initial inventory) at
which the ADS actuation signal is generated.

Period 2 - Depressurization Via ADS Discharge to the IRWST

The second period of this transient is characterized by depressurization via ADS discharge
to the IRWST. The period begins when the first-stage ADS actuates at 172.6 s and
concludes when the fourth-stage ADS actuates at 482.7 s. Each of the first three ADS
stages consist of two trains, which discharge primary system mass (Fig. 7) and energy into
the IRWST. Failures of one first-stage and one third-stage train are assumed as a
counterpart to the Westinghouse analysis of the same postulated accident.] First-stage
ADS actuation releases sufficient mass and energy to restart primary system
depressurization, even with one train inoperable (Fig. 3). The rate of depressurization is
moderate, but increases further when the second-stage ADS starts to open at 242.7 s, a
preset 70 s interval following first-stage ADS actuation. The second-stage ADS discharge
area is approximately 10 times greater than that of the single operative first-stage ADS and,
therefore, an observable increase in the rate of depressurization follows second-stage ADS
actuation. The RCS pressure soon decreases to 4.83 MPa (700 psia), initiating coolant
injection from the intact ACC (Fig. 8). The accumulator flow rate increases as the primary
pressure continues to decrease. The increasing accumulator flow gradually terminates
draining of the intact CMT attached to the same DVI line. A reverse flow through the intact
CMT is predicted. Draining of the intact CMT does not resume until the ACC empties at
the end of the third transient period. One train of the third-stage ADS starts to open at
362.7 s, a preset 120 s interval following ADS stage-2 actuation. One train of the third-
stage ADS has one-half the discharge area of the two ADS stage-2 trains.

Throughout this period, the balance of inventory losses through the ADS and vessel-side

break and inventory gains via CMT draining and accumulator injection vary. At the start of
the period, the vessel-side break flow dominates the RCS inventory loss, being nearly an
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order of magnitude greater than the inventory gain via CMT draining. The first-stage ADS
flow is a small contributor to inventory loss, approximately the same magnitude as the
CMT draining flow. At the end of the period, the downcomer liquid level has drained
below the level of the DVI nozzle, reducing the vessel-side break discharge to nearly zero.
The second- and third-stage ADS flows are the dominant contributors to the continuing loss
of RCS inventory. The maximum ADS mass flow through stages 1-3 is reached by 350 s
as ADS stage 2 fully opens. The total ADS flow is rapidly decreasing at the end of the
period. Throughout the period, the RCS coolant inventory decreases (Fig. 5). The intact
accumulator flow, however, continues at an increasing flow rate (Fig. 8) , setting the stage
for refilling the vessel early in the next period of the transient. The period of RCS
depressurization via dlscharge through ADS stages 1-3 to the IRWST ends at 482.7 s,
when fourth-stage ADS is activated following the reduction of the mventory of CMT-A to
20%, the volume fraction at which the fourth-stage actuation signal is generated.

Period 3 - Depressurization Via ADS Discharge to the Containment

The third period of this transient is characterized by depressurization via ADS discharge to
the containment. Each of two fourth-stage ADS lines connect to the top of a separate hot
leg and exhaust directly to the containment. The objective of the fourth-stage ADS is to
complete the depressurization of the primary system by reducing the RCS pressure below a
level at which the IRWST pool head is sufficient to induce injection. The period begins
when the fourth-stage ADS is actuated at 482.7 s, and concludes when the IRWST
injection begins at 631 s. About 80 s after fourth-stage ADS actuation, the RCS pressure
approaches the containment pressure (Fig. 3), establishing the precondition for IRWST
_ discharge into the intact DVI line once the ACC attached to the same line empties.

The fourth-stage ADS discharge area is approximately 62% of the total ADS system
discharge area. At the time of fourth-stage ADS actuation, the hot-leg piping contains only
a little liquid and, therefore, RCS depressurization continues with only a moderate
additional loss of coolant inventory over a period of approx1mately three minutes (Fig. 9).
After the discharge flow is established following opening of the ADS fourth stage, the rate
of RCS inventory loss through fourth-stage ADS oscillates but generally decreases as the
period progresses. Inventory discharges through ADS stages 1-3 continue to diminish
throughout the period and are small at the end of the period. Eventually, the rate at which
coolant is injected by the intact ACC exceeds the coolant loss through all stages of the ADS
and the vessel-side break. This occurs at about 535 s and the core begins to refill (Fig. 5).
The intact ACC empties at 623 s (Fig. 8). Draining of the intact CMT resumes shortly
before the intact ACC empties. IRWST draining through the intact DVI line begins shortly
after the intact ACC empties at 631 s, marking the end of the period.

Period 4 - Long-Term Cooling

The TRAC-PF1/MOD2 calculation does extend very far into the long-term cooling period.
Thus, the descriptive information provided for the long-term cooling period is based upon
other sources.3-5 The long-term cooling period begins with IRWST actuation and
continues indefinitely. IRWST injection begins at 631 s. Draining of the IRWST is
expected to take several days, after which water from the sump is recirculated indefinitely.
Water from the IRWST passes to the vessel downcomer through the DVI lines. The
injected water is heated in the core, a portion evaporates establishing a two-phase liquid
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level in the core, and the steam generated in the core is discharged to the containment
through the fourth-stage ADS. The passive containment cooling system plays an important
role during the long-term cooling period. Steam released into the containment through
either the break or fourth-stage ADS condenses on the inner surface of the steel
containment shell, and drains downward either to gutters that return the condensed liquid to
the IRWST or the sump. Heat transfer on the outside of the steel containment shell is by
evaporation of water and buoyancy induced circulation of air until the PCCS water supply
is exhausted. Thereafter, the buoyancy induced air flow is sufficient to remove the decay
heat released into the containment.

IBLOCA ANALYSIS—OTHER RESULTS

Scaled DVI-Line IBLLOCA in the ROSA Facility

The NRC has contracted with the Japan Atomic Energy Research Institute (JAERI) to
perform AP600 confirmatory testing in the JAERI's ROSA facility. ROSA is not a perfect
representation of the AP600 reactor, and numerous geometric distortions exist that must be
considered when projecting the ROSA response to the AP600.3 For example, AP600 has
two cold legs per loop. AP600 has two cold-leg pressure balance lines, each connecting
one CMT to one cold leg of the same loop. ROSA, however, has only a single cold leg per
loop. Both the NRC and JAERI have concluded that while ROSA is not an exact scale
model of the AP600, it is sufficiently similar to reproduce the most important thermal-
hydraulic phenomena associated with AP600.

In October 1994, an IBLOCA experiment, AP-DV-01, was conducted in the ROSA
facility.3 This experiment simulated a DEGB in one of the AP600 DV1 lines. Thus, one-
half of the PSIS injection capability was disabled. Although a TRAC-PF1/MOD2
assessment of the test results is not planned, the test has been reviewed with the objective
of highlighting areas of similarity and dissimilarity between the ROSA AP-DV-01 data and
the TRAC-calculated results for the same postulated accident in AP600. ROSA experiment
AP-DV-01 conditions differ in some respects from the TRAC counterpart model of a
Westinghouse DVI-line LOCA.1 For example, the ROSA break location is located ~6.8 m
from the reactor vessel nozzle, which is equivalent to about 8.3 m from the reactor vessel
nozzle in AP600. The break location for the TRAC DVI-line IBLOCA was at the reactor
vessel nozzle. The ADS is fully functional in the ROSA test. One stage of the first- and
third-stage ADS are assumed to fail in the TRAC calculation. A single heat exchanger and
fluid train simulates the AP600 PRHRS in ROSA. Both AP600 PRHRS trains are
simulated in the TRAC model. Other than the differences noted, the TRAC calculation is a
reasonable counterpart to ROSA experiment AP-DV-01. A comparative assessment of the
areas of similarity and dissimilarity between the TRAC calculation and ROSA experiment
AP-DV-01 is briefly summarized as follows.

The following similarities between the ROSA test results and TRAC calculated results
were identified. The sequence of events occurring during the ROSA experiment and in the
AP600 calculation are similar. The pressurizer empties early due to flashing associated
with the initial RCS depressurization. The pressurizer collapsed liquid level recovers
following opening of the first-stage ADS. RCS depressurization stalls prior to ADS
actuation when the hottest portions of the RCS saturate. The broken-line ACC discharges
for an interval, terminates before ADS stage-1 initiation, and resumes after the RCS
pressure once again decreases below the accumulator injection pressure. The broken-loop
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CMT drains fairly rapidly into the broken DVI line and thence out the break. The intact-
loop CMT has an initial period of recirculation, followed by a brief period of draining that
is terminated following accumulator injection. CMT injection does not resume until the
ACC is empty. CMT and IRWST injection proceed simultaneously after the ACC empties.
Cladding temperatures follow saturation pressure. There is no core cladding heatup.

The following significant dissimilarities between the ROSA test results and TRAC
calculated results were identified. The ROSA data show a shorter-duration primary
pressure plateau following RCS saturation. The single ROSA PRHRS transfers sufficient
energy from the RCS to the IRWST that RCS pressure begins to decrease before ADS
stage-1 operation. The TRAC-calculated RCS pressure plateau persists until ADS stage 1
is actuated. TRAC models both of the PRHRS trains. In the TRAC AP600 calculation,
asymmetries in the layouts of the two PRHRS trains result in different flows through the
two heat exchangers, possibly reducing the total calculated heat removal through the
PRHRS. Cladding temperatures follow RCS depressurization in both the ROSA data and
the TRAC calculation, but the cooldown rate differs because a faster depressurization
transient occurred in ROSA than that calculated by TRAC for AP600. In summary, the
TRAC-calculated DVI-line IBLOCA is in general agreement with respect to the important
systems, components, processes and phenomena occurring in ROSA test AP-DV-01. The
primary area of disagreement relates to the system pressure response arising from PRHRS
modeling and related processes and phenomena.

IBLOCA Analyses by Westinghouse Using NOTRUMP

In 1994, Westinghouse reported an analysis of a DVI-line IBLOCA.! The analysis was
based upon a calculation performed with the NOTRUMP code. No core uncovery and
cladding heatup is predicted to occur. This result is consistent with the TRAC-calculated
result. In addition, the NOTRUMP-calculated and TRAC-calculated event times for reactor
trip, S signal, start of RCP coastdown, ADS stage-1 actuation, start of intact-loop
accumulator flow, ADS stage-2 actuation, ADS stage-3 actuation, and ADS stage-4
actuation are similar. Differences between the NOTRUMP and TRAC calculations were
also observed. These included a shorter duration RCS pressure plateau, slower upper head
draining, recovery of the downcomer mixture level after ADS actuation, and lower ADS
flow rates predicted by NOTRUMP for the transient. Some of the differences may be
related to the Appendix K methodology incorporated in the NOTRUMP model. Others,
such as the the RCS pressure behavior following RCS saturation, may be related to
different modeling approaches for the PRHRS.

When code-to-code comparisons are made, three potential causal areas must be explored.
First, the same understanding of facility design and operation must be held by each team
developing a code input model. Second, the input model must adequately represent the
actual design and its operation. Third, code features or inadequacies may play a role. The
areas of agreement between the NOTRUMP and TRAC results seem to indicate that the
major features of both the codes and input models similarly represent AP600.

IBLOCA Analyses by the INEL

In 1995, Idaho National Engineering Laboratory (fNEL) staff analyzed an AP600 DVI-line
IBLOCA based on a RELAPS calculation.” The objective of the effort was to provide a
pretest AP600 counterpart calculation for ROSA DVI-line IBLOCA test AP-DV-01. Both
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baseline and sensitivity calculations were performed. A brief assessment of the similarities
and dissimilarities of the RELAPS5 pretest and TRAC calculations of the DVI-line IBLOCA
follows.

There were some differences in the problem statements for the two calculations. These
arise from differing objectives for the two AP600 DVI line LOCA. The objective of the
TRAC calculation is to replicate the conditions of a Westinghouse analysis! as previously
discussed. Thus, one train of the first-stage ADS is assumed to fail. One train of the third-
stage ADS is also assumed to fail. Al trains of the ADS are assumed to function in the
ROSA counterpart calculation. Although the break location for each calculation is in the
DVI line between the vessel and tee to the IRWST, the break location in the TRAC is closer
to the vessel. In the INEL calculation, the containment is initially assumed to be at
atmospheric pressure and is allowed to pressurize using a rudimentary containment model;
in the TRAC calculation, a constant 45-psia containment pressure was assumed. In
addition, there are modeling differences related to the codes themselves. The baseline
RELAPS calculation modeled the downcomer as a single axial stack of fluid volumes. A
sensitivity study was performed in which eight cross-connected axial stacks were used to
simulate the multidimensional character of the downcomer.

There are significant areas of similarity between the TRAC and RELAP calculations. In
general, the order and timing of events are similar. For example, the calculated times of
IRWST injection are within 15 s. ADS actuation is predicted to occur about 45 s earlier in
TRAC. RELAPS calculated an interval during which draining of the broken CMT stalled
when subcooled liquid from the downcomer entered the CMT and condensed vapor in the
CMT. Because the ADS actuation signal is generated on CMT liquid level, all ADS
actuations calculated by RELAP5 were delayed relative to the TRAC-calculated times.
There are significant areas of similarity regarding processes and phenomena. Similarities
are observed in the behavior of the ACC and CMT attached to the broken DVI line. The
behaviors of the intact ECC trains are similar. The inventory trends of the downcomer and
core calculated by the two codes are similar, with the exception discussed in the following
paragraph. Both codes predict that the core remains cooled throughout the accident.

Several significant phenomenological differences were calculated by the two codes. First,
RELAPS5 calculated a significantly larger early reduction of core coolant inventory than
TRAC. The collapsed liquid level decreased to 15% of the steady-state value early in the
transient but rapidly recovered shortly thereafter. During the same interval, the TRAC-
calculated core liquid fraction decreased to 70%. A RELAPS sensitivity calculation was
performed with RELAPS with the eight-stack model. The collapsed liquid level again
decreased to the bottom of the active fuel, but the duration of the core liquid level
depression was reduced. The break flows calculated by the two codes immediately
following the break are close. However, throughout the remainder of the period of break
dominated depressurization , the average TRAC-calculated break flow is about 65% of the
RELAPS5-calculated break flow. Thus, the difference in early core collapsed liquid level
calculated by the two codes is consistent with the differences in the calculated break flows.
The different break locations used in the two calculations may be significant, but a
sensitivity study has not yet been performed. Additional comparative reviews of the two
calculations, and possibly sensitivity calculations for the two break locations, would
provide the basis for understanding the root causes for the calculated differences. Second,
following ADS actuation, RELAPS calculates both more liquid in the pressurizer and a
longer period during which the pressurizer retains liquid. The ADS failure specification in
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the TRAC calculation is a contributing factor, although it is not clear if this is the total
explanation. Third, the pressurization plateau interval during the blowdown period is
shorter in the RELAPS calculation.. Los Alamos attributes the longer period of the pressure
plateau in the TRAC calculation to be associated with a reduced amount of heat rejection to
the PRHRS. - Sensitivity studies could provide insights into the adequacy of the TRAC
two-train PRHRS model. .

SUMMARY OBSERVATIONS

The summary observations that follow are based upon information from four sources. The
TRAC-calculation-based insights are complemented by a scaled DVI-line IBLOCA
experiment, test AP-DV-01, conducted in the ROSA facility.3 They are further
complement by counterpart analyses based upon DVI-line IBLOCA calculations performed
with other codes. The TRAC calculation documented in this report is a direct counterpart
of a calculation performed by Westinghouse using NOTRUMP.! The INEL has performed
a direct AP600 counterpart calculation to ROSA test AP-DV-01 using RELAP5/MOD3.6

Although similar processes, phenomena, and outcomes have been either calculated or
observed in each source, uncertainties remain. As with any scaled experimental facility,
atypicalities exist. Work underway at the INEL should help to characterize these
atypicalities. Activities to demonstrate code applicability for AP600 LOCA processes are
either in progress or planned. However, the uncertainty associated with TRAC and
RELAPS calculations of IBLOCA processes and phenomena have not been quantified to
date.

The key processes occurring in an AP600 during a IBLOCA are RCS depressurization,
inventory depletion, inventory replacement via ECC injection, maintenance of continuous
core cooling, and long-term decay heat rejection to the atmosphere.

RCS depressurization is successfully accomplished by the ADS. The primary outcomes of
. ADS depressurization are accumulator injection beginning at 4.83 MPa (700 psia), IRWST
injection beginning when the RCS pressure equilibriates with the containment pressure,
and the IRWST pool head is sufficient to inject coolant into the intact DVl line.

There are several sources of RCS inventory depletion. During the period of Break
Dominated Depressurization, period 1, the vessel-side break is the only source of RCS
inventory depletion. The vessel-side break is a significant contributor to inventory
depletion for the first one-third of period 2, the period of Depressurization Via ADS
Discharge to the IRWST. Discharges through the first three stages of the ADS are the
dominant cause of RCS coolant loss during this period. This is particularly true after the
vessel-side break flow diminishes when the downcomer liquid level drops below the
downcomer connection to the broken DVI line. Some RCS coolant resides in the
pressurizer following ADS stage-1 actuation, further reducing the circulating RCS coolant
inventory. Following actuation of the fourth-stage ADS at the start of period 3,
Depressurization Via ADS Discharge to the Containment, the fourth-stage ADS flow is the
largest cause of RCS inventory reduction. However, the péak fourth-stage ADS flow is
significantly lower than the peak flows through either the vessel-side break or ADS stages
1-3.
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There are several sources of inventory replacement via ECC injection. Of course, the entire
inventory of one ECC system train is lost as a direct result of the postulated DVI-line break.
Thus, only the inventory of the intact ECC train is available for cooling the core. Intact-
train accumulator injection begins following ADS actuation. Continuous draining of the
intact-train CMT begins once the intact-train accumulator drains. IRWST injection into the
intact DVT line begins following fourth-stage ADS actuation. Loss of RCS coolant
inventory terminates once the ECC flow from the intact-train accumulator exceeds the RCS
discharges through the vessel-side break, ADS stages 1-3, and ADS stage 4. This occurs
at about 535 s, during period 3, depressurization via ADS discharge to the containment.

The core is continuously cooled. ECC coolant injection from the single intact train is
sufficient to prevent core dryout.

Neither the calculations nor the ROSA test simulated that portion of the long-term cooling
period when sump injection is active. In addition, the containment cooling system, which
functions as an integral part of the long-term cooling process, was neither simulated in
ROSA nor modeled in the calculations. Thus, the conclusion that the core is continuously
cooled does not apply to the period of sump injection. The absence of this conclusion
regarding the latter phase of the long-term cooling period does not imply that continuous
core cooling is suspect. It only means that the needed analytical and/or experimental
confirmation of cooling is unavailable at the present time.
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Time (s)
0.0
8.3
9.2

10.4
18.9
25.4
152.5
172.6

242.77

255.2

328
337
362.7

482.7

512.7

516
623
631

TABLE I
IBLOCA SEQUENCE OF EVENTS
Event
Break occurs in DVI line A next to vessel.
Reactor trip on low pressurizer pressure.

"S" signal on low pressurizer pressure. Steam generator feedwater control
valves starts to close.

PRHRS isolation valve starts to open. CMT isolation valves start to open.
Main steam line isolation valves start to close.

Reactor coolant pumps trip.

67% liquid volume fraction reached in CMT-A (broken DVI line).

ADS stage 1 control-valve trip signal. Stage 1 of ADS train B starts to open.
Stage 1 of ADS train A assumed to be inoperative and does not open. Stage 1

valve opening time: 25 s.

ADS Stage 2 control-valve trip signal. Stage 2 valves of both ADS trains start to
open. Stage 2 valve opening time: 105 s.

20% CMT level signal. This signal, plus a 120-s delay after Stage 3 valves
open, allows actuation of ADS Stage 4 valves.

Flow through IRWST drain line-B (broken DVI line) begins.

CMT-A (broken DVI line) empties.

ADS Stage 3 control-valve trip signal. Stage 3 of ADS train A starts to open.
Stage 3 of ADS train B assumed to be inoperative and does not open. Stage 3

valve opening time: 105 s.

ADS Stage 4a and 4c valves start to open. 85% valve area assumed. Valve
opening time: 20 s.

ADS Stage 4b and 4d valves start to open. 85% valve area assumed. Valve
opening time: 20 s.

Accumulator-A (broken DVI line) empties.
Accumulator-B (intact DVI line) empties.

Flow through IRWST drain line-A (intact DVI line) begins.
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ABSTRACT

The Japan Atomic Energy Research Institute (JAERI) proposed a passive safety reactor
system concept, JPSR, which was developed for reducing manpower in operation and
maintenance and influence of human errors on reactor safety.

In the concept the system was extremely simplified. The inherent matching nature of
core generation and heat removal rate within a small volume change of the primary coolant
is introduced by eliminating chemical shim and adopting in-vessel control rod drive
mechanism units, a low power density core and once-through steam generators.

In order to simplify the system, a large pressurizer, canned pumps, passive engineered-
safety-features-system (residual heat removal system and coolant injection system) are adopted
and the total system can be significantly simpliﬁgd, The residual heat removal system is
completely passively actuated in non-LOCAs and is also used for depressurization of the
primary coolant system to actuate accumulators in small break LOCAs and reactor shutdown
cooling system in normal operation. All of systems for nuclear steam supply system are built
in the containment except for the air coolers as a the final heat sink of the passive residual
heat removal system. Accordingly the reliability of the safety system and the normal
operation systen; is improved, since most of residual heat removal system is always working
and a heat sink for normal operation system is "safety class". In the passive coolant injection

system, depressurization of the primary cooling system by residual heat removal system
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initiates injection from accumulators designed for the MS-600 in medium pressure and
initiates injection from the gravity driven coolant injection pool at low pressure. Analysis with
RETRAN-02/MOD3 code demonstrated the capability of passive load-following, self-power-

controllability, cooling and depressurization.

1. INTRODUCTION

Ordinary Pressurized Water Reactors (PWRs) consist of complex systems and there
are tremendously large number of subsystems, components and parts to be maintained.
Maintenance efforts are significantly large to detect defects and properly repair them, since
correct performance of these systems is essential for reliable operation of plants and actuation
of their safety systems. Therefore maintenance engineers are required highly technical efforts
to obtain good performance of these systems.

Operators are also required to identify malfunction of these systems and properly
operate the systems in order to avoid unallowable deviation. Accordingly human errors in
operation and maintenance may give big influence on safety. Thus a large number of qualified
engineers are required in the operation and maintenance work, however, it is expected to be
difficult to employ all of required engineers in future, since well-trained engineers will not
be able to be supplied enough to cope with the increase of nuclear plants. The increase of
nuclear plants also requires the decrease in potential risk per unit not to increase the total
potential risk in this world. One of solutions is simplification of reactor systems, which is
very effective to improve the reliability on the systems, reduce required qualified manpower
in operation and maintenance, improvement of safety and also reduce construction and
operation cost.

Many attempt have been done to develop concepts of simplified PWRs with passive
engineered-safety-features-system. The AP-600” and MS-600® PWR concepts have been
proposed by featuring passive engineered-safety-features-systems which can eliminate the
diesel generators, injection pumps and coolant supply systems for emergency. However, the

reactor shutdown system is the same as that of ordinary PWRs,where the failure of the system
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cannot be neglected.

In the PIUS® concept, stable operating condition is in a narrow band and a highly
concentrated soluble boron is physically filled the core for reactor shutdown, if operating
condition is shifted out of the narrow band. This reactor shutdown system is completely
passive and reliable, however even small disturbance in operation can induce reactor

shutdown, that is, the reactor system is safer but less practical as a power generating system.
The SPWR® concept has been developed by extending the PIUS concept and is intermediate

concept between the above-mentioned PWRs and the PIUS. Hydraulic-pressure-actuated
valves trigger to inject soluble boron actively by logical signal or passively by decrease of
pump discharge pressure. This is more Stable than the PIUS, however, all of important events
cannot be passively‘ covered by the system. These reactor shutdown systems with soluble
boron have some shortcomings; (1) replacement of the highly concentrated soluble boron in
the core with diluted soluble boron yielded by evaporation and condensation processes in the
system, (2) loss of soluble boron from the system by failure of boundary of the primary
coolant containment system and (3) probability of flow channel blockage in the core due to
crystallization of boric acid in boiling of the coolant.

Above-mentioned reactor concepts and ordinary PWRs use "chemical shim", that is,
soluble boron for compensating the decrease of reactivity due to burnup of nuclear fuel.
Accordingly their concentration is set to be high at the beginning of cycle and gradually
decreased with increase of burnup, and finally becomes almost zero. Therefore it makes
difficult to optimizia water chemistry in the primary coolant so as to minimize yielding rate
of the Corrosion Product (CP) and resultant radiation exposure by irradiated insoluble metal
oxide particle (crud) deposited on the structure of the primary coolant system. Thus ordinary
PWRs and previous advanced concepts have limitation in reduction of required qualified
manpower in operation and maintenance by simplification of reactor system.

At the Japan Atomic Energy Research Institute (JAERI) a simplified PWR concept
named JAERI Passive Safety Reactor (JPSR) System with full range self-power-

controllability, that is, physical stability, has been developed by adopting a reactor with an
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inherent matching nature of core power generation and heat remcval rate and a passive
engineered-safety-features-system, while in ordinary PWRs their selt-power-controllability is
limited in a narrow range near the operating point unless control rods and/or volume control
system are actuated. This paper describes the concept and results of quantitative analysis on

the performance with RETRAN-02/MOD3 code.

2. REACTOR SYSTEM
2.1 JPSR plant image

The JPSR consists of an in-containment-integrated Nuclear Steam Supply System
(NSSS) and a steam and power conversion system. The NSSS consists of a reactor, a primary
cooling system with once-through steam generators, a passive engineered-safety-features-
system, auxiliary cooling systems and control systems. The reactor has an inherent matching
nature of core heat generation and heat removal from the steam generators. The NSSS
provides a nuclear reaction interruption capability against moderator density decrease in
emergency and also an inherent load following capability in normal operation within a small
volume change in the primary coolant system. Accordingly influence of failure in the control
rod shutdown system can be minimized. In view from the steam and power conversion
system, the NSSS is a physically-slave system to produce steam equivalent to the feed water
mass flow rate as described later and no active control for the N