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Abstract

Institutional Computing (IC) Information Session

The LANL Institutional Computing Program (IC) will host an information session about the
current state of unclassified Institutional Computing at Los Alamos, exciting plans for the future,
and the current call for proposals for science and engineering projects requiring computing.
Program representatives will give short presentations and field questions about the call for
proposals and future planned machines, and discuss technical support available to existing and
future projects. Los Alamos has started making a serious institutional investment in open
computing available to our science projects, and that investment is expected to increase even
more.

Intended audience: Current and Potential Institutional Computing Users

Date & Time: Tuesday January 18, 1:00pm - 2:00pm

Location: Cochiti room, Oppenheimer Study Center

URL: http://int.lanl.gov/orgs/adtsc/Institutional_Computing/inst_comput.shtml
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Institutional Computing (IC)
Information Session

January 18, 2010

Ken Koch, HPC-DO, LANL
Bryan Lally, CCS-7, LANL

Andy White (IC Program Director)
Ken Koch & Bob Tomlinson (IC planning and support)
Bryan Lally & Mike Wall (programming support contacts, ic-help@lanl.gov )
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Outline

* Summary of Institutional Computing Resources and
Future Plans

* Summary of the IC 2011 Call for Proposals
* Programming Support
* Questions and Answers
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IC Computing Resources

All IC machines are in the LANL Turquoise network!
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Coyote Usage
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Coyote CPU Hours
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Lobo Usage

Electron-impact ionization: Colgan

fional Secunty, LLC for the DOE/NNSA Neutrino Flavorin CM’WO
Hurricane Rita Rain: Reisner A
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Cerrillos Usage

Cerrillos CPU Hours

Turbulence: Livescu }

Vacines/Phylogenetictrees:
Bhattacharya
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Laser backscatter: Finnegan
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Conejo & Mapache are modern large dual-socket
quad-core Intel Nehalem clusters

i 620 Compute nodes
Conaj o 4960 cores; 3GB/core 100% IC

110
gateway nodes
52.8 TF/s; 14.8 TB memory

592 Compute nodes
MapaChe 47386 cores; 3GB/core 25% IC, 75% ASC 5 Z%‘F?Ssas
50.4 TF/s; 14.2 TB memory

pa infiniBand 4x QDR Switch

NATIONAL LABORATORY
"

Cpersted by the Los Alamos National Security, LLC for the DOE/NNSA

NYSA

Slide 8

The IBM PowerXcell 8i Cell processor is the key to
Roadrunner’s and Cerrillos’ performance

* Cell Broadband Engine (CBE*) was
developed by Sony-Toshiba-IBM e
* used in Sony PlayStation 3

[ oo [[roffua][rof[es][ee]
* 8 Synergistic Processing Elem SP. 11 1] [ 1]
* 128-bit vector cores our [ oue |[ sur J[ owe || swr ] one
« 256 kB local memory [1

(LS = Local Store) / E1B (up 10 96 Bytesicycie)
* Direct Memory Access (DMA) [T I
engine (25.6 GB/s each) [z | PPE
* Chip interconnect (EIB) [ Povedc ff I
* Run SPE-code as POSIX threads

(SPMD, MPMD, streaming)
* 1 PowerPC PPE runs Linux OS i

Design: SPEs provide optimal
flop/s per watt in minimal area
This is an Exascale trend

/% * trademark of Sony Computer
. Los Alamos Entertainment, Inc.
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Cerrillos is a small Roadrunner (12%) =S

[ AcceleratedNods Concep | | Triblade Node with PCle-connected Cells
Cefaccelersted  AddC i
aach

[ ‘phrs the same memory foclprit for sech (4GB each), J
trconrech

Connected Unitcluster | 1,440 PowerXCell 8] chips = 147 TF, 5.8 T8
180 MT;;:“ wi Cells 720 dual-core Opterons = 5.2 7TF, 5.8 TB
* nodes
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Roadrunner Program Example:
SPaSM Molecular Dynamics with Lennard-Jones
‘ ~ Timeline iy
Opteron cell
to CBE: sf+ from Opt: s
' ——>» 10CBE x)y2z—} from Opt:x,y,z
MPF share ghostxy.z | | LJ - Sell nteraction interact within local box only |

1o CBE: ghost x,y,z—{» from Opt: ghost x,y .z

| LJ-List interaction interact between neighbor boxes |
Integrate
mark redistibuted p artides
from CBE: x.y.Z «4— 10 Optx,y,z ‘

MPI redistiib ute p aricles

cepas Compute intensive code runs on Cell
Sriram Swaminarayan 8 SPUs do parallel work on Cell
/J) IBM DaCS communication between Opteron and Cell
. Los Alamos MPI between Opterons

(A
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IC Resources and Anticipated Transition Timelines

Lobo Cerrillos | Conejo \ Mapache

CPU Cores 2580 total 4352 1440 4960 4736
(5* 516)
IC CPU Hours 22,600,800 9,530,880 12,614,400 43,449,600 10,371,840
per Year 1 28,592,640 (ASC) 31,115,520 (ASC)
Timeline Retirein  Moved to Red Utilized Existing IC Existing IC users
March this spring thru FY13  users by early- by early-
or FY14?  February February

New projects  New projects by
by mid-to-late  mid-to-late
February February

1 COSIM (climate program) gets 17.2% of all cycles for their funding support
CASL (DOE multi-lab nuclear energy hub) gets 10% of the remaining cycles
IC will allocate the rest to new selected proposals from this call

- 32.4M (Conejo), 7.7M (Mapache), & 9.4M (Cerrillos) CPU-hrs per year
P
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IC has an Aggressive Future Strategy, Motivated by
an Increased Interest and Support for Open Computing
by the Lab Director

* Target 10% of the largest
national open science

resources
. Thig is the scale of resources e Current
available to ASCR « Jaguar at ORNL (2.3 PF/s)

Leadership Computing \@\0
Facilities: ORNL & ANL . * Fy12113
* “OLCF-3/Titan” at ORNL
* Cray: Opterons + nVidia GPUs

* 20 PF/s

* Procure Mustang, a 200+ TF/s
system for deliver this coming

August/September! * “MiRA” at ANL
* |BM Blue Gene Q
* Follow two advanced * 10 PF/s

technology tracks * FY15-16 (DOE Exascale Initiative)

* GPU Accelerators * 200 PF/s pre-exascale systems
* Low-power processors * Almost certainly accelerated
~ * None of the above * 10% = 20PF/s
T,
» Los Alamos
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Other Current & Recent Institutional and Turquoise
Network Improvements

* Systems: * Turquoise Network Storage & Archive:
* Viz: Lightshow (replacing Phoenix) (ASC * Panasas upgrades:
funded) * 24 next-gen 40 TB shelves (960 TB @
* 24 nodes Intel Westmere, with 15 GBIs) (existing is 640 TB)
96 GB/node of memory & dual nVidia * New "director blades” for improved
Quadro 6000’s access performance

* All 10 GigE connected

* NFS upgrades:
* Moving from NetApps to GPFS

* IS&T: New Data Intensive Super
Computing (DISC) systems (director

funded) « NFS v4 testbed (better data i
. protection)
. HP F
Sulfon g FCamenowaes . i (lape)sprades 278 > 3
* Also in the open , but not an IC system: * /O backbone (PaScalBB) will be
New large Hybrid CPU+GPU testbed upgraded to dual-lanes when Coyote’s gone
cluster with nVidia & ATI GPUs (in CCS- « Network / bandwidth:
7 &HPC-5) * Much improved Yellow <> Turquoise
« Facilities: bal_'ldwidth through “Fast Data Pipe”
* Upgrades to the LDCC are planned & projact ) f
future facilities discussions are starting Rer e > Yellow Pahatmsrddn -
* Yellow Panasas - Turq archive: 662
N MB/s
7 -La oo * 10 Gb/s ESnet fully replacing Internet2
Opﬂ.dl;;lll": 108 Alamos National Security, LLC for the DOE/NNSA NA‘m
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IC 2011 Call for Proposals
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IC 2011 Call for Proposals

* Proposals are due back Monday, January 24th by
midnight via email to ic_proposal@lanl.gov
* 6 pages in PDF format using the Word template provided
* Proposals are for 2 years duration unless a shorter term is

requested
* hitps:/int.lanl.gov/orgs/adtsc/Institutional Computing/inst comput.shtml
or the LANL internal home page “What's Happening” link

* Proposals will be peer-reviewed and scored, and the
strongest and best proposals selected

* Aggregate allocations will be made consisting of:
* 32.4 million CPU-hrs per year on Conjeo for 2 years
* 7.7 million CPU-hrs per year on Mapache for 2 years
Ny 9.4 million CPU-hrs per year on Cerrillos for 2 years
d -

v
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IC Proposal Selection Outcomes

* Our process is competitive and our intent, as in the past, is to enable
all reasonable proposed projects to succeed and improve.

* Our ability to accomplish this will depend on the totality of requests
received relative to our resources.

* There are three levels of allocations:
* There will be full 2-year allocations for the best-reviewed proposals.

* There will be 1-year allocations for some excellent proposals that
did not make the above group and/or have significant promise, but
need additional time or effort to realize this potential.

* There will be modest allocations for proposals that require
substantial additional computational science development in order
to help them compete better in the future.

P
. Los Alamos
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Job CPU-hr Estimates

* A CPU-hour is also a core-hour of use.
* Conejo and Mapache jobs will all be run on whole nodes (8 cores)
dedicated to that job
* 1 wall clock hour amounts to 8 CPU-hrs per node
* Cerrillos jobs are all run on whole nodes (4 Opteron cores plus 4
Cells as accelerators) dedicated to that job
* 1 wall clock hour amounts to 4 CPU-hrs per node (not 8)

* Conejo & Mapache should be be faster than Coyote & Lobo
* Clock speeds are similar, yet the memory sub-systems are
considerably faster in the new Intel Nehalem nodes
* For CPU-hr estimates on a core-per-core basis use:
¢ 1.5x faster than Lobo (e.g. runs in 2/3 the time)
¢ 2.0x faster than Coyote (e.g. runs in 1/2 the time)
* YMMV (Your Mileage May Vary)
* If you have Nehalem performance estimates for your code, by all
N means use them.
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Programming Support
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User Group

* After discussions with several IC projects ...
* Create a User Group for IC projects and computing
* To discuss and solve common problems
* Begin with monthly meetings, adjust as needed
* Communications by email, wiki, meetings

* First Meeting: February 22t (time and place TBD)
* New project list
* Machine updates
* Fast data transfer to/from turquoise/yellow networks

2
- Los Alamos
MATIONAL LABORATORY
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Institutional Computing Help (ic-help)

* You have (some) support

* Support comes in the form of a group of people with
experience programming large clusters, and multi-core,
Cell-accelerated, and GPU-accelerated machines

* Many from CCS-7 (Applied Computer Science), but from
elsewhere around CCS and LANL as needed

» Support is requested through ic-help@lanl.gov

nnnnnnnnnnnnnnnn
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What support can and can’t do

What support isn’t:

» Standard support provided by ICN help desk
* Can'tlog in? Need an account? Network is down? Queues
are stuck? 665-4444 option 3!

* Help with science — you are the domain experts

nnnnnnn
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Can and can’t, continued

What support is:

* Design — how to take advantage of large advanced
architectures
* Cell
* Multi-core
* GPU
* Languages and libraries such as Cell SDK, OpenCL, CUDA,
pthreads, Domain Specific Languages, eftc.

* Help with implementation and porting to new machines —

help getting codes up and running
* Most importantly, running effectively!

-------
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Machine Summary

* Coyote going away in spring with Lobo to follow
* Cerrillos fully operational (small Roadrunner)

* Conejo & Mapache coming online in February

* Mustang operational December 2011

* Two additional systems targeted for 2012/2013 timeframe
* Cray GPU-accelerated system (1PF/s)
* IBM Blue Gene/Q (1 PF/s)
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Contact Information

* |C Users Group email: icug@lanl.gov

* |IC Wiki: http://ic-help.lanl.gov/
* Has link to the Institutional Computing page that has the CFP
and template
* |C Help email: ic-help@lanl.gov
i
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Questions and Answers
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Some Q&A'’s already seen

* Can a group of investigators combine multiple projects into

a single proposal?

* It is preferred that separate science areas submit separate
proposals, even if the projects use the same code, or engage
the same people. This helps in the selection process and in
the allocation of resources.

* Can post-docs be Pls?
* Yes

* Do Pls need to be from LANL?
* The primary Pl needs to be from LANL. Co-I's could be from
other institutions.

/'\
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Q&A

* Should | target a particular machine?

* Unless there is a compelling reason for needing Conejo
versus Mapache, we'll likely try to provide projects allocation
on one or the other.

* Cerrillos clearly requires different programming skills and
commitment and/or an already existing application. We
expect fewer proposals to compete for Cerrillos allocations,
and thus those projects targeting Cerrillos have a great
opportunity for significant cycles.
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The End
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