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What is GlusterEFS?

GlusterFS is a Linux based distributed file system,
designed to be highly scalable and serve many

clients
Brick1
nodexx:/some/ Volume 1
directory Brick1
Brick2 \
Brick2
nodexx:/some/ Exports:
directory SMB/CIFS/
NFS/GlusterFS
Brick3 / Volume 2 /
nodexx:/some/ Brick3
directory Brick4
Brick4 Multi-
nodexx:/some/ Platform
directory Clients
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Why Use GlusterFS?

No centralized metadata server
Scalability

Open Source

Dynamic and live service modifications
Can be used over Infiniband or Ethernet
Can be tuned for speed and/or resilience
Flexible administration
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Where Is It Useful?

Enterprise environments
* Virtualization

High Performance Computing (HPC)
Works with Mac, Linux, and Windows clients

o %
i - Los Alamos

£5T.1943




How Does It Work?

Individual nodes export bricks ( directories ) to
GlusterFS

GlusterFS combines bricks into virtual volumes

Brick1
nodexx:/some/ Volgme 1
directory Brick1
Brick2
Brick2
nodexx:/some/ Exports:
directory SMBJ/CIFS/
NFS/GlusterFS
Brick3 / Volume 2
nodexx:/some/ Br!ck3
directory Brick4
: Multi-
Brick4
nodexx:/some/ P|qtf0rm
directory Clients
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GlusterFS Volume Types

: Distributed Volumes
Different GlusterFs
volume types:
— > BRICK 1
—
— > BRICK 2
—
Striped Volumes Replicated Volumes
————
ﬁ‘ BRICK 1 ? BRICK 1
FILE A
e —
— ?
——— BRICK 2 BRICK 2
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Data Control

GlusterFS has a built in quota service and uses POSIX
ACLs for user control

POSIX ACLs

« Can set individual users or group permissions

Quotas
- Given via directory

Both apply to Mac and windows clients (NFS/
SAMBA)
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Exporting

GlusterFS volumes can be exported via NFSv3
« POSIX ACLs are lost when exporting directly via NFS

« Enable POSIX ACLs by mounting via GlusterFS and exporting
via NFS

SAMBA allows Windows users to modify NTFS

L] [} o
Permissions on files
Brick1
dexx:/some/
directory
Head Node
Export Via
NFS
Brick2
c:j x;g?yme/ '\cg‘llu”r;? E Jetclexports
Brick3
dexx:/some/
directory
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Data Support

Snapshots

* We used the rsnapshot utility to enable snapshots

» Use cron jobs to specify snapshot infervals and locations
Auditing

« The auditd utility can be used in conjunction with GlusterFS
« Shows detailed file interactions

GlusterFS built-in logging support

« Performance

« Diagnostics

« Events (Warnings, Errors, General Information)
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Administration

GlusterFS has an intuitive CLI

« Allows for quick volume tuning, shrinking, and expanding
while the system is online and available

 Easily infegrated into current infrastructure

Pitfalls

« Latency induced when mounting and exporting

« GlusterFS mounting/unmounting occasionally hung
« Metadata is distributed, thus harder to remove
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» Open Source
« Can use commodity hardware
« Can use 1 or 10Gbps Ethernet




Performance Testing Key

Base-N

Striped-X-N

Replicated-X-N

Hybrid-X-Y-N

Distributed across N nodes

Striped across X nodes on
an N node volume

Replicated across X nodes on
an N node volume

Striped across X nodes,
Distributed across Y nodes on an
N node volume
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Write Performance

GlusterFS Write Speeds with1 User in Parallel
Using The dd Command

> R

500 - — —— -

% Striped-4 [—\ﬁ

2 500 N

3 2007 — ——— E— = reoicocd| | [

5 100 / s [
0
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File Size
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Write Performance

GlusterFS Write Speeds with 4 Users in Parallel
Using The dd Command

>
500 BN [
400 —\ EE-
@ swiuta ||
g 300 /Qt \>\ ME-
T 200 N roeses [
(%)_ — - Hybr|d22--

PP P (P P P Q)N%%N\?L 6@\%0 WP AP (PP

File Size
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Write Performance

GlusterFS Write Speeds With 8 Users in Parallel
Using The dd Command
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Read Performance

GlusterFS Read Speeds with 1 User
Using the dd Command

4 Nodes | |8 Nodes

Base

/‘-\"\ Striped-2
i.E-]/ Striped-4
§ Feplicate-z
0 Hybrid-2-2
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Read Performance

GlusterFS Read Speeds with 4 Users in Parallel
Using the dd Command

600
5 O 0 4 Nodes | |8 Nodes
Base
—~ 400
% Striped-2
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§ 200 Feplicata-z
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0 Hybrid-2-2
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Read Performance

GlusterFS Read Speeds with 8 Users in Parallel
Using the dd Command

600
4 Nodes || 8 Nodes
500
Base

400 Striped-2
g 3 O O Striped-4
% Feplicated
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s Performance

Time to Is a Recursive Directory

10
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Fault Tolerance

Replicated volumes can self-heal

BRICK 1

FILE A

=
e

BRICK 2

BRICK 1

—

FILEA FILE B
/ /

BRICK 2
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Conclusions

GlusterFS proved to have widespread capabilities as
a virtual file system

Scalability is very dependent upon the underlying
hardware

Lack of built-in encryption and security paradigm

Best suited in a general purpose computing
environment
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Future Research

GlusterFS over Infiniband

Geo-replication

Unified File and Object Storage

Apache Hadoop

Scalability for 1000’'s of nodes

Using other filesystems on top of GlusterFS
Testing different RAID types
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