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Topics 

•  Introduction 

•  LANL Moab Configuration 

•  Job Scheduling Criteria 

•  Policies 

•  Prioritiy Calculation 

•  What to do 
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Why is a Job Not Running? 

•  The most frequent Moab question we receive 

•  93%* of the time, the answer is, “because the cluster is 
busy” and the job has to wait its turn (*not really, but seems like it) 

•  Most users want to know why other jobs launched in front 
of their own 

•  A subset of those want to know what they can do about it 

•  Here is an attempt to explain it all, but you can always go 
to the source:  
http://www.adaptivecomputing.com/resources/docs/mwm/
6-0/5.1.2priorityfactors.php 
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Our LANL Moab Configuration 

•  Adaptive Computing (Moab) tells us we have “Moab on 
Steroids” 
–  Poll of other sites show less complex configurations:  Ofc. of 

Science, DoE+DoD Labs, NASA, NCAR, NERSC, etc. 

•  Gradually exploit many features tailoring job scheduling to 
suit your needs – “complexity creep” 

•  Simplify for users when we can 
–  project, Account, QoS, class/queue have same name 
–  msub -l procs=… (vs. nodes=X:ppn=Y) 
–  reduce priority calculation factors 
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LANL Moab Job Scheduling Criteria 

•  Policy 
-  Queue limits 
-  Account limits 
-  Reservations 
-  Other limits, eg. MAXIJOB, Qtime cap 
-  User limits not in use today 
-  http://hpc.lanl.gov/policy_lookup 

•  Priority 
–  Simple arithmetic calculation, frequently dominated by Fairshare 

Note:  Some commands shown in this presentation are off limits – call 
ICN Consulting to obtain information 



U N C L A S S I F I E D   

U N C L A S S I F I E D	



Queue-based Limits 

•  Use Moab’s mdiag command to obtain information on 
user, class/queue, Account, QoS 

•  This example shows several queue-based limits 
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Queue-based Limits 

•  This example shows 
-  Max procs for this queue, all users:  MAXPROC!
-  Max procs per user in this queue:  MAX.PROC 
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Queue-based Limits 

•  The Wild West free-for-all 
-  Mustang:  any user can grab all 38,400 cores for 16 hours!
-  Pinto:  all 2,848 cores for 16 hours 
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Account-based Limits 

•  Another available knob 

•  This example shows 
-  Max procs for this Account, all users:  MAXPROC!
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Reservations Can Get in the Way 

•  Example of a Standing Resevation 
–  Weekdays, 7am for 12 hours, 48 nodes 
–  Daytime interactive use on a development cluster, batch starts @ 7pm 
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Other Limits - MAXIJOB 

•  Maximum number of jobs per user in an Idle state that are 
eligible to launch, accumulating Qtime 

•  Your hundreds of jobs are still in the queue, but only a 
few accumulate Qtime priority 

•  This file is a copy and not always visible – call ICN 
Consulting if you need info: 
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The Crux:  Job Priority Calculation 

Priority 169972 = 100 * (0.0*10) +      Credentials  - 0% 
100 * (1.0*1 + 0.0*10 + 5.0*100) +   Fairshare    - 29.4% 
 10 * (1000.*1 + 1099.*10 + 0.0*10)  Service       - 70.6% 

Note the roundoff under the hood (ie. 169,972 vs. 170k). 

percent contribution to total priority 
 100 = 0.0 + 29.4 + 70.6 
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Priority Factor Terminology 

•  Job Credentials – preassigned allocation by category (user, 
group, QoS, Account, queue)  

•  Fairshare – usage history, incl. walltime accuracy if shown, 
negative values indicate overserviced user/Account/QoS 

•  Service Level (requested) – includes Qtime and Xfactor 

•  Fairshare Unit of Measure – shares.  Not time. 

•  Qtime – time spent Idle and eligible, capped at 1000 minutes 

•  Xfactor –  eXpansion factor, (1 + Qtime)/walltime, favoring 
short duration jobs 
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Job Credentials 

•  Your job has defaults 

•  Change them with:  msub -A <acct> -q <queue> -l qos= 
or else use mjobctl if the job is already submitted!
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Fairshare 

•  Tracks usage history against targets per user, group, 
Account, class/queue, and QoS.  See:  
http://hpc.lanl.gov/moab_fairshare and 
http://www.adaptivecomputing.com/resources/docs/mwm/
6-0/6.3fairshare.php 

•  We can set interval, depth, decay, and policy 

•  We use QoS targets (in shares) to deliver allocations 

•  Incorporates recent history but will not stop job launch 
from empty queue (ie. negative priority) 

•  Irrigation water:  cannot use large allocation at deadline 
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Example Fairshare Configuration 

•   32-days of history decayed by 5% per day 
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Additioinal Job Priority Factors 

•  Res – Requested Job Resources   
–  Negative Node count favors narrow jobs 
–  Negative Wtime favors short duration jobs 
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Strictly QoS Based Priority 

•  Predetermined Allocation for Priority Groups 
–  All but ignore Fairshare and Usage History 
–  First come, first served within the QoS (Priority Group) 
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What is a User to Do? 

•  Backfill:  request the smallest walltime, narrowest width 
that your application can use 
–  Your job might squeeze-in between reservations 
–  Improves overall scheduler effectiveness 
–  (except some platforms favor wide jobs; look before you leap) 

•  Job Resilience – grab one or two extra nodes to ride 
through failures within same allocation. Example:  
http://hpc.lanl.gov/resilient_script 

•  By all means, be a conscientious citizen 
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What is a User to Do? 

•  Something may be broken – give us a call 
–  If /tmp is full, then msub cannot submit a job  
–  Moab runs on a separate server in a private network and may 

lose contact with the cluster 
–  It uses a database, collaborates with a resource manager (Torque 

or SLURM), and sometimes gets in a weird state 

•  Emergency (deadline, etc.):  request DAT or reservation  
http://hpc.lanl.gov/DAT_process 
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Question?    Answer:  ICN Consulting Office 

consult@lanl.gov   505-665-4444  Option 3	
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U N C L A S S I F I E D !

Backup Material 
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What Do Others Implement?   

•  Manual Intervention 

•  Combination of User FS, Qtime, Job Width 

•  Strictly Qtime 

•  Qtime-based, with a hit from fairshare history 

•  Fairshare based, with Account+class/queue favoring,  
plus Qtime growth (some day all jobs will run) 
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Samples of Other Sites 
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Samples of Other Sites 
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Go to the Source 

•  Fairshare described here:  
http://www.adaptivecomputing.com/resources/docs/mwm/
6-0/6.3fairshare.php 


