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Abstract 19 

Experiments at the Department of Energy’s Rifle Integrated Field Research Challenge 20 

(IFRC) site near Rifle, Colorado (USA) have demonstrated the ability to remove 21 

uranium from groundwater by stimulating the growth and activity of Geobacter species 22 

through acetate amendment. Prolonging the activity of these strains in order to optimize 23 

uranium bioremediation has prompted the development of minimally-invasive and 24 

spatially-extensive monitoring methods diagnostic of their in situ activity and the end 25 

products of their metabolism. Here we demonstrate the use of complex resistivity 26 

imaging for monitoring biogeochemical changes accompanying stimulation of 27 

indigenous aquifer microorganisms during and after a prolonged period (100+ days) of 28 

acetate injection. A thorough raw-data statistical analysis of discrepancies between 29 

normal and reciprocal measurements and incorporation of a new power-law phase-error 30 

model in the inversion were used to significantly improve the quality of the resistivity 31 

phase images over those obtained during previous monitoring experiments at the Rifle 32 

IRFC site. The imaging results reveal spatiotemporal changes in the phase response of 33 

aquifer sediments, which correlate with increases in Fe(II) and precipitation of metal 34 

sulfides (e.g., FeS) following the iterative stimulation of iron and sulfate reducing 35 

microorganism. Only modest changes in resistivity magnitude were observed over the 36 

monitoring period. The largest phase anomalies (>40 mrad) were observed hundreds of 37 

days after halting acetate injection, in conjunction with accumulation of Fe(II)  in the 38 

presence of residual FeS minerals, reflecting preservation of geochemically reduced 39 

conditions in the aquifer – a prerequisite for ensuring the long-term stability of 40 

immobilized, redox-sensitive contaminants, such as uranium. 41 
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1. Introduction 42 

A variety of industrial processes have left many sites around the world contaminated 43 

with radioactive wastes, such as uranium. Groundwater contamination is of particular 44 

concern because oxidized uranium is generally soluble in groundwater, and therefore 45 

mobile within the subsurface [Anderson et al., 2003]. Thus, different techniques have 46 

been applied to effectively remove uranium from groundwater, such as pump and treat 47 

or permeable reactive barriers [e.g., Morrison et al., 2006]. Unfortunately, such 48 

techniques have typically failed to ensure prolonged removal of uranium to levels 49 

mandated by regulatory agencies, thus leading to research into new remediation 50 

methods. Considering the redox behavior of uranium, bioremediation has emerged as an 51 

attractive alternative to lower the concentration of aqueous uranium in groundwater to 52 

acceptable levels. The governing idea is to promote the in situ immobilization of 53 

uranium through stimulation of indigenous microorganisms capable of reducing the 54 

soluble, oxidized form of uranium [U(VI)] to an insoluble form [U(IV)] [Lovley et al., 55 

1991; Gorby and Lovley, 1992]. Previous field studies have demonstrated the ability to 56 

remove aqueous uranium from groundwater by stimulating iron and sulfate reducing 57 

bacteria through injection of organic carbon [e.g., Anderson et al., 2003; Vrionis et al., 58 

2005]. However, development of monitoring techniques with sufficient spatial and 59 

temporal resolution is still required to assess remediation efficacy at locations not 60 

directly sampled by groundwater monitoring wells and over long timescales.  61 

 62 

Complex resistivity imaging has been demonstrated to provide valuable information for 63 

improved subsurface hydrological and environmental characterization [Kemna et al., 64 

2004; Hördt et al., 2007]. This is due to the fact that the electrical induced polarization 65 

(IP), measured with the method in terms of resistivity phase, contains important 66 



 

4 

information about the geometry of the pore space, the characteristics of the mineral 67 

surface, and the ability to transfer electrical charge across the fluid-mineral interface 68 

[e.g., Lesmes and Frye 2001; Binley et al., 2005]. Hence, complex resistivity imaging 69 

appears to be a suitable technique for monitoring changes in subsurface properties that 70 

accompany microbial activity, including the accumulation of reactive aqueous end 71 

products and the precipitation of metallic minerals.  72 

 73 

As an example, consider the metabolic end products associated with the activity of iron 74 

and sulfate reducing microorganisms. Enzymatic reduction of ferric minerals by iron 75 

reducing bacteria (FeRB) leads to an increase in both aqueous and sorbed Fe(II), as well 76 

as changes in the mineralogy of the mineral phases (e.g., conversion of ferrihydrite to 77 

goethite and magnetite) [Lovley et al., 2004]. The increase in aqueous sulfide (∑H2S) 78 

that accompanies the activity of sulfate reducing bacteria (SRB) leads to the 79 

precipitation of iron sulfides due to elevated concentrations of Fe(II) produced through 80 

both enzymatic and abiotic pathways (i.e., reduction of ferric minerals by ∑H2S) [Yao 81 

and Millero, 1996]. Geophysical exploration of metallic ore deposits has deployed 82 

induced polarization and electrical resistivity methods for decades [e.g., Marshall and 83 

Madden, 1959; Pelton and Smith, 1976], with particularly strong IP responses reported 84 

for massive and disseminated metal sulfides [e.g., Pelton et al., 1978; Wong 1979].  85 

 86 

In recent years, laboratory measurements of the spectral induced polarization (SIP) 87 

response of biostimulated sediments have been used to delineate changes in physical 88 

and chemical properties following enhanced microbial activity [Ntarlagiannis et al., 89 

2005a; Williams et al., 2005; Personna et al., 2008]. At the field scale, anomalous IP 90 

signatures were found to correlate with the accumulation of iron sulfides following a 91 
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biostimulation experiment [Williams et al., 2009]. While encouraging, these initial field 92 

results were based on data obtained at relatively sparse time intervals and with results 93 

reported for only two measurement frequencies (0.125 and 1 Hz). As such, better 94 

constrained SIP monitoring experiments are needed to (a) provide appropriate 95 

comparisons with laboratory SIP experiments and (b) quantify the effect of microbial 96 

activity on the measured signatures (i.e., computed images) at multiple stages during 97 

and after the remediation process. 98 

  99 

In this study, we present time-lapse complex resistivity imaging results computed for 100 

data collected at regular intervals over a two-year period during and after acetate 101 

amendment. A thorough data analysis and an improved model to quantify the data error 102 

in the underlying inversion were applied to enhance the quality of the computed images. 103 

Based on our approach, we suggest that complex resistivity images can provide 104 

information – in quasi-real time – about aquifer redox status at different stages during 105 

the remediation processes. This is crucial to determine when further biostimulation (i.e., 106 

resumed injection of organic carbon) is required in order to maintain conditions 107 

favorable for the immobilization of redox sensitive contaminants, such as uranium. 108 

Although not directly studied here, the proposed complex resistivity monitoring 109 

approach is generally extendable to remediation approaches targeting contaminants 110 

other than uranium, such as metals and organic pollutants. 111 

 112 

2. Material and Methods 113 

2.1. Complex resistivity method 114 

This section provides a short description of the complex resistivity method [for a more 115 

detailed review see, for example, Sumner, 1976; Telford et al., 1990] and the 116 
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petrophysical controls on the measurements. The complex resistivity method is based 117 

on frequency-domain transfer impedance measurements, where each measurement 118 

involves four electrodes (two to inject current and two to measure the resultant voltage) 119 

and comprises magnitude (i.e., resistance) and phase (i.e., phase shift between current 120 

and voltage signals). Modern measuring devices can collect thousands of measurements 121 

in a few hours from electrodes located on the surface or in boreholes.  122 

 123 

By means of an inversion algorithm [see, e.g., Binley and Kemna, 2005], a set of 124 

measured impedances can be converted into a distribution of complex resistivity values 125 

representing the subsurface. Multi-frequency or spectral IP involves impedance 126 

measurements over a wide range of frequencies (typically 0.01 to 1000 Hz) to gain 127 

information about the frequency dependence of complex resistivity. The complex 128 

resistivity (ρ(ω)) can be expressed by its magnitude (|ρ(ω)|) and phase (φ(ω)), by its 129 

real (ρ´(ω)) and imaginary (ρ´´(ω)) components, and also in terms of complex 130 

conductivity (σ(ω)): 131 

 132 

ρ(ω) = ρ´(ω) + i ρ´´(ω) = |ρ(ω)| e
i φ(ω)

 = 1/σ(ω) ,            (1) 133 

 134 

with i
2
 = −1 and ω denoting the excitation frequency. The real part accounts for ohmic 135 

conduction (associated with energy loss), whereas the imaginary component is related 136 

to polarization (i.e., energy storage) as result of accumulation of charge and charge 137 

transfer reactions taking place along the fluid-mineral interface. 138 

 139 

The magnitude of the complex resistivity (commonly simply referred to as resistivity) 140 

of sediments without electronically conductive minerals is mainly controlled by the 141 
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properties of the pore-filling electrolyte (i.e., electrical conductivity of the fluid), 142 

porosity, and by the connectivity of the pore space, with well-established petrophysical 143 

relationships enabling derivation of properties of interest (e.g., porosity and saturation) 144 

using resistivity data [Archie, 1942]. In contrast, the mechanisms underlying the 145 

resistivity phase response of sediments are less well understood and conclusive 146 

interpretation of IP data remains challenging, as does quantitative estimation of 147 

hydrologic and biogeochemical parameters derived from IP data-sets [e.g., Merriam, 148 

2007; Slater, 2007; Williams et al., 2009]. Nonetheless, recently developed mechanistic 149 

models describing the physicochemical properties of soils and sediments (in metal-free 150 

and bacteria-free porous media) that underlie the SIP response suggest an ever-151 

improving ability to derive quantitative estimates from SIP data-sets [e.g., Leroy et al., 152 

2008; Revil and Florsch, 2010]. Additionally, stochastic estimation methods using SIP 153 

data and petrophysical relationships offer an approach for quantifying parameters of 154 

interest and their associated uncertainties, such as metal sulfide content and particle size 155 

distributions of pore clogging mineralization [Chen et al., 2009]. 156 

 157 

Strong resistivity phase responses are related to the presence of metallic minerals in 158 

contact with an electrolyte [e.g., Marshall and Madden, 1959; Pelton et al., 1978]. In 159 

the presence of metallic minerals (i.e., electronic conductors), the application of an 160 

external electrical field induces a change in the charge transfer mechanism from 161 

electrolytic (i.e., ionic transport in the pore fluid) to electronic (i.e., electron transfer 162 

within the metallic mineral) through electron transfer reactions at the fluid-mineral 163 

interface, associated with a phase shift between the applied current and the measured 164 

voltage. This mechanism is referred to as electrode polarization [for a complete 165 

description, see, e.g., Sumner, 1976; Angoran and Madden, 1977; Wong, 1979; 166 
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Merriam, 2007; Revil and Cosenza, 2010], and it is strongly related to the surface area 167 

and particle diameter of the (semi)conductive mineral grain [Wong, 1979; Slater et al., 168 

2005], as well as the electrolyte composition and aggregation state of the minerals 169 

[Angoran and Madden, 1977; Williams et al., 2005; 2009]. 170 

 171 

Based on the strong phase response for metallic minerals, several studies have described 172 

the use of IP measurements for the detection and prospecting of buried ore 173 

mineralization, specifically metal sulfides [e.g., van Voorhis et al., 1973; Pelton and 174 

Smith, 1976; Wong, 1979]. Further studies have demonstrated a proportional correlation 175 

between the size and volumetric enrichment of the metallic minerals and a characteristic 176 

frequency response (described by a characteristic relaxation time) [Pelton et al., 1978; 177 

Olhoeft, 1985]. Recent laboratory studies have demonstrated a linear correlation 178 

between the imaginary component of the complex conductivity and the total metallic 179 

surface area of precipitated metallic minerals [Slater et al., 2005; 2007], with other 180 

studies attributing changes in the frequency-dependent responses to variations in the 181 

concentration of electroactive ions in the pore fluid [Angoran and Madden 1979; Wong, 182 

1979; Williams et al., 2005] or spatiotemporal changes in location of the mineralization 183 

[Ntarlagiannis et al., 2005a]. Given the multitude of condition-dependent factors 184 

controlling the complex resistivity response, further studies are warranted.  185 

 186 

Lesser but measurable complex resistivity phase responses have also been reported for 187 

non-metallic minerals, related to polarization mechanisms in the electrical double layer 188 

surrounding mineral particles, denoted as electrochemical polarization [described in, 189 

e.g., Lesmes and Morgan, 2001; Leroy et al., 2008]. Additionally, a membrane 190 

polarization mechanism [e.g., Marshall and Madden, 1959; Titov et al., 2002] can also 191 
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exist when surface charge at the grain interface establishes a potential throughout the 192 

pore constituting ion-selective zones.   193 

 194 

Additional factors may influence complex resistivity signatures associated with 195 

microbial activity. Formation of microbially-mediated minerals leads to an increase in 196 

total specific surface area, and, hence, enhancement of phase responses. The effect is 197 

enhanced if the precipitated minerals exhibit polarization properties (i.e. metallic 198 

minerals, such as FeS, which facilitate the change in charge transfer process) 199 

[Ntarlagiannis et al., 2005a; Slater et al., 2005; Williams et al., 2005]. The stimulated 200 

growth of microbial cells is also related to an increase of surface area, suggesting a 201 

measurable increase of the phase response [e.g., Abdel Aal et al., 2004; 2010; Davis et 202 

al., 2006]; however, related studies have demonstrated that the polarization values 203 

generated at the microbial cell-fluid interface are significantly lower (<2 mrad) than the 204 

response generated by precipitated metallic minerals (~15 mrad) [Ntarlagiannis et al., 205 

2005b; Williams et al., 2009]. Reversible reactions may also impact the complex 206 

resistivity signatures [e.g., Slater et al., 2007], including changes in the geochemical 207 

composition of the groundwater and solid phase constituents. Particularly, the cessation 208 

of active biostimulation and organic carbon amendment delivery may lead to re-209 

oxidation of reduced mineral phases (e.g., FeS) that in turn can generate a variety of 210 

(semi)conductive iron oxide minerals (e.g., ferrihydrite, lepidocrocite, goethite, etc.). 211 

Such a process can lead to additional changes in the surface area of pore-filling 212 

mineralization and further modify spatiotemporal complex resistivity signals. 213 

 214 

2.2. Site description 215 
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The Rifle IFRC site is located near Rifle, Colorado (USA), on the grounds of a former 216 

uranium processing facility. An extended description of the site is given in many other 217 

works [e.g., Anderson et al., 2003; Vrionis et al, 2005; Englert et al., 2009]. In general, 218 

an artificial clay-rich fill extends from the ground surface to a depth of ~1.75 m below 219 

ground surface (bgs). Beneath this fill are unconsolidated fluvial sediments composed 220 

of sand, silt, clay, and gravel. While varying seasonally by ca. 1 m, the average depth to 221 

groundwater in the vicinity of the complex resistivity study area is 3.5 m bgs and flow 222 

direction is toward the southwest. Reported iron bearing minerals in the unconfined 223 

aquifer consist of goethite, chlorite, magnetite, hematite, and pyrite [Qafoku et al., 224 

2009]. The low permeability Wasatch formation (composed of Eocene gravels, silts, 225 

and clays) underlies these sediments at a depth of ca. 6.5 m bgs and constitutes a lower 226 

boundary to groundwater flow. 227 

 228 

2.3. Experimental set-up 229 

As described by Williams et al. [2011], biostimulation via acetate injection was 230 

performed to reduce and immobilize U(VI) in the unconfined aquifer. Site groundwater 231 

was amended with bromide and acetate and introduced to the aquifer using ten injection 232 

boreholes (Figure 1). Fifteen monitoring wells were used to collect groundwater 233 

samples for geochemical analysis throughout the experiment, including three up-234 

gradient and twelve down-gradient from the area of injection (Figure 1). The first 235 

experiment was initiated in August of 2007, during which acetate and bromide were 236 

injected over 31 days, with a target in situ aquifer concentration of 5 mM acetate and 2 237 

mM bromide. An extended biostimulation experiment was performed in 2008. For the 238 

second experiment, the first 15-day injection period targeted an in situ acetate 239 

concentration of 5 mM, followed by 8 days where acetate-free groundwater was 240 
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injected. A second period of 5 mM acetate injection occurred over the next 15 days, 241 

followed by an increase to 15 mM on day 38 due to the complete consumption of 242 

acetate as a result of extensive sulfate reduction. Injection of elevated acetate (15 mM) 243 

continued through day 110, after which time injection ceased. 244 

 245 

Complex resistivity measurements were collected periodically during both experiments 246 

(2007 and 2008) along two arrays (array A and B), which were oriented perpendicular 247 

to groundwater flow and were located approximately 3 and 6 m down-gradient from the 248 

injection gallery (Figure 1). Each array consisted of 30 electrodes with 1 m spacing for 249 

a total individual profile length of 29 m. The two arrays were parallel and centered with 250 

respect to the injection gallery (Figure 1). For the 2007 experiment, measurements were 251 

obtained before injection began and then every 12 days during the injection interval; a 252 

final data-set was collected 8 weeks after the injection ceased. For the 2008 experiment, 253 

the measurements were collected every 3 days during the injection cycle and every 2 254 

and 6 months afterwards over the course of a year. Measurements in 2007 were 255 

collected at 1 and 4 Hz, similar to Williams et al. [2009]; while the data collected in 256 

2008 were acquired over the 0.25 to 64 Hz frequency range, attempting to record a 257 

wider spectral response. A summary of the different acetate injections, their duration 258 

and details on the acquisition of complex resistivity measurements is presented in Table 259 

1. 260 

 261 

Non-polarizing metal-metal salt (Cu/CuSO4) electrodes were deployed in order to 262 

minimize unwanted effects due to polarization of the electrodes, which are particularly 263 

critical for measurements made at low frequency (<10 Hz), as noted in previous studies 264 

[e.g., LaBrecque and Daily, 2008]. The measurements in this study were carried out 265 
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using a dipole-dipole configuration with a skip-3 protocol (i.e., each dipole skipping 3 266 

electrodes, resulting in a dipole length of 4 m for the current and potential dipoles). This 267 

measurement protocol has been used in a previous study [Williams et al., 2009] 268 

showing a good resolution for depths up to 7 m, and reasonable acquisition times. The 269 

selection of an appropriate measuring protocol plays a significant role regarding the 270 

resolution of the images and it has been the issue of several works [e.g., Bing and 271 

Greenhalgh, 2000; Stummer et al., 2004]. It is also important to remark that 272 

measurements of complex resistivity performed at low frequencies (< 1 Hz) require 273 

large acquisition times (up to several hours). Regarding all this, the aim is to find the 274 

best compromise between high signal-to-noise ratio (favored by large dipole lengths), 275 

high resolution (favored by small dipole lengths) and short acquisition times 276 

(determined by the number of independent measurements). At the same time it is also 277 

important to avoid measurements where the potential electrodes are placed inside the 278 

current dipole and those with a large separation between dipoles (restricting the depth of 279 

penetration of our measurements) in order to reduce inductive coupling [e.g., Pelton et 280 

al., 19878].  281 

 282 

2.4. Inversion approach 283 

Our investigation is based on complex resistivity images obtained using the 284 

smoothness-constraint inversion code by Kemna [2000]. The algorithm calculates the 285 

complex resistivity distribution on a 2D grid of lumped finite-element cells from a 286 

given data-set of transfer impedances (Zi, i = 1, …, N; with N being the number of 287 

measurements), at a given frequency. Within the inversion, log-transformed impedances 288 

are used as data and log-transformed complex resistivities as parameters. Through using 289 

log-transformed values, it is possible to account for the typical large range in the 290 
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resistance values of data-sets and of electrical resistivity values in the subsurface, 291 

respectively. The inversion algorithm iteratively minimizes an objective function, Ψ(m), 292 

which is composed of the measures of data misfit and model roughness, with both terms 293 

being balanced by a real-valued regularization parameter, λ: 294 

  295 

[ ] 2

m

2

d )()( mWmfdWm λΨ +−=
 
,                     (2) 296 

 297 

In equation (2), d is the complex-valued data vector (di = lnZi), m is the complex-valued 298 

model vector (mj = lnρj; j = 1… M; with M being the number of parameter cells), f(m) is 299 

the complex-valued operator of the forward model, Wm is a real-valued matrix 300 

evaluating the first-order roughness of m, and Wd is a complex-valued data weighting 301 

matrix. Assuming uncorrelated and normally distributed data errors, Wd is diagonal and 302 

given by 303 

 304 









=
Nεε

1
 ..., ,

1
diag

1

dW  ,                       (3) 305 

 306 

with 307 

 308 

)(i|)|(ln iii sZs ϕε +=  ,                       (4) 309 

 310 

where s(ln|Zi|) and s(φi) represent the real-valued data error (standard deviation) of the 311 

log magnitude (i.e., resistance), |Zi|, and the phase, φi, respectively, of the impedance 312 

i
ii ZZ

ϕi
e||= . Note that di = ln|Zi| + i φi , and that Equation 4 describes an error ellipse in 313 
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the complex plane around di. The iteration process is stopped when the RMS data 314 

misfit, 315 

∑
=

−
=

N

i i

ii fd

N
RMS

1
2

2
)(1

ε

m
 ,           (5) 316 

reaches a value of one for a maximum possible value of λ, yielding the smoothest model 317 

subject to fitting the complex data within the error ellipse defined by εi. 318 

 319 

Once the complex data misfit has reached an RMS value of one, it is possible to run 320 

additional inversion iterations purely for the phase (i.e., keeping the already inverted 321 

magnitude image fixed) in order to improve the phase image. This is critical, given that 322 

the log resistance error is typically one order of magnitude larger than the phase error 323 

[Kemna, 2000]. Kemna [2000] refers to this step as “final phase improvement”, because 324 

it yields an image with “improved” quality for the phase. Note that in the final-phase-325 

improvement step the same inversion framework is used as outlined above, but with all 326 

data and model quantities referring only to the phase. More details on the inversion 327 

scheme and the underlying modeling algorithm are given in Kemna [2000]. 328 

 329 

2.5. Data error parameterization 330 

The quantification of the data error plays a significant role in the quality of the final 331 

images and thus in their interpretation. Images with low contrast (i.e., resolution) may 332 

result from an overestimation of the data error (i.e., under-fitting in the inversion), 333 

whereas under-estimating the data error leads to over-fitting in the inversion and 334 

artifacts in the images [e.g., LaBrecque et. al., 1996].  335 

 336 
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Although it is impossible to know the exact variance and distribution of the error in the 337 

data, approaches have been developed to provide estimates. For tomographic data-sets, 338 

analysis of the misfit between normal and reciprocal measurements has commonly been 339 

used to estimate the error present in the data [e.g., LaBrecque et al., 1996; Slater and 340 

Binley, 2006]. In order to perform reciprocal measurements, it is necessary to reacquire 341 

the data for each quadrupole after interchanging the current and potential electrodes. 342 

This procedure permits one to account for random errors in the data associated with 343 

fluctuations in injected current, changes in the contact resistance between the electrodes 344 

and the ground surface, and other unsystematic errors [Binley et al., 1995]. Systematic 345 

errors are those which show a correlation within the data-set (e.g., malfunction of a 346 

particular electrode or measuring channel, or poor galvanic contact). Systematic errors 347 

should be corrected, if possible, or deleted from the data-set prior to the inversion. 348 

Particular sources of systematic errors for IP measurements include polarization of the 349 

electrodes [e.g., Dahlin et al., 2002] and electromagnetic coupling [e.g., Pelton et al., 350 

1978].  351 

 352 

In this study we estimate the error for resistance measurements based on the model 353 

proposed by LaBrecque et al. [1996], which has been used in various studies [e.g., 354 

Kemna et al., 2002; Köstel et al., 2008; Oberdörster et al., 2010]. This model is based 355 

on a linear relationship between the measured resistance, R (R = |Z|), and its error, s(R), 356 

written as 357 

 358 

bRaRs +=)(  ,                           (6) 359 

 360 

with appropriately chosen parameters a, b > 0. 361 
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 362 

For impedance phase (ϕ) measurements, the assumption of a constant error value has 363 

been commonly used [e.g., Kemna et al., 2004; Williams et al., 2009]. In this study, we 364 

applied a recently developed error model to quantify the phase error, s(ϕ), as a power-365 

law function of resistance, that is governed by the voltage signal strength for constant 366 

currents, written as 367 

 368 

b
aRs =)(ϕ  ,                             (7) 369 

 370 

with appropriately chosen parameters a > 0 and b < 0 (different from those in Equation 371 

6). Usage of the power-law error model (Equation 7) in the inversion provides images 372 

with fewer artifacts and larger contrast relative to those computed using previous 373 

approaches (Flores Orozco et al., submitted to Geophysics, 2010).     374 

 375 

Measurements of contact resistances were performed before each data acquisition with 376 

observed values in the order of ~500 Ω; the current injection was performed with a 377 

constant voltage of 55 V, resulting in injected currents of 100-200 mA. Outliers were 378 

defined as (a) those measurements performed with injected currents below 10 mA, and 379 

(b) measurements with a difference between normal and reciprocal values exceeding 380 

two times the standard deviation (of the normal-reciprocal misfit) of the entire data-set. 381 

After removal of outliers, average values of normal and reciprocal measurements were 382 

used for the inversion, consisting of approximately 390 data points per data-set. Error 383 

parameters (a and b in Equations 6 and 7) were quantified by means of statistical 384 

analyses in a set of resistance ranges as described in Flores Orozco et al. (submitted to 385 
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Geophysics). Independent error parameters were computed for each data-set collected at 386 

different times and frequencies.  387 

 388 

3. Results  389 

The images of resistivity magnitude (|ρ|) and phase (φ) (subsequently referred as 390 

resistivity and phase, respectively, for the sake of simplicity) computed for baseline data 391 

collected along arrays A and B are presented in Figure 2. For the resistivity images, the 392 

inversion algorithm solves for the same model for both frequencies deployed; for 393 

conciseness we present only the image computed for the data collected at 1 Hz. The 394 

structures visible in the images of arrays A and B are consistent with the stratigraphy of 395 

the site (as presented in the lithologic column in Figure 2 for comparison), which 396 

consists of three principal units. The thin, shallowest layer, which is characterized by 397 

low resistivity values (~10 Ωm), corresponds to the clay-rich fill material that covers 398 

most of the Rifle IFRC site. The middle unit is comprised of fluvial sediments and is 399 

characterized by more resistive sand, silts, and gravels (values between 100-400 Ωm), 400 

with a thickness of ~4.5 m. Lateral variations observed in this resistive unit are 401 

interpreted to be due to heterogeneities in the alluvial sediments of the aquifer, as 402 

evidenced by a wide range of grain sizes (<1 mm to >10 cm) recovered during drilling. 403 

The relatively low resistivity values (~100 Ωm) observed near the center of the images 404 

(between 10 and 20 m along the direction of the array) correlate with the presence of 405 

more clay-rich sediments, as documented during geological logging of the recovered 406 

sediments. The lower unit corresponds to the silt-rich and less resistive Wasatch 407 

formation (<70 Ωm).  408 

 409 
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For array A, the presence of heterogeneities near the center of the array is also 410 

noticeable in the phase images (Figure 2). The phase response at both frequencies (1 Hz 411 

and 4 Hz) reveals a significant polarizable anomaly extending between 3 and 7 m bgs in 412 

the center of the images (between 10 and 20 m in the direction of the array). The 4 Hz 413 

phase image reveals a more polarizable anomaly (~ −18 mrad) than the 1 Hz image (~ 414 

−12 mrad). For array B, the images show a similar resistivity structure but significantly 415 

lower absolute phase values (~5 mrad) relative to the array A images.  416 

 417 

The consistency between the phase values observed along array A and those reported 418 

for previous complex resistivity measurements at the Rifle site collected elsewhere 419 

during acetate based biostimulation experiments [Williams et al., 2009] suggests the 420 

accumulation of reduced biogeochemical end products, such as Fe(II), FeS, and FeS2 in 421 

the region of strong phase response on array A. Indeed, analysis of recovered material 422 

from several holes drilled in the vicinity of the anomaly of array A documented 423 

sediments enriched in refractory organic carbon, total reduced inorganic sulfur (e.g., 424 

FeS, H2S, and S
0
), framboidal pyrites, and uranium [Qafoku et al., 2009]. Recovered 425 

sediments during the drilling of observation wells along array B (D-09, D-10, D-11, D-426 

12) contained visibly more oxidized sediments, with a far lower abundance of metal 427 

sulfides and sorbed Fe(II), as compared to sediments in the vicinity of array A. Such 428 

results may help explain the variation in the baseline phase response observed along 429 

arrays A and B. Referred to as zones of natural bioreduction, these regions are 430 

characterized by trapped organic matter that sustains slow but elevated rates of 431 

microbial activity that in effect replicate the same suite of biogeochemical reactions that 432 

accompany acetate amendment (albeit over much longer timescales). Such reactions 433 
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include the accumulation of Fe(II) and insoluble sulfide minerals that track slow rates of 434 

iron and sulfate reduction, respectively. 435 

 436 

The monitoring results presented in this study pertain primarily to data collected along 437 

array A, which exhibited a stronger phase response over the 2007 and 2008 injection 438 

cycles relative to array B. While possibly a consequence of subsurface heterogeneity 439 

described above, the larger temporal phase response observed along array A is likely 440 

related to elevated rates of microbial activity and more extensive mineral precipitation 441 

occurring in closer proximity to the injection gallery. Although larger in magnitude, 442 

variations in the phase response observed along array A were largely consistent with 443 

those observed along array B. 444 

 445 

The resistivity and phase images computed for data collected along array A during and 446 

after acetate injection in 2007 are presented in Figure 3. While negligible change in 447 

resistivity was observed over the injection interval, the phase response at two 448 

frequencies (1 and 4 Hz) decreased following the short-duration acetate injection. The 449 

last time point for which data was collected (88 days after the injection was stopped) 450 

reveals the virtual disappearance of the baseline phase anomaly, with the images 451 

revealing low overall absolute phase values (<5 mrad) across the zone of injection. 452 

 453 

The second biostimulation experiment began in July 2008, 361 days after the first 454 

injection. The resistance values measured exhibited negligible variations throughout the 455 

2008 experiments (for the different frequencies collected), with values consistent with 456 

those observed in 2007. In contrast, significant variability in the phase response at 457 

different measurement times was observed, particularly for the lowest frequency 458 
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collected (0.25 Hz), as presented in the histograms of the resistance and phase measured 459 

values for selected days post initial 2007 acetate injection (Figure 4).  460 

 461 

The phase images associated with the second biostimulation experiment are shown in 462 

Figure 5. Here the images at frequencies below 1 Hz show the strongest phase 463 

anomalies during the injection period (days 361 to 426), with absolute values above 10 464 

mrads; these values decrease significantly for the images between days 393 and 396. 465 

For the images after day 450 – shortly after finishing the last injection – the values 466 

begin to increase rapidly. The largest phase anomalies exceeded 40 mrad (in absolute 467 

values) and persisted for hundreds of days after acetate injection ceased and long after 468 

both acetate and bromide were lost from the system. 469 

 470 

For data collected at higher frequencies (>1 Hz), sediments exhibited a less anomalous 471 

phase response with time over the injection interval, with anomalies between −6 and 472 

−10 mrads. The images show a consistent result as a function of time, with absolute 473 

phase values generally decreasing as frequency increases. Similar to the low-frequency 474 

data, the strongest phase anomalies were observed after injection ended (day 461), with 475 

maximum absolute values 20-30 mrad greater than their pre-injection value. Data 476 

collected at higher frequencies are not presented, as analysis of the raw data showed 477 

poor data reciprocity and evidence of significant electromagnetic coupling. 478 

 479 

To better illustrate the advantages of the phase data error parameterization deployed 480 

(Equation 7), we also present the images obtained using the assumption of a constant 481 

phase error value (Figure 6a), as used by Williams et al. [2009]. For brevity, we only 482 

present the images computed for representative times and for data collected at 0.25 Hz, 483 
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where more pronounced temporal phase changes were observed. The constant phase 484 

data error for each data-set was computed based on the analysis described by Slater and 485 

Binley [2006]. The images obtained with a constant phase error show similar structures 486 

to those obtained with the power-law error model for the corresponding days (Figure 5), 487 

but they are more impacted by inversion artifacts (particularly for measurements 488 

collected before or after acetate injection at frequencies below 4 Hz) or of poor contrast 489 

(i.e., poor resolution exhibited in images for data collected during the periods of acetate 490 

injection, especially at 4 Hz). 491 

 492 

The inversion of tomographic complex resistivity data-sets collected at different 493 

frequencies (or time-lapses) has not received enough attention to date; it has been a 494 

subject of only a few studies [e.g., Kemna et al., 2000; Hördt et al., 2007; Commer et 495 

al., 2011]. A recent study demonstrated the advantages of defining individual error 496 

parameters (i.e., for each frequency) for tomographic SIP data collected over a wide 497 

frequency band (Flores Orozco et al., submitted to Geophysics, 2010). For the data 498 

collected in the present study, the inversion performed with individual error parameters 499 

(computed for each frequency and time-lapse) solved for images exhibiting features 500 

consistent for similar conditions at different periods during the experiment (i.e., a 501 

consistent phase response was observed in the images for data collected in the course of  502 

each amendment injection).  503 

 504 

An alternative procedure is to invert all data-sets assuming the same error level (i.e., 505 

with identical error parameters). The aim is to avoid the comparison of images with a 506 

different level of fitting (i.e., smoothness). Inversion results computed using the highest 507 

error parameters found (for each frequency) by means of the power-law error 508 
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parameterization are presented in Figure 6b. These images show similar structures as 509 

the images computed by means of individual error model parameters (Figure 5), albeit 510 

with slightly lower contrast, as expected, due to over-estimation of the error. For 511 

completeness, we present in Figure 6c the images obtained using a constant phase error 512 

defined by the highest value found, which leads to significantly decreased contrast in 513 

the images compared to Figure 6a.  514 

 515 

Other approaches may include merging all data collected (for single or multi-516 

frequencies) and computing the error parameters characterizing the composite data-set; 517 

or using the average value of the  computed error model parameters of the individual 518 

data-sets (for data collected at different times and/or frequencies). Both approaches 519 

were tested here resulting in images strongly affected by artifacts (data not shown). The 520 

definition of common error parameters applicable to data-sets collected at single or 521 

multiple frequencies is challenging, if not impossible, and such a solution may 522 

ultimately require a trial and error approach, not suitable for the monitoring purposes of 523 

this study. As a result, our interpretation and discussion refers solely to those images 524 

obtained by means of individual error parameters, as presented in Figures 2, 3, and 5.  525 

 526 

To better highlight the phase response for different times, we plotted it against the 527 

elapsed time for the two years of monitoring, starting with the baseline measurements 528 

collected before the first acetate injection in 2007 (Figure 7). The phase value plotted 529 

represents a pixel in the vicinity of the observation well D-01, defined by the value of 530 

the model parameters between 4.5 and 5.5 m bgs and 18 and 20 m along the direction of 531 

the profile. For comparison, we present in Figure 7 the plots of relevant geochemical 532 

parameters observed in groundwater samples collected in well D-01.  533 
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 534 

The observed geochemical and geophysical responses (Figure 7) are consistent for all 535 

the experiments (i.e., injections) performed in 2007 and 2008, with slight variations 536 

between them due to the different concentrations of injected acetate. Considering the 537 

response observed in the Figure 7, four different periods can be easily distinguished: 538 

 539 

3.1 Period dominated by iron reduction 540 

For all acetate injections performed, a rapid decrease in the concentration of dissolved 541 

uranium is observed coincident with a significant decrease in the absolute phase values. 542 

As noted, the injection of acetate stimulates the growth of Geobacter strains capable of 543 

reducing U(VI) to insoluble U(IV) [Anderson et al., 2003; Vrionis et al, 2005; Li et al., 544 

2009]. Members of the Geobacteraceae grow primarily by enzymatically reducing 545 

Fe(III) oxides present in aquifer sediments [Finneran et al., 2002; N’Guessan et al., 546 

2008], resulting in the accumulation of Fe(II) in the vicinity of the mineral grain 547 

[Williams et al., 2009]: 548 

 549 

Fe(III)–oxide +1e
−

→ Fe(II)aq  .       (8) 550 

 551 

The increase in Fe(II) just after the amendment injection (e.g., at day 35 and 360 in 552 

Figure 7) is concurrent with rapid removal of U(VI). Phase images at this time reveal a 553 

slight decrease, most probably as a consequence of an increase in the electrical 554 

conductivity due to the injection of acetate and bromide.  555 

 556 

3.2 Periods dominated by sulfate reduction 557 
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After day 55, a rapid decrease in dissolved Fe(II) was observed, coinciding with 558 

increasing aqueous sulfide (∑H2S) accompanying the activity of SRB. As the amount or 559 

reactivity of available Fe(III) shrinks following prolonged acetate injection, SRB are 560 

more readily able to compete for acetate (electron donor): 561 

 562 

SO4
2−

 + 8e
− 

→  H2Saq  .        (9) 563 

 564 

The shift to a period dominated by sulfate-reducing conditions can be characterized by 565 

less effective removal of U(VI) if acetate levels are lowered to levels insufficient to 566 

support continued activity of Geobacter strains capable of U(VI)-reduction [Williams et 567 

al., 2011]. 568 

 569 

3.3 Precipitation of iron sulfides 570 

During the 2007 experiment, a very short-lived period of sulfate-reduction was 571 

observed at later times (day 70). For the 2008 injections, large concentrations of ∑H2S 572 

were observed, which resulted in complete titration of aqueous Fe(II), mainly between 573 

days 390 and 490, presumably as iron monosulfides (FeS): 574 

 575 

Fe(II)aq + H2Saq
 
→  FeSs .        (10) 576 

 577 

This period of rapid Fe(II) consumption is characterized by low, but non-zero, absolute 578 

phase values (<10 mrad) over all frequencies. The precipitation of new metallic 579 

minerals (FeS) within the pore space constitutes an increase in surface area (where 580 

induced polarization takes place), thus an increase in the phase response may be 581 

expected, as reported for laboratory measurements [e.g., Slater et al., 2005]. However, 582 
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our results reveal a significant decrease in the absolute phase values. We suggest that 583 

this decrease could be related to the depletion of electroactive ions (primarily dissolved 584 

Fe(II)), the absence of which manifests itself as a lower overall phase response, as 585 

suggested by Williams et al. [2009]. The importance of electroactive ions in controlling 586 

the polarization magnitude at the metallic interface has been extensively discussed in 587 

previous studies [Angoran and Madden, 1977; Wong, 1979; Merriam, 2007].  588 

 589 

3.4 Post injection  590 

Measurements collected approximately one month after the injection was finished (> 591 

490 days) show a significant increase in the absolute phase values, for all frequencies, 592 

with the highest values reported at the lowest frequency (> 40 mrad for data collected at 593 

0.25 Hz). We interpret this large phase response to be a result of further accumulation of 594 

metallic sulfides and electroactive ions Fe(II). The high phase values were also 595 

observed for measurements collected one year later (day 705) for similar concentrations 596 

of dissolved Fe(II) and (presumably) similar enrichments of metallic sulfides (FeS), 597 

suggesting that co-occurrence of FeS and Fe(II) engenders the most significant phases 598 

anomalies – even in the absence of sustained organic carbon amendment. Such results 599 

strongly suggest the value of the complex resistivity monitoring method for tracking the 600 

long-term evolution of aquifer redox status following cessation of active biostimulation. 601 

 602 

4. Discussion 603 

The very different geochemical conditions that accompanied the short- (2007) and long-604 

duration (2008) injection periods yielded characteristic complex resistivity signatures. 605 

The low overall concentration of ∑H2S and minimal decrease in Fe(II) during the 2007 606 

experiment suggest negligible precipitation of metal sulfides, which correlates to 607 
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minimal changes observed in the phase response. On the opposite, the high 608 

concentration of dissolved Fe(II) and ∑H2S followed by an abrupt decrease of both, 609 

e.g., at day 390, suggest the formation of new biominerals (FeS) during the 2008 610 

experiment. While fluctuations in the phase response were observed during the injection 611 

period, the large increases in the phase response above pre-injection levels indicate the 612 

method’s sensitivity to both mineral precipitation reactions and the resultant pore fluid 613 

chemistry.  614 

 615 

A strong increase in the phase response would be expected accompanying the 616 

precipitation of iron sulfides, which are characterized by high surface area and semi-617 

conductive properties. However, the images computed indicate only moderate phase 618 

values (absolute values <10 mrad) during the time period when geochemical data 619 

suggests that precipitates should be formed, given by low concentrations of Fe(II) and 620 

decrease in the concentrations of S(2-). This can be explained by the low concentration 621 

of electroactive ions, specifically aqueous and/or sorbed Fe(II). To better highlight this, 622 

we present in Figure 8 plots of the geoelectrical response against the concentration of 623 

the most significant geochemical parameters (i.e., Fe(II) and ∑H2S). Geochemical 624 

concentrations were measured in water samples collected in the observation wells along 625 

array A (i.e., D-01 to D-04); while the geoelectrical data represent the mean value of a 626 

pixel corresponding to the model parameters between 4.5 and 5.5 m bgs and with a 627 

width of 1 m (centered at the position of the corresponding observation wells). In the 628 

plots of Figure 8, it is possible again to see that there is no clear correlation between σ´ 629 

and changes in the geochemistry of the groundwater. On the opposite, plots of the phase 630 

response (for all frequencies studied) show a strong correlation (R
2
 > 0.94) where the 631 

phase values increase proportionally to the concentration of Fe(II), for concentrations of 632 
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Fe(II) above a threshold value (50 µM). In order to dismiss the effect of changes in the 633 

electrical resistivity of the fluid, due to the injections of acetate and bromide, it is 634 

important also to look at the imaginary component of the complex conductivity (σ´´). 635 

Regarding this, plots of Figure 8 exhibit also a strong correlation (R
2
 > 0.95) between 636 

σ´´ and concentrations of Fe(II), again for Fe(II) concentrations above a threshold value 637 

of 50 µM. For the plots corresponding to the concentrations of ∑H2S, it is easy to 638 

distinguish a significant decrease in the value of σ´´ and phase for concentration of 639 

∑H2S exceeding 3 µM, independent of the frequency used to perform the 640 

measurements. For completeness, the plot of the concentrations of ∑H2S and Fe(II) is 641 

provided in Figure 9. As expected, a strong (R
2
 > 0.97) negative correlation is observed 642 

between them, validating the sensitivity of the complex resistivity method to distinguish 643 

changes related to variations of the chemical composition of the fluid. The consistent 644 

response of the phase and σ´´ demonstrates that variations in the subsurface delineated 645 

in the phase images are correlated with the induced microbial activities and not with 646 

changes in the groundwater conductivity due to the amendment injection.  647 

 648 

Besides the variations in fluid chemistry, the significant decrease in the phase and σ´´ 649 

values observed for measurements collected during acetate injection might also be a 650 

consequence of the extremely small size of the iron sulfides, most probably resulting in 651 

a critical frequency (i.e., the frequency at which the maximum phase response is 652 

observed) significantly higher than collected in this study. Results from zero-field 653 

Mossbauer spectroscopy performed on similar Rifle reduced sediments show abundant 654 

iron sulfides in the <53 µm fraction [Qafoku et al., 2009], and freshly precipitated FeS 655 

phases during acetate amendment are expected to be very finely particulate, with 656 

particle sizes of tens to hundreds of nanometers [Williams et al., 2005]. As such, wider 657 
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frequency-band complex resistivity data are likely necessary to capture a significant 658 

response for very fast reactions at the interface between the groundwater and the formed 659 

iron sulfide mineral. However, in practice, it is necessary to overcome the problem of 660 

unwanted inductive and capacitive coupling noise that commonly corrupts higher 661 

frequency complex resistivity field data-sets, which is a current topic of research [e.g., 662 

Zimmermann et al., 2008].  663 

 664 

In addition, recent studies in column experiments have demonstrated the concurrent 665 

precipitation of calcite during acetate injection at Rifle, with the effect being most 666 

pronounced during sulfate reduction [Li et al., 2009]. Measurements of electrical 667 

properties have demonstrated that calcite can act as an insulator for the frequency range 668 

studied here [Wu et al., 2009; 2010], suggesting that the low absolute phase values 669 

observed in 2008 (days 400-450) may be associated with calcite minerals impeding the 670 

contact between the metallic minerals and the electrolyte. Subsequent precipitation of 671 

FeS and the accumulation of Fe(II) after the injection is stopped might overcome the 672 

insulating effect of calcite precipitation (especially if it is heterogeneously dispersed 673 

across mineral surfaces), corresponding to increase in the phase and σ´´ values. 674 

 675 

Figure 10 presents a modification of Figure 7, in order to present the variations of the 676 

real (σ´) and imaginary (σ´´) components of the electrical conductivity for the selected 677 

pixel over the two year monitoring period. Looking at variations in the real and 678 

imaginary components is particularly useful to distinguish effects related to the growth 679 

of biofilms or nanowires as reported in other works [e.g., Atekwana and Slater, 2009, 680 

and references therein]. 681 

 682 
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Plots of the real component reveal a significant increase over measurements performed 683 

in 2007 compared to those performed in 2008-2009. This is possibly related to 684 

mineralogical changes following the 2007 injection, but more likely attributable to the 685 

increase in fluid conductivity after the first injection in 2008 due to the higher 686 

concentration of acetate injected. It is also important to note that the imaginary 687 

component exhibited negligible increase during the 2007 injection experiment. 688 

Microbial activity and, hence, growth and cell synthesis was unambiguously stimulated 689 

during the 2007 experiment, as predicted [Li et al., 2009] and evidenced by a wide 690 

range of biogeochemical data [Mouser et al., 2009; N’Guessan et al., 2009; Elifantz et 691 

al., 2010; Williams et al., 2011]. Furthermore, analysis of groundwater proteomic 692 

samples obtained from wells D-05 and D-07 during the 2007 biostimulation experiment 693 

demonstrated a shift in Geobacter growth habit from planktonic to attached [Wilkins et 694 

al., 2009], indicative of biofilm formation. Laboratory experiments have suggested that 695 

an accumulation of cell surfaces following stimulation and growth, as well as the 696 

formation of biofilms, can increase in the imaginary component of the complex 697 

conductivity of sediments [Ntarlagiannis et al., 2005b; Davis et al., 2006; Abdel Aal et 698 

al., 2004; 2010]. However, our 2007 complex resistivity monitoring experiments 699 

suggest that extension of such laboratory results to the field may be challenging. While 700 

the accumulation of cell surfaces and the formation of biofilm structures may impart 701 

modest increases in the imaginary component of the complex conductivity signature of 702 

subsurface sediments, our results indicate that such effects may be too low to be 703 

detected at field-relevant scales (e.g., depths greater than a few meters). In contrast, 704 

variations in electroactive fluid composition and precipitation of semi-conductive 705 

minerals of varying surface area can induce large polarization effects that significantly 706 
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deviate from pre-stimulation values, with such effects readily detectable at field-707 

relevant scales. 708 

 709 

5. Conclusions 710 

We collected and inverted an extensive time-lapse complex resistivity data-set 711 

associated with a bioremediation experiment and interpreted the resulting images 712 

through joint consideration of geochemical and microbiological measurements. We 713 

illustrated the sensitivity of the inverted images to an appropriate error description and 714 

highlighted the impact that varied error descriptions can have on the interpretation of 715 

complex resistivity images in terms of biogeochemical processes. The extended data 716 

analysis and error description significantly improved the quality of the images over 717 

those obtained during previous complex resistivity monitoring experiments at the IRFC 718 

Rifle site [Williams et al., 2009]. 719 

 720 

The improved imaging procedure and extensive long-term data-set facilitated 721 

interpretation of the complex resistivity images to a range of biogeochemical initial 722 

conditions and remediation-induced processes. For this experiment, the resistivity 723 

images alone failed to provide meaningful information about bioremediation-induced 724 

processes; the inversion results provided information about baseline heterogeneity but 725 

indicated little response over time to the biostimulation. In contrast, the phase images 726 

exhibited strong sensitivity to variations in fluid chemistry and the precipitation of 727 

semi-conductive minerals, with an important decrease in the response for low 728 

frequencies (0.25 Hz) when dissolved iron was depleted from the groundwater, whereas 729 

higher frequencies (4 Hz) revealed a detectable increase in the phase response. Post-730 

injection data exhibited very high absolute phase values, suggesting that the iterative 731 
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precipitation of polarizable minerals (FeS) and accumulation of electroactive species, 732 

such as Fe(II), are capable of generating the most pronounced phase anomalies.  733 

 734 

Based on our results, and consistent with previous studies [Williams et al., 2005; 2009], 735 

we can conclude that electrode polarization (when both metallic minerals and 736 

electroactive ions are present) is the principal polarization mechanisms underlying the 737 

response observed. A strong correlation is observed between high concentrations of 738 

Fe(II) and the imaginary component of the complex conductivity, as well as for the 739 

phase, for periods when concentrations of Fe(II) were above a threshold value of ca. 50 740 

µM. For periods dominated by sulfate-reduction, when the concentration of 741 

electroactive compounds (e.g., Fe(II) and perhaps other redox-sensitive metals) is below 742 

a critical concentration (50 µM for our study), electrode polarization is minimized and 743 

other polarization mechanisms, such as electrochemical or membrane polarization, 744 

dominate. Such periods are characterized by a moderate phase response (absolute phase 745 

values below 10 mrad) in spite of the existence of metallic and clay minerals. A 746 

schematic representation summarizing the different conditions enhancing the observed 747 

phase response is presented in the Figure 11.  748 

 749 

Complex resistivity monitoring of the studied bioremediation experiments provided a 750 

characteristic response for four different processes: (i) delineation of natural 751 

bioreduction zones, where uranium is slowly removed from groundwater without 752 

amendment injections, characterized by a strong phase response, particularly at the 753 

highest measuring frequency; (ii) a noticeable decrease in the phase response (for all 754 

studied frequencies) was observed for measurements just after acetate injection during 755 

periods dominated by iron-reduction, characteristic of fast rates of uranium removal; 756 
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(iii) low absolute phase values were observed for periods dominated by sulfate-757 

reduction, characterized by less effective uranium removal; (iv) a significant increase in 758 

the phase response was observed for measurements collected after cessation of the 759 

amendment injection, consistent with subsequent decrease in dissolved U(VI). The 760 

described phase response is also observed for the imaginary component of complex 761 

conductivity (σ´´), indicating that the processes delineated are not controlled by 762 

variations in the fluid conductivity associated with the amendment injection. As such, 763 

complex resistivity imaging might be a useful tool to determine when further 764 

biostimulation (i.e., resumed injection of organic carbon) is required in order to 765 

maintain conditions favorable for the immobilization of redox sensitive contaminants, 766 

such as uranium.  767 

 768 

More research is warranted to better understand the observed phase response and the 769 

sensitivity of the frequency-dependent response to specific biogeochemical changes 770 

(e.g., ion accumulation and depletion, mineral precipitation, etc.). Although microbial 771 

activity appears capable of generating large field-scale phase anomalies – with changes 772 

in fluid chemistry likely dominating the response – the mechanisms underlying the 773 

phase response are still open to debate. Data collection over a wider frequency band is 774 

critical for a more accurate understanding of the microbial and chemical processes 775 

ongoing during acetate amendment. Inversion of the complex resistivity measurements 776 

based on a time- or frequency-regularization scheme might be helpful to increase the 777 

resolution and reliability of the final images. 778 

 779 
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8. Figure captions 1051 

Figure 1: Schematic representation of the experimental set-up. Monitoring wells up-1052 

gradient (o) and down-gradient (●) of the injection gallery (solid black rectangle) are 1053 

referred to the direction of the groundwater flow (solid arrow). The dashed lines 1054 

represent the location and extent of the array A and B. All the dimensions are given in 1055 

meters.  1056 

 1057 

Figure 2: Complex resistivity images of the baseline data collected for array A and array 1058 

B. Left: resistivity images for data collected at 1 Hz. Middle and right: phase images 1059 

computed for data collected at 1 and 4 Hz, respectively. The depth of the water table is 1060 

marked for each image (solid line), as well as the position of the electrodes at the 1061 

surface (black points). Black lines in the top images indicate the location of observation 1062 

wells D-04, D-03, D-02, and D-01 for Array A; and D-12, D-11, D-10 and D-09 for 1063 

Array B (from left to right). On the bottom a representative lithologic column of the site 1064 

is given for comparison.  1065 

 1066 

Figure 3: Complex resistivity images for the measurements collected along array A in 1067 

2007 after an injection of 5 mM acetate and 2 mM bromide. Elapsed time in days is 1068 

referenced to the start of acetate injection. Left: resistivity images for data collected at 1 1069 

Hz. Middle and right: phase images computed for data collected at 1 and 4 Hz, 1070 

respectively.  1071 

 1072 

Figure 4: Histogram of measured resistances and phase values along array A at 0.25 Hz. 1073 

Elapsed time in days is referenced to the start of acetate injection in 2007. 1074 

 1075 
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Figure 5: Selected phase images for the data collected at different times and frequencies 1076 

along array A during 2008-2009. Elapsed time in days is referenced to the start of 1077 

acetate injection in 2007.   1078 

 1079 

Figure 6: Selected phase images inverted by means of different error parameterizations: 1080 

a) individual error parameters considering a constant phase data error value; b) highest 1081 

error parameters considering a power-law error model (Equation 7); and c) highest 1082 

value considering a constant error value. Data were collected at 0.25 Hz along array A 1083 

during 2008-2009. Elapsed time in days is referenced to the start of acetate injection in 1084 

2007.   1085 

 1086 

Figure 7: Detected concentrations in observation well D-01 of dissolved uranium 1087 

(U[VI]) (in the first column), acetate (Ac-) and bromide (Br-) (second column), and 1088 

dissolved Fe(II), S(2-) and Na+ (third column). For comparison the phase values of a 1089 

selected pixel (in the vicinity of the well D-01) extracted from the inverted images for 1090 

data collected at different frequencies (fourth column). Elapsed time in days is 1091 

referenced to the start of acetate injection in 2007.   1092 

 1093 

Figure 8: Correlation plots between the geoelectrical response and relevant geochemical 1094 

parameters. Measured concentrations of Fe(II) and S(2-) in the observation wells (D-01, 1095 

D-03 and D-04) are plotted against the complex conductivity values (real and imaginary 1096 

components in the first and second plot, respectively, and the phase in the third 1097 

column). Values of complex conductivity are given by the mean value of a pixel 1098 

covering the model parameters from 3.5 to 6 m bgs and with an extension of 1 m 1099 

centered at the position of the corresponding observation wells.  1100 
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 1101 

Figure 9: Correlation plot of the measured concentration of dissolved Fe(II) and S(2-) in 1102 

the observation wells along Array A.  1103 

 1104 

Figure 10: Plots of the real (σ’, at the top) and imaginary (σ’’, at the bottom) 1105 

components of the complex conductivity. Values are given for a selected pixel close to 1106 

the observation well D-01. Elapsed time in days is referenced to the start of acetate 1107 

injection in 2007.   1108 

 1109 

Figure 11: Schematic representation of the polarization mechanisms underlying the 1110 

observed phase response during the two years of bioremediation monitoring. The solid 1111 

black structures (e.g., FeS) represent metallic minerals, the gray bodies represent other 1112 

kind of polarizable minerals (e.g., calcites, clays) and the solid circles represent 1113 

electroactive ions (e.g., FeII) present in groundwater. Here 3 possible scenarios are 1114 

considered: (a) Electrode polarization as the dominating polarization process, taking 1115 

place on the surface of precipitated metallic minerals, characterized by high polarization 1116 

(σ´´ and phase) values if a  critical concentration (represented by the dashed line) of 1117 

electro-active ions (Fe(II) > 50 µM for our experiments) is present in the groundwater. 1118 

Membrane polarization will be the dominating polarization processes, related to modest 1119 

σ´´ and phase values, for the cases that: (b) metallic minerals have been precipitated but 1120 

concentration of electroactive ions are lower than the critical concentration (i.e., periods 1121 

of dominating sulfate reduction in our experiments); and (c) for a negligible amount of 1122 

metallic minerals.  1123 

1124 



 

48 

 1125 

Table 1: Timeline of the different amendment injections and details on the acquisition 1126 

of complex resistivity measurements. 1127 

1128 
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 1129 

 1130 

Figure 1: Schematic representation of the experimental set-up. Monitoring wells up-1131 

gradient (o) and down-gradient (●) of the injection gallery (solid black rectangle) are 1132 

referred to the direction of the groundwater flow (solid arrow). The dashed lines 1133 

represent the location and extent of the array A and B. All the dimensions are given in 1134 

meters.  1135 

1136 
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 1137 

Figure 2: Complex resistivity images of the baseline data collected for array A and array 1138 

B. Left: resistivity images for data collected at 1 Hz. Middle and right: phase images 1139 

computed for data collected at 1 and 4 Hz, respectively. The depth of the water table is 1140 

marked for each image (solid line), as well as the position of the electrodes at the 1141 

surface (black points). Black lines in the top images indicate the location of observation 1142 

wells D-04, D-03, D-02, and D-01 for Array A; and D-12, D-11, D-10 and D-09 for 1143 

Array B (from left to right). On the bottom a representative lithologic column of the site 1144 

is given for comparison. 1145 

 1146 

 1147 

 1148 

1149 
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 1151 

Figure 3: Complex resistivity images for the measurements collected along array A in 1152 

2007 after an injection of 5 mM acetate and 2 mM bromide. Elapsed time in days is 1153 

referenced to the start of acetate injection. Left: resistivity images for data collected at 1 1154 

Hz. Middle and right: phase images computed for data collected at 1 and 4 Hz, 1155 

respectively. 1156 
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 1157 

Figure 4: Histogram of measured resistances and phase values along array A at 0.25 Hz. 1158 

Elapsed time in days is referenced to the start of acetate injection in 2007. 1159 

1160 
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 1161 

Figure 5: Selected phase images for the data collected at different times and frequencies 1162 

along array A during 2008-2009. Elapsed time in days is referenced to the start of 1163 

acetate injection in 2007.   1164 

1165 
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 1166 

Figure 6: Selected phase images inverted by means of different error parameterizations: 1167 

a) individual error parameters considering a constant phase data error value; b) highest 1168 

error parameters considering a power-law error model (Equation 7); and c) highest 1169 

value considering a constant error value. Data were collected at 0.25 Hz along array A 1170 

during 2008-2009. Elapsed time in days is referenced to the start of acetate injection in 1171 

2007.   1172 

1173 
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 1174 

Figure 7: Detected concentrations in observation well D-01 of dissolved uranium 1175 

(U[VI]) (in the first column), acetate (Ac-) and bromide (Br-) (second column), and 1176 

dissolved Fe(II), S(2-) and Na+ (third column). For comparison the phase values of a 1177 

selected pixel (in the vicinity of the well D-01) extracted from the inverted images for 1178 

data collected at different frequencies (fourth column). Elapsed time in days is 1179 

referenced to the start of acetate injection in 2007.   1180 

1181 
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 1182 

Figure 8: Correlation plots between the geoelectrical response and relevant geochemical 1183 

parameters. Measured concentrations of Fe(II) and S(2-) in the observation wells (D-01, 1184 

D-03 and D-04) are plotted against the complex conductivity values (real and imaginary 1185 

components in the first and second plot, respectively, and the phase in the third 1186 

column). Values of complex conductivity are given by the mean value of a pixel 1187 

covering the model parameters from 3.5 to 6 m bgs and with an extension of 1 m 1188 

centered at the position of the corresponding observation wells.  1189 

1190 
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 1191 

Figure 9: Correlation plot of the measured concentration of dissolved Fe(II) and S(2-) in 1192 

the observation wells along Array A.  1193 

1194 
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 1195 

Figure 10: Plots of the real (σ’, at the top) and imaginary (σ’’, at the bottom) 1196 

components of the complex conductivity. Values are given for a selected pixel close to 1197 

the observation well D-01. Elapsed time in days is referenced to the start of acetate 1198 

injection in 2007.   1199 

1200 
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  1201 
Figure 11: Schematic representation of the polarization mechanisms underlying the 1202 

observed phase response during the two years of bioremediation monitoring. The solid 1203 

black structures represent metallic minerals (e.g., FeS), the gray bodies represent other 1204 

kind of polarizable minerals (e.g., calcites, clays) and the solid circles represent 1205 

electroactive ions (e.g., Fe(II)) present in groundwater. Here 3 possible scenarios are 1206 

considered: (a) Electrode polarization as the dominating polarization process, taking 1207 

place on the surface of precipitated metallic minerals, characterized by high polarization 1208 

(σ´´ and phase) values if a critical concentration (represented by the dashed line) of 1209 

electro-active ions, (Fe(II) > 50 µM  for our experiments) is present in the groundwater. 1210 

Membrane polarization will be the dominating polarization processes, related to modest 1211 

σ´´ and phase values, for the cases that: (b) metallic minerals have been precipitated but 1212 

concentrations of electroactive ions are lower than the critical concentration (i.e., 1213 

periods of dominating sulfate reduction in our experiments); and (c) for a negligible 1214 

amount of metallic minerals.  1215 

1216 
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 1217 

Table 1. Timeline of the different amendment injections and details on the acquisition 1218 

of complex resistivity measurements. 1219 

 1220 

 1221 

 1222 

 1223 

 1224 

 1225 

 1226 

 1227 

 1228 

 1229 

 1230 

 1231 

Year 2007 2008 2008 2008 2008 2008 2008-2009 

No. of injection 1 2 3 4 5 ----- 

Duration [days] 31 15 8 15 6 66 ----- 

Acetate [mM] 5 5 ----- 5 15 ----- 

Bromide [mM] 2 2 ----- 2 2 ----- 

Meas. Freq. [Hz] 1, 2, 4 0.25 - 4 0.25 - 4 0.25 - 4 0.25 - 4 0.25 - 4 

Acquisition period [days] 12 3 3 3 2 30 180 

Year 2007 2008 2008 2008 2008 2008 2008-2009 

No. of injection 1 2 3 4 5 ----- 

Duration [days] 31 15 8 15 6 66 ----- 

Acetate [mM] 5 5 ----- 5 15 ----- 

Bromide [mM] 2 2 ----- 2 2 ----- 

Meas. Freq. [Hz] 1, 2, 4 0.25 - 4 0.25 - 4 0.25 - 4 0.25 - 4 0.25 - 4 

Acquisition period [days] 12 3 3 3 2 30 180 
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