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Referred Article 

A Multi-Frame, Megahertz CCD Imager 

I Jacob MENDEZ*, Stephen BALZER*, Scott WATSON*, Robert K. REICH, 
and Daniel O'MARAI 

Los Alamos National Laboratory, Experiments and Diagnostics Group (HX-4), Los Alamos, New 
Mexico USA, e-mail: jmendez@lanl.gov 

'Massachusetts Institute of Teclmology, Lincoln Laboratory, Lexington, Massachusetts, USA 

Abstract 
To record high-speed, explosively driven , events, a high efficiency, high speed, imager has been fabricated which is 
capable of framing rates of 2 MHz. This device utilizes a 512 x 512 pixel charge coupled device (CCD) with a 
25cm2 active area, and incorporates an electronic shutter technology designed for back-illuminated CCD's, making this 
the largest and fastest back-illuminated CCD in the world I. Characterizing an imager capable of this frame rate 
presents unique challenges. High speed LED drivers and intense radioactive sources are needed to perform the most 
basic measurements. We investigate properties normally associated with single-frame CCD's such as read noise, 
fui'l-well capacity, sensitivity, signal to noise ratio, linearity and dynamic range. In addition, we investigate several 
properties associated with the imager's multi-frame operation such as transient frame response and frame-to-frame 
isolation while contrasting our measurement techniques and results with more conventional devices. 

Keywords: Electronically shuttered charged coupled devices , sub-pixel, super-pixel 

1. Introduction 
The Advanced Imaging Group at the Massachusetts Institute of Technology's Lincoln Laboratory (MIT LL) has made 
advances in buried channel multi-frame CCD arrays capable of frame rates greater than I Million Frames per Second 
(MFPS) [I]. The device exhibits 100% flll factor and up to four frames can be captured and stored locally in 96 x 96 11m 
super-pixels. The sub-pixels are spaced 45 11m apart to limit carrier diffusion. Each super-pixel contains 8 (12 x 96 
11m) sub-pixels. There are two sub-pixels per image frame. Figure I illustrates the arc hitecture of a super-pixel [I]. 

Pixel 

tr B' 

Fig.!. Top and cross-sectional views of the imager's "super-pixel" structure. Note the redundant frames or "sub-pixels". 
The three phases are shown as well as the p buried layer. 



The CCID 36 is a three phase device which operates identically to a conventional CCD during readout (50 kHz 
typically). During frame integration however, the phases are manipulated to accumulate, store and isolate charge in four 
frames which can be collected at over 2 MFPS. The device is capable of this by the addition of two masking and 
implantation steps. Two structures differentiate the CCID 36 from a conventional CCD, an n + dopant (shutter drain) 
placed between the vertical transfer channels and stepped p buried layers extending across the width of the pixel [1]. 
These non-conventional processes are performed in the in the first two masking steps before the conventional CCD 
process sequence. To achieve 100% ftll factor the super pixel contains two sub-pixels per frame making the collection 
area of any given frame roughly 96-l-Im square. The device requires separate current drivers for phases 1 and 2 which 
correspond to each set of sub- pixels. This allows shuttering of each frame independently at sub-microsecond inter-frame 
times. In a typical frame sequence phases 1 and 2 of the active frame sub-pixels are set to a high voltage typically 
(15-21 V) while phase 3 is held at a low voltage (-6-0V) [2] . At these levels phase I and 2 collect charge and phase 3 
isolates super-pixels and sub-pixels. Figure 2 illustrates the shutter open and closed states in an image capture sequence 
[2]. 

The buried channel electronic shutter has been demonstrated with good results for small devices [2]. Employing this 
technology on larger devices proved difficult due to increased capacitance and relatively high resistivity of the polysilicon 
gate electrodes. This paper will focus on the device developed jointly by LANL and MlT -LL for use on the DARHT 
second axis multi-pulse radiographic facility [3]. 

The high-speed operation of the CCID 36, in excess of 2 MFPS, presents unique characterization challenges. In most 
cases high-speed light sources and intense radioactive isotopes are required. We discuss the measurement techniques in 
detail. 
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Fig. 2. This graphic illustrates the architecture of the CClD 36. Shown are the shutter open (a) and closed (b) states as 
well as a four frame capture sequence (c) (i-iv). 

2. Photon Transfer 
The photon transfer technique is used to measure perfonnance characteristics of CCDs [4]. The photon transfer curve 

(PTC) describes the behavior of the device from noise floor to saturation. The distinct regions of the curve are illustrated 
for an ideal detector and three commonly used imaging systems in Figure 3. 



Read Noise 
limited Reg ime 

Slope = 0 

....- Slope= Yo 

(J =$z Poisson 

_____ Ideal Imaging 

System 

High Sensitivity. High Quantum 
Efficiency (DARHT 1 & 2 
Detectors) 

----- High SensItivity, Low Quantum 
Efficiency. High Dynamic Range 
(Storage Phosphor) 

----- Low Sensitivity. l ow Quantum 
Efficiency, High Dynamic Range 
(Film) 

Log (Signal) 

Fig. 3. This graphic of photon transfer curve illlistrates three distinct regimes of the curve; I. Read Noise Limited, 2 Quantum Limited 
and 3. Systematic Noise Limited, of an ideal imaging system and three commonly used imaging systems. Note the effect of quantum 
efficiency shown by the distance of the quantum limited regime of an actual imaging system from the same region of the ideal imaging 
system. 

A 420nm LED, driven by an Elantec EL 7182C high-speed CCD driver circuit, was used to generate a PTC. To 
compensate for the short integration time, the light source is lens coupled to the device . The LED intensity is consistent 
for a given pulse width but varies with increas ing pulse widths up to ~30ns. To eliminate these variations, a fixed pulse 
width is used and the signal is attenuated using calibrated neutral density (ND) filters . The ND filters range from 0.1 to 
3.2 OD and are increased in 0. 1 OD increments. Data is collected starting at saturation of the device and reduced by 
stacking ND filters until the noise floor is reached. The result is a PTC with an integration time of less than 3 ).Is with 
over four orders of dynamic range. The PTC of CCID 36 L6W9C2 in Figure 4 illustrates device gain and dark current 
noise. Results of the experiment are illustrated in Table l. 
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Fig. 4. Photon transfer curve of the CCID 36. The read noise level can be seen in the first data point on the left. Systematic noise is 
removed by image processing leaving only the quantum limited regime which has a slope of 12. Full well is seen at the top of the 
curve and is identified by the sudden drop in noise while signal continues to increase. 



TABLE! 
R ESUl.TS OF PHOTON TRANSFER EXPERIMENT 

Parameter Frame1 Frame 2 Frame 3 Frame 4 

Noise (DN) 1.4 1A 1.3 1.4 
Gain (e IDN) 4.1 4.7 4.3 4 G 
Read Noise (d 5.6 6.7 5.7 6.5 
Full Well (d 124,000 112,000 120,000 122,000 
Dynamic 22,000:1 17,000:1 21,000:1 19,000: 1 
Range 
ENOB (bits) 14 14 14 14 

3. Transient Response 
Operation at high speeds (>2MHz) requires the use of high-current (>5A), high-speed drivers to operate the CCD 

shutter phases. The transient response of the imager is measured using a 420 nm LED array and reducing optics. A 
constant 40 ns LED pulse is imaged in 40 ns time increments through the entire frame sequence. The transient response of 
L6W9C2 is shown in Figure 5. 

S,imilar devices developed by MIT LL have exhibited frame isolation ratios as high as 5,500: I [2]. The physical size of 
the CCID 36 (25 cm2

) eads to limitations in frame isolation performance due to increased device capacitance, resistance 
and the number of pixel transfers, Non-ideal frame isolation causes "ghosting," or charge sharing between frames, an 
example of this is seen in Figure 6. New process methods are currently being implemented in Lot 6b CCID 36 devices to 
improve frame iso1lation. 
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Fig. 5, Transient frame response illustrating a four frame capture at 2 MFPS. 



Frame 1 (b) Frame 2 

Fig. 6. Image sets (a) and (b) are the same image displayed at different threshold s. In this example, an LED is turned on in 
frame 2 only. Image set (a) shows the full sca le image while a threshold is applied to reveal "ghosting" in image set (b). 
Note the signal from frame 2 that comlpts fram e I in image set b. 

Frame isolation is measured as a ratio of two frames and is calculated directly from the transient frame response . The 
isolation ratio is influenced by variables such as charge transfer efficiency, ion implantation (p+ buried layer) and 
substrate thickness. The isolation measured for this device exceeded 500: I. Improvements in process methods and design 
are currently underway to increase the ratio to> 1000: 1. 

4. Linearity 
Linearity was measured using an LED, driven by a high-speed pulse circuit. To eliminate variations in light output, the 

data is fit to an equation describing the LED output characteristics. Using this method a linearity of +/-3% (maximum 
deviation over 12 bits) is measured. A fractional non-linearity residual curve over the entire dynamic range is shown in 
Figure 7. 
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Fig. 7. Linearity residual curve showing fractional non-linearity of +1-3% max imum deviation over 12 bits. 



5. Detective Quantum Efficiency 
The detective quantum efficiency (DQE) is a metric used to describe the statistical noise performance of imaging systems 
[5]. 

The DQE can be computed from 

D E _ MTF 2(f) , 
Q (f) - NPS(f)NEQ(f) 

(I) 

where DQE(f) is the detective quantum efficiency, MTF(f) is the modulation h'ansfer function value at spatial frequency 
f(cycles/mm), NPS(f) is the noise power spectrum value (Jlmm2

) at spatial frequency f(cycles/mm) , and NEQ(f) is the 
noise equivalent quanta generated at a given exposure. 

A modified version of the detector blur first proposed by Swank [6] is used for the detector MTF and is given by 

MTFOefwor(!) = [ J2 
1+ L 

mle 

whereJc is the detector cutoff frequency (cycles/mm). 

(2) 

For a mono-energetic source, NEQ(f) is proportional to the NIST source activity (16.6 x-ray photons/ j.lR for C060
) [7]. 

The NPS(f) was calculated from the difference of two 340 j.lR exposures and as such the difference image systematic 
errors cancel out while its variance doubles. Hence, the NPS obtained is similar to that obtained from a half value or 170 
+/-5 j.lR exposure yielding an NEQ of2,800 +/- 100 x-ray photons. The NPS numerical estimation was obtained using the 
method of Hanson [8] and is shown in Figure 8. 
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Fig. 8. Noise power spectrum with a 170 j.lR exposure using a NIST tracable Co60 source and LSO scintillator. 

A NIST traceable, 1 mm diameter, 35.5 +/-0.1 Gbq, 1.25 MeV , C060 source is used. This source was chosen because of 
the difficulty obtaining a calibrated, low-dose, megavolt Bremmstrahlung source [9]. The source is used to activate an 45 
cm diameter, 1.1 mm pixel pitch, 4 cm-thick Cesium-doped Lutetium Oxyorthosilicate LU2SiOs:Ce (LSO) segmented 
scintillator [10]. Light emitted from the scintiIlator is directed to the CCID 36 by a 45 degree turning mirror. A double 
Gauss F 1.5 lens assembly is used to focus the image onto the CCD face. The lens-coupled system has a focal length of950 
mm from the surface of the scintillator to the surface of the first lens element. Figure 9 shows the experimental setup for 
performing the measurement. 
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Fig. 9. Experimental setup used for measuring the NPS and DQE of the CCID 36 imaging system. 

The two 340 ~lR exposures were obtained by placing the source 69 cm from the surface of the scintillator array during a 
4 frame, 400 ms exposure. The CCID 36 shutter drain prevents any residual charge from being collected during the 
manual exposure (3-4 sec.). The shutter drain is taken to a + 15V after the four frames are integrated, thereby removing any 
charge generated after the 400 ms exposure. Several images were taken, to quantify the effect of exposure time of the 
source with respect to the exposure time of the imager. No detrimental effects were seen and the measurements were 
consistent. A bias image was taken for each image to remove the bias signal from the C060 exposures. The measured 
gamma ray DQE(O) of the CCID 36 using LSO is 0.45 +/- 0.10. 

6. Sensitivity 
With a known source activity, the sensitivity of a CCD imager can be determined through histogram analysis of an 
exposure image. The main event peak in the histogram is a digital representation of the radiation source to charge 
signature. This peak can be directly related to the source activity R, in Roentgens per hour (Rlhr). The sensitivity is 
the ratio of the histogram peak S(DN) to the source exposure R given by 

s = S(DN) . 
CCD R (3) 

The source exposure R is calculated from the source activity given by 

(4) 

where R is the exposure rate (Roentgens/hour) at a distance r, E is the total photon energy (MeV), G is the source 
activity in (GBq), TJ is the decimal fraction of photon yield, 6 is a conversion constant and r is the distance from the 
point source (ft.) [11 J. 

The measured sensitivity using (3) with LSO is 5.9 DN/flR. Using the read noise of the imager, 1.5 DN, and 
the result from (3) the Noise Equivalent Sensitivity (NES) can be calculated. The NES of the CCID 36, using LSO, is 
0.2 flR. 

7. Conclusion 
With the advances in electronically shuttered CCD 's many difficult experiments are now realizable. Applying advanced 
semiconductor manufacturing techniques, the CCID 36 provides sensitivity comparable to the devices on the Hubble 
telescope with the photographic speed of a rotating mirror framing camera 
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