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Computational

Mechanics

The Computational Mechanics thrust area spon-
sors research into the underlving solid, structural,
and fluid mechanics and heat transfer necessary
for the development of state-of-the-art general pur-
pose computational software. The scale of compu-
tational capability spans otfice workstations,
departmental computer servers, and Cray-
class supercomputers. The DYNA, NIKE,
and TOPAZ codes have achieved world
fame through our broad collaborators pro-
gram, in addition to their strong support of
on-going Lawrence Livermore National
Laboratory (LLNL) programs. Several tech-
nology transfer initiatives have been based
on these established codes, teaming LLNL
analysts and researchers with counterparts
in industry, extending code capability to
specific industrial interests of casting, met-

alforming, and automobile crash dvnamics. The
next-generation solid/structural mechanics code,
ParaDyn, is targeted toward massively parallel
computers, which will extend performance from
gigaflop to teraflop power,

Our work for FY-92 is described in the follow-
ing cight articles: (1) Solution Strategies: New
Approaches for Strongly Nonlinear Quasistatic
Problems Using DYNA3D; (2) Ennanced Enforce-
ment of Mechanical Contact: The Method of
Augmented Lagrangians; (3) ParaDyn: New Gen-
eration Solid /Structural Mechanics Codes for Mas-
sively Parallel Processors; (4) Composite Damage
Modeling; (5) FHIYDRA: A Parallel/Vector Flow
Solver for Three-Dimensional, Transient, Incom-
pressible Viscous Flow; (6) Developmentand Test-
ing of the TRIM3D Radiation Heat Transfer Code;
(7) A Methodology for Calculating the Seismic Re-
sponse of Critical Structures; and (8) Reinforced
Concrete Damage Modeling,

Gerald L. Goudreau
Thrust Area Leader
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Solution Strategies: New Approaches
for Strongly Nonlinear Quasistatic
Problems Using DYNA3D

Robert G. Whirley and
Bruce E. Engelmann
Nuclear Explosives Engineering
Mechanical Engineering

The analysis of large, three-dimensional, strongly nonlinear structures under quasistatic
loading is an important component of many programs at Lawrence Livermore National
Laboratory (LLNL). The most widely used formulation for this type of problen is an implicit
solution process with a lincarization and iteration approach to solving the coupled nonlinear
equations that arise. Our rescarch investigates an alternative approach, in which an iterative
solution method is applied directly to the nonlincar equations without the use of a linearization.
This approach alleviates some of the difficultics encountered when linearizing nonsmooth
phenomena such as mechanical contact. The first iterative method explored is the dynamic
relaxation method, which has been implemented into the LLNL  DYNA3D code, and com-
bined with software architecture and computational mechanics technology developed for
explicit transient finite element analysis. Preliminary analysis results are presented here for two
strongly nonlinear quasistatic problems to demonstrate the promise of a lincarization-

frec approach.

introduction

Many programs at Lawrence Livermore Na-
tional Laboratory (LLNL) use nonlinear finite cle-
ment structural analysis to guide engineering,
projects. Applications include the determination
of weapon component response to a variety of
structural and thermal environments; the study of
stresses in nuclear fuel transportation casks; and
the simulation of the forming ot sheet metal parts
to optimize processing parameters and minimize
waste. These applications share the common fea-
tures of being three-dimensional (3-1), quasistatic,
and strongly nontinear, and illustrate wide use of
this tvpe of computer analvsis.

Nonlincar finite clement structural analysis
methods may be divided into two categories: im-
plicit methods and explicitmethods. Implicit meth-
ods are typically used for quasistatic and
low-frequency dynamic problems. The LENL
NIKE2D! and NIKE3D? codes are based on an
implicit formulation. This approach uses a small

Fngonceering Reseagrch Develapment and Technoiogy

number of large increments to step through the
simulation, with the increment size chosen by the
analyst to satisty accuracy and convergence re-
quirements. An implicit analysis code must solve
acoupled system of nonlinear algebraic equations
al cach step, usually by a lincarization and itera-
tion procedure, This lincarization leads to a cou-
pled systemot linear algebraic equations that must
be solved at cach iteration of cach step in the
analysis. Typically, the iteration process is contin-
ved within a step until some convergence mea-
sure is satisfied, then the solution is advanced to
the neststep.

Explicit methods are typically used for high-
frequency dvnamics, wave propagation, and im-
pact problems. The LENL DYNA2D? and
DYNA3D! codes are based onan explicit formula-
tion. In contrast to implicit methods, explicit meth-
ads use a large number of small increments to step
through a problem, with the increment size cho-
sen automatically to satisty stability requirements.
This stability requirement essentially dictates that

Thrust Area Report FYS82
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the time increment size must be smaller than the
time it would take a stress wave to propagate
across the smallest dimension of the smallest ele-
ment in the mesh. An explicit code does not solve
coupled equations at cach step, and therefore the
update from step to step is much faster than in an
implicit code.

In practice, implicit methods have worked well
for strongly nonlinear quasistatic problems in two
dimensions, but have encountered difficultics on
3-D problems. These difficulties can be attributed
to three primary factors. First, large 3-D contact
problems, especially sheet-forming problems, have
large matrix bandwidths due to the large contact
area between the sheet and tool surface. This large
matrix bandwidth translates into high computer
memory requirements and expensive linear solu-
tions at each iteration of the nonlincar solution
process. Second, strongly nonlincar problems of-
ten contain discontinuous phenomena that are
difficult to lincarize. For example, in a contact
problem, the interface pressure abruptly changes
from zero when two bodies are separated to a
finite value when the bodies come into contact.
Obtaining an accurate lincarization of such abrupt
changes is difficult, and this is manifest in the code
as slow convergence or nonconvergence of the
linearization and iteration procedure withina step.
Finally, when solution difficulties are encountered
inalarge 3-D problem, it is much more difficult to
troubleshoot the model than it would be in a simi-
lar two-dimensional model. Often there are few
clues to suggest whe the iteration procedure is
having difficulty converging to a solution. The
development of a more robust solution strategy
for strongly nonlincar quasistatic problems is the
primary objective of this effort.

One approach to improving the performance of
implicit methods for large, 3-D, strongly nonlinear
quasistatic problems focuses on the solution of the
large linear system that arises from the lincarization
and iteration approach. An iterative method, such
as the use of a preconditioned conjugate gradient, is
one approach to solving the linear system. This
approach was investigated in the LLNL NIKE3D
code,” and culminated in the development of an
iterative solver now used in the production code
version. Although this approach reduces memory
requirements and may reduce CPU costs for the
linear equation solution, it does nothing to improve
the convergence of the nonlinear iteration.

Analternative approach for difficult quasistatic
problems is to use an explicit transient dynamics
code, and apply the loads so slowly that the dy-
namic effects are negligible, and therefore a quasi-

static solution is obtained. Although this approach
is often used by engineering analysts, it does have
several disadvantages. First, the best rate of load
application to minimize dynamic effects while
keeping the analysis cost tolerable is not known
a priori, and often requires some experimentation.
Also, it is important to minimize artificial oscilla-
tions in the solution when history-dependent ma-
terial models such as plasticity are included, and
this further complicates the choice of analysis pa-
rameters. Finally, this approach obtains only an
approximate quasistatic solution, and the amount
of error due to dynamic effects requires some
effort to quantify.

These observations suggest the alternate ap-
proach followed in our work. The basic lincariza-
tion and iteration paradigm is abandoned, and an
iterative solution method is applied directly to the
nonlinear equations. This method is combined with
much of the computational mechanics technology
and software architecture developed for explicit
transient dynamic analysis to produce a code that
solves the nonlinear problem directly by using a
large number of rather inexpensive iterations, and
without solving a coupled linear system. The essen-
tial clements of this approach and its development
in the LLNL DYNA3D code are described below.

Progress

In FY-92, we developed an iterative quasistatic
solution capability in DYNA3D, based on the dy-
namic relaxation (DR) method. In addition to the
implementation of the basic DR procedure, a load
incrementation framework has been incorporated
into DYNA3D that allows a true quasistatic solu-
tion to be obtained at a load level before the load is
increased for the next increment. In addition, a
spectrum contraction algorithm has been imple-
mented that greatly improves the efficiency of the
method. Also, extensions have been developed for
the rigid-body mechanics formulationand the treat-
ment of boundary conditions to accommodate non-
linear quasistatic problems within the DYNA3D
framework. The resulting code is now being used
as a testbed to evaluate the overall robustness and
efficiency of the DR method, and to study im-
provements in the formulation, contactalgorithms,
and adaptive damping procedures.

Overview of the DR Approach
In the DR method, the equations governing a qua-

sistatic analysis are first transformed into those
governing a dynamic system. The nonlinear cou-

Thrust Area Report FYS2 & Engincering Rescarch Development and Technology
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pled equations for a quasistatic problem may be
written as

pix)=f, (1)

where p is the internal nodal force vector resulting
from stress states in the finite elements; x; is the
nodal displacement solution; and f is a vector of
externally applied loads. An associated dynamic
problem may be written as

Mx +Cx+ p(x) =, 2)

where dots denote differentiation with respect to
time. With the appropriate choice of mass and
damping matrices, M and C, the solution of the
dynamic problem as time gets large approaches
the solution of the quasistatic problem, i.e.,

l’lin x(t) =x,. 3)
The iterative scheme is defined by applying
the explicit central difference method to integrate
the dynamic equations in time.

The success of the dynamic relaxation iterative
method to solve highly nonlinear quasistatic prob-
lems depends on many factors including the spec-
ification of mass and damping, as well as the
development of an incremental loading strategy.

Spectrum Contraction

The efficiency of the DR method may be im-
proved by contracting the spectrum of the global
equations. This is casily accomplished by proper
choice of the mass matrix M in Eq. 2. The construc-
tion of the mass matrix should not dominate the
computation, and thus it should be based on con-
veniently available quantities. In our algorithm,
the mass matrix is constructed from an assem-
blage of element contributions. The mass matrix of
each element is scaled so that all elements have a
uniform critical time step, and thus information
flows throughout the mesh at an optimal rate
during the iteration process. This technique has
proven quite useful in accelerating the conver-
gence of the DR method.

Damping

The type and amount of damping can also
significantly affect convergence. For lincar sys-
tems, optimal damping depends on the both the
highest and lowest eigenvalues of the system. Al-
though bounds on the highest eigenvalue are readi-
ly available from the element eigenvalue inequality,

Engineering Research Development and Technology <
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estimates must be used for the lowest eigenvalue,
which can vary greatly throughout a nonlinear
simulation. When insufficient damping is used,
iterates will oscillate around a solutionand reach it
very slowly. Too much damping will dramatically
retard convergence, especially for problems that
include large rigid-body motions such as the mo-
tion of the sheet in sheet-forming simulations. Re-
sults thus far indicate that adaptive damping
approaches, based on the evolving physics of the
problem, may prove most effective for highly
nonlinear problems. Figure 1 shows the variation
in the number of iterations required to converge
relative to the magnitude of damping in the DR
algorithm. The graph depicts the strong influence
of damping value on the number of iterations re-
quired by the DR method to converge to a solution.
The automated determination of the optimal damp-
ing value is a subject of ongoing investigation.

Cantilever Elastic Plate Example

To demonstrate some essential features of the
new quasistatic solution capability in DYNA3D,
an elastic cantilever plate was sudjected to an ap-
plied moment on the free end. The problem was
solved with two magnitudes of applied load: one

MJJJ—%%

@L\\\\\\\lLlll!/71//f/77

Figure 2. The initial and final deformed shapes of a cantilever
plate subjected to an end moment. The upper figure corre-
sponds to a small load, and the lower figure to a larger load. The
solution to each of these problems was obtained using only one
load increment with the DR method in DYNA3D.

Thrust Area Report FY92

Figure 1. Variation
in the number of nor-
malized iterations re-
quired for conver-
gence, relative to
the magnitude of the
damping factor in
the dynamic relax-
ation method.
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(a)

Figure 3. Initial geometry for hydroforming simulation,
showing the punch, blankholder, and sheet. The punch and
blankholder are geometrically represented by 8-node contin-
uum elements and are treated as rigid bodies, The sheet is
represented by 4-node thin shell elements and is modeled
as an elastic-plastic material.

that causes a small deformation of the plate, and
one that causes anextensive ‘roll-up” deformation,
The initial geometry and the two final deformed
shapes are shownin Fig, 20 An interesting obser-
vation is that the DR algorithm required approxi-
mately the same number of iterations to converge
for both load cases, This is in contrast to conven-
tionalimplicit solution techniques, swhere the num-
ber of iterations required to converge increases
quicklyvwith the degree of nonlinearity. This in-
sensitivity of DR to the degree of nonlinearity is o
powertul advantage of the DR method.

Sheet Metal-Forming Example

One major application of the quasistatic solu-
tion capability: developed in this research is the
numerical simulation of sheet metal-forming, pro-
cesses. These problems pose a real challenge since
they involve large strains, material nonlinearitios
such as plasticity, and extensive sliding contact

with friction. In addition, the thin sheets have a
wide spectrum due to the Targe difference be-
tween in-plane and bending stiffinesses, thus mak-
ing themeven moreditticultforaniterative solver.

Figure 3 shows the finite clement model for the
numerical simulationof analuminum hvdrotorn-
ing process, Pressure is applied to the upper sur-
face of the sheet to hold it against the blankholder,
and the punch is then advanced to form the sheet
into the final shape shown in Figo 4. The good
comparison between the computed results and
the shape of the actual part, including the failure
locations, is ilfustrative of the power of a versatile
griasistatic analyvsis tool,

[his problem was first solved at LENT in 1988
by running DYNA3D inan explicitdynamicanal-
vais mode and applyving the loads slowly to mini-
mize dyvnamic eltects, an approach requiring,
approximately two hours of CPU time. More re-
centlyv, this problent was solved using the TN
implicit code NIKE3D, but it required somewhat
more computation time, Using the newlv devel-
oped iterative methods in DYNA3D, this solution
has been obtained inapproximately 20 minutes of
CPU time. Further improvements in contact algo-
rithms, adaptive damping algorithms, and code
optimization should cnable solution of problems
such as this in even less CPU time and without
trial and error. Although much remains to be
done, these initial results indicate the promise of
the iterative quasistatic solution method in

DYNA3D.
Future Work

Our research in FY-92 has led to the develop-
ment and implementation of o DR iterative strate-
gy for quasistatic problemsinthe LENTDYNA3D
code. Four general conclusions can be made trom
our experience thus tars (D overdamping in the

Figure 4. Compari-
son of actual de-
formed shape with
that predicted by nu-
merical simulation.
The circled areas in
the numerical results
indicate regions of
large strains, and
these correspond
closely with the
tears observed in the
real part.
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DR method significantly slows the convergence
rate, especially for problems with large rigid body
motions; (2) the convergence rate of DR appears
insensitive to the degree of nonlinearity in many
problems; (3) the rate of load application within an
increment is important, and a step function is prob-
ably not optimal; and (4) adaptive damping algo-
rithms work extremely well for some problems,
and are clearly desirable, More study and devel-
opment will be required, however, before these
algorithms can be used for general production
analysis.

Our research efforts in FY-93 will explore the
promising directions discussed above. We will
refine adaptive damping DR algorithms and de-
velop optimal load application schemes fora range
of nonlinear quasistatic problems. We will also
investigate new contact formulations to eliminate
the solution noise introduced by the current penal-
ty-based procedures. Inaddition, we will evaluate
the utility of the nonlinear conjugate gradient algo-
rithm for the problem classes of interest. Finally,
the results of this effort will be optimized for vec-
tor computers and implemented into a future pro-
duction version of the LLNL DYNA3D code for
general use. Inaddition, the algorithms developed
in this project will be implemented into the
ParaDyn project to allow the solution of large
quasistatic problems on massively parallel com-
puters.

tngineering Research Development and Technology
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Enhanced Enforcement of Mechanical
Contact: The Method of Augmented

Lagrangians

Bradley N. Maker
Niuclear Explosives Engineering
Mechanical Engineering

Tod A. Laursen
Duke University
North Carolina

We have introduced the method of augmented Lagrangians into our stress analys:s codes,
NIKE2D and NIKE3D. This approach provides a simple and effective enhancement to the
penalty method for enforcing contact constraints. Also, by using augmented Lagrangians,
accuracy is determined by physically motivated convergence criteria, independent of the

penalty parameter.

Introduction

Contact between deformable bodies occurs com-
monly in mechanical systems. Stress analysis codes
that are applied to multi-bodyv systems and assem-
blies must accommodate this contact to be useful
to design engineers. Qur NIKE and DYNA finite
element codes have a widely recognized capabili-
tv to capture the mechanics of contact in complex
systems, as the models in Fig. 1 demonstrate. The
results of this research effort have further enhanced
our contact algorithms by introducing the method
of augmented Lagrangians into NIKE2D and
NIKE3D.

In the finite element method, bodies are dis-
cretized into assemblies of elements whose bound-
aries are described by a set of node points. In this
context, mechanical contact conditions act to con-
strain the node points of one body from penetrat-
ing the boundary surface of another. Figure 2
represents the discrete contact problem in two
dimensions. Driven by the action of externally
applied loads, a single node point from the ‘slave’
body penetrates the boundary of the ‘master’ body.
This penetration is identified by a search algo-
rithm, and activates the constraint enforcement
algorithm. As the contact constraint is enforced,
penetration is minimized, and stress and deforma-
tion are induced in each body. This deformation
may cause other slave nodes to penetrate the mas-
ter body, which in turn activates additional con-
straints. As this iterative process reaches
equilibrium, the proper contact area and pressure

Engineering Research Development and Technology % Thrust Area Report FY92

distributions that balance the applied loads are
obtained.

This simple example highlights the nonlinear
nature of the contact problem. Indeed, the defor-
mation of each body may be large, generating both
geometric and material nonlinearities. But the more
fundamental nonlinearity in the contact problem
arises from the discontinuous manner in which
the contact area evolves. Since the surfaces are
faceted, the contact area grows or shrinks in dis-
crete increments. These abrupt changes in contact
area are sharp nonlinearities, which complicate
the equilibrium search process.

Progress

The constraint algorithm used to minimize pen-
etration in most finite element codes, including
our own, is the penalty method. This simple but
effective approach introduces penalty springs be-
tween the two bodies wherever penetration oc-
curs. As the penetration increases, the springs are
stretched, generating forces that oppose further
penetration. The springs act unilaterally, i.e., when
the bodies separate, the penalty springs are re-
moved, allowing gaps to open.

One obvious drawback of the penalty method
is that penetration must occur before any con-
straint forces are generated. Thus, in the equilibri-
um state, where each penalty spring is properly
stretched to balance the applied loads, the two
bodies are interpenetrated, and the exact contact
condition is violated.

2-7
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results are dependent upon the value chosen for
the penalty stiffness. This effectis demonstrated in
Fig. 3. Clearly, as a larger slithiness is chosen, the
bodies are driven further apart, and the contact
area and /or pressure changes. This arbitrariness
motivated our work toward an enhanced con-
straint algorithm,

Theaugmented Lagrangian method is an effec-
tive and intuitively obvious enhancement to the
penalty method, and proceeds as tollows, Using,
the penalty: method as a kernel, equilibrium s
obtained in the usual manner. With known pene-
tration depth and penalty stitfness, the contact
lorce mayv be computed. This force is taken as the
initial value for the Lagrange multiplier. The 1a-
grange multiplior defines a static foad that is ap-
plicd to the slave node, and the equilibrivm search
is then repeated. In the presence of the Lagrange
multiplier load, penetration is reduced. The new
penetration: distance is then used to compute a

new increment incontact toree, the Lagrange mul-
Figure 1. Examples of NIKE3D contact algorithms applied to engineering problems: tiplier is augmented by this increment, and the
(a) the bolted superflange and (b) the Kestrel bulkhead. iteration processis repeated.
[his equilibrium scarch and Lagrange multi-
fominimize thispenctration, the penalty spring plicr augmentation loop proceeds until conver-
stiftness may be mereased, generating a large con- - gence is obtained. But now convergence may be
Lact foree through a very small penetration. This— dotined in physically meaningful terms, Forexam-
approach works well in theory, but in practice ple, the augmentation loop can proceed until the
introduces poor numerical conditioning, and in- contact torce (FLagrange multiplicr) stabilizes to
evitably numerical errors, But a more fundamen- within 170, or until the largest penetration is fess
tal deticiency of the penalty method is that the than a user-specifiod distance.

Pressure (b)

TL30008 0

Slave

~._ M

¢ =7 el
?Fz *dl

S?F, *

F,=kd, F,=F, +kd, F,=F, + kd,

Master

Figure 2. Enhanced enforcement of mechanical contact. (a) A search algorithm detects penetration of the master body by
the slave node point. The penalty method introduces a spring of stiffness k between nodes S and M. When stretched. the
spring generates interface force F = kd. (b) The augmented Lagrangian method applies F as a static force on nodes S and
M. and iteratively augments this force, i.e.. F, , = F, + kd, until a convergence criterion is satisfied.
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F=99,000 Ib

(b) 10,000 penalty

F=167,000 1b

(¢) MAL, 0.1%
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Figure 3. Using the penalty method. results vary dramatically with penalty stiffness. In this example. a contact interface is
defined between two flat plates (arrow). The lewer plate is fixed at its lower edge. A downward motion is prescribed to the

upper edge of the upper plate. Erratic stress distributions result using NIKE3D's default penalty stiffness (a). Increasing the
penalty stiffness by 107 produces a more uniform stress distribution (b). The augmented Lagrangian method gives the most
accurate solution (¢) using a convergence teierance of 0.1'. on the interface force. This same answer was obtained for pen-
alty stiffnesses ranging from 10< to 10". The new method therefore provides an insurance policy against errors from a poor-

ly chosen penalty parameter.
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The objective of this work is to develop DYNA3D for massively parallel computers. In this
last year, we have worked with the DYNA2D program on a Thinking Machines CM-5
computer to develop strategies for distributing the data and parallelizing the finite element
algorithms. We are using the experiences gained with DYNA2D to guide the parallelization of
the algorithms for the much larger and more complex DYNA3D. We have measured perfor-
mances comparable to Cray Y-MP speeds for a DYNA2D test problem on systems with as many
as 512 processors. The performance results show moderately large communication times
relative to computing times, particularly for the global force assembly (scatter). We attribute this
performance to the early developmental releases or the CM-5 software.

introduction

Recentadvances in microprocessor chip technolo-
gv and parallel computer architectures are revolu-
tionizing the concept of supercomputing. Vector
supercomputer architectures have reached technolo-
gv limits that preclude the orders-of-magnitude per-
formance improvements expected for the massively
parallel architectures.! A massively parallel comput-
er is an arrangement of hundreds to thousands of
microprocessors interconnected with a high-speed
internal network (currently up to 250 megabytes/s).
Typical microprocessor peak speeds range from a
low of 10 MFLOPS per processor to a high of
100 MFLOPS per processor for pipelined (vector-
like) processors. Performances between 10 and
100 GFLOPS are possible today on systems of 1000
processors. By comparison, the latest vector super-

Enginecerning Research Development and Technology

computer is a l6-processor system with a peak per-
formance of 1 GFLOP per processor. The motivation
for developing a parallelized version of the solid
mechanics programs (IDYNA and NIKE) is the po-
tential in the next three to five years for running
applications that are larger by two or three orders of
magnitude than are possible on vector supercomput-
ers. This would allow simulations of hundreds of
millions of elements rather than a few hundred thou-
sand elements with DYNA3D.

Figure 1 illustrates the speed and storage re-
quirements for typical advanced applications in
metal forming, materials science, earthquake sim-
ulations, and crash dynamics. Notice in Fig. 1 the
increased complexity of the models for points in
the upper right portion. These applications are of
high value in government research and for their
impact on industrial competitiveness.

Thrust Area Report FY92
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Figure 1. Advanced applications for massively parallel pro-
cessors. The data represents systems as follows:

E = earthquake simulations: (a) bridges, buildings and oth-
er structures, and (b) full Bay Area earthquake simulations.
C = crash dynamics simulations: (a) automobile compo-
nent simulations, (b) automobile/barrier simulations,

(c) multiple automobile crash simulations, and (d) aircraft
crash simulations. M = metal forming applications:

(a) two-dimensional simulations, and (b) three-dimeiisional
simulations. T = tribology and nanometer-scale machining
simulations: (a) large-scale (10 to 100 million atoms) mo-
lecular dynamics simulations with no electronic structure
(ab initio) calculations, and (b) hybrid molecular dynamics
and continuum mechanics models with billions of particles/
zones and electronic structure calculations with million par-
ticle molecular dynamics. Projected times for the next gen-
erations of systems are given along the top of the plot.

Progress

The DYNA3D program is nearly twice the size
of DYNA2D, and the three-dimensional algorithms
(e.g., for contact between slide surfaces) are more
claborate. Our strategy is to experiment with con-
version techniques, parallel language paradigms,
and algorithm parallelization with DYNA2D rath-
er than with DYNA3D,.

The development of a parallelized version of a
large vectorized program necessarily proceeds in
steps. The firstand most tedious step is the conver-
sion of array storage. The storage allocation for a
distributed-memory massively parallel computer
is dramatically different than fora common-mem-
ory serial computer. Careful analysis of reused
storage, detailed conversion of array layout, and
parameterization of the element vector block length
absorbed well over one third of our effort. A bene-
fit of this work and of the following timing analy-
sis has been the insight we have gained into
techniques for greatly reducing this same effort for
the DYNA3D conversion.

The computationally expensivesstep in the DYNA
algorithm is the element-by-element force evalua-
tion. The vectorized version of this element process-
ing translates readily into the data parallel paradigm
on the CM-5. We have completed a data parallel
version of the force update and time integration for

Table 1. Timing for the 7 cycles of an elastic/plastic bar impacting a rigid wall. There are 32,768 elements in the
64---512 mesh. Results are for a 512-processor CM-5.1 The gather time is associated with the block processing for multiple
material and element formulations. The scatter time Is associated with the global force assembly step. The parallel
reduction time accrues for calls to an intrinsic parallel library routine.

June 1992 November 1992
Processor CPU time 29.3", 20).8%
Gather/scatter time 33.8"% 24.5%,
Parallel Reductions 0).8% 0.7%
Front-end to processor time 36.1% 54.0%
Totals 183.7 5 0.962 s
2.03¢

CM-5elapsed time for 7 cycles:
Time per element-cycle (November 1992);

The above results do not include the use of vector
software. At the time of this printing our timing
results for the CM-5have improved to.732 s
per element time step.

9 us for the 512 processor CM-5
6 s for the Cray Y-MP

t o Disclaimer by Thinking Machines Corporation, | hese residis are based o a best cersion of the softacare cehere the emphasis ioas on provid s
e tionality and the fools necessary v bevan testone the CAS il eector it This sottware releise lus not had the benefit of optimization or

perkormance g and comsequentl, s not aeaessardy representat o of B performnsee of the il oersioncof s softioare,
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Figure 2. Partition-
ing of a standard
three-dimensional
mesh for an automo-
bile piston; (a) the
unstructured, three-
ditnensional finite el-
ement mesh, (b) the
partitioning of the
piston mesh for two
processors, (c) the
partitioning of the
piston mesh for four
processors, (d) the
partitioning of the
piston mesh for eight
processors.
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Future Work

We will continue to use DYNA2D to experi-
ment with algorithm parallelization. In this next
year, we plan to investigate: (1) message-passing
and data-parallel versions of selected contact algo-
rithms, (2)a data-parallel and message-passing
hybrid system software model available in the
next year from Thinking Machines, and (3) paral-
lel table lookup and sort algorithms, which are
appropriate for contact algorithms. We will begin
the conversion and parallelization of DYNA3D
and develop kernel algorithms for DYNA3D for
further evaluation of parallel programming para-
digms and architectures.

DYNAZ3D is an 80,000 line analysis program
including ten finite element formulations (solid
elements, shells, and beams), 35 material models,
equations of state for hydrodynamic models, sev-
eral algorithms for contact at arbitrary interfaces,
and a list of additional boundary conditions and
mechanics algorithms, all of which make the pro-
gram one of the most widely used tools for nonlin-
ear structural response simulations. Our plan over
the next three years for demonstrating a prototype
massively parallel version of DYNA3D includes
implementing an eight-node solid (continuum)

clement, at Jeast one shell element, one contact
algorithm, and solid /structural mechanics capa-
bilities needed for three large-scale demonstration
problems. The demonstration problems include
the simulation of a nanoindentation problem, an
automobile/barrier simulation, and a weapons
penetration application.
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A progress damage model for continuously reinforced, polymeric-matrix composites is
being developed and implemented in the implicit finite element code NIKE3D. The constitutive
model replicates the discrete laminae with an equivalent homogenized material prior to the
onset of damage. Failure criteria eventually trigger damage evolution laws that track individual
failure mechanisms within each lamina and degrade the stiffness and strength of the laminated
composite, Failure criteria and damage evolution laws are currently being developed, as well as
numerical procedures, to efficiently address the multilayer nature of laminates. This work will
allow analysts to simulate the redistribution of load as the composite materials degrade and,
therefore, to design minimal mass composite structures.

Introduction

Continuously reinforced, polymeric-matrix
composites offer substantial weight savings over
conventional materials, such as steels and alu-
minums, and at the same time provide equal or
superior mechanical properties. For example, at
Lawrence Livermore National Laboratory, con-
tinuously reinforced graphite/epoxy (Gr/Ep)
composites are used in lightweight earth-pene-
trator weapons, advanced conventional muni-
tions, and enhanced nuclear safety systems.
Commercial applications of Gr/Ep composites
include high-speed aircraft, automobile drive
shafts, bicycles, and tennis rackets. Currently,
components manufactured with continuously
reinforced, polymer-based composites are de-
signed very conservatively or must be tested
extensively, because the failure response of the
material is not fully understood. To overcome
this barrier, a composite damage model is cur-
rently being developed and implemented in the
implicit finite element code NIKE3D.!

A progress composite damage model per-
mits analysts to simulate the complex three-di-
mensional (3-D) response of composite
components in both subcritical (e.g., dings in an
aircraft wing) and catastrophic (e.g., car crashes)
loading environments. To be useful, the damage
model must accommodate a wide range of fiber
layups, track damage evolution based upon in-
dividual failure mechanisms, and predict resid-

Engineering Research Development and Technology <4 Thrust Area Report FY92

ual life and strength. At the same time, the mate-
rial model must be numerically efficient and
resolve the complex lamina behavior within each
laminate region modeled.

Progress

A continuum-based framework has been as-
sembled to represent composite behavior. The
approach uses conventional 8-node, solid iso-
parametric, 3-D elements with conventional
2 x 2 x 2 Gaussian quadrature. Element stresses
and stiffness are calculated in the usual way at
each Gaussian point; however, the constitutive
evaluations use homogenized material proper-
ties that are calculated uniquely for each cle-
ment. During initialization, the ‘virgin’ elastic
properties of all laminae present within each
element, which can vary between one and two
hundred, are homogenized and stored along
with element-level, strain-based, failure criteri-
on coefficients. Throughout the analysis, the
small-strain, finite-deformation (total-Lagrang-
ian)-based constitutive relation continually up-
dates the element stresses, using effective
stiffnesses and monitors for failure initiation,
prior to the onset of damage.

Element-level failure triggers an in-depth lam-
ina level or microanalysis. The microanalysis
checks for failure, and tracks and evolves indi-
vidual damage mechanisms for each lamina
present in the element. Furthermore, it degrades
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the individual lamina stiffnesses and calculates
a material tangent matrix. The updated stiffnesses
and tangent matrices are then homogenized for
use at the element level.

The two-tier homogenized approach provides
a rational and precise mechanism for tracking and
integrating the complex response of damaged lam-
inated composites. For undamaged material points,
the homogenization technique, which incorporates
bending and coupling effects, yields accurate solu-
tions at a substantial computational savings, since
laminate integration is performed only in initial-
ization. Traditional methods use single elements
or integration points for each Tamina or homoge-
nized material property and neglect bending and
coupling effects. Efficiency in the undamaged re-
gion is very important since, in general, only small
regions of typical composite components reach
critical load levels. To date, the elenrenthomogeni-
zation technique, a conservative, element-level,
strain-based failure criteria for fiber-direction strain
to failure, and a micro-lamina-level subintegration
scheme have been developed, implemented, and
verified.

Element Homogenization and
Representation

Homogenized stiffness functions® are used in
the element to represent the total sub-laminate
response. Within an clement, the homogenized
local stiffness CH(z) is given by
C(g' 4 (‘,”: +("2”

cMiz) - cos(w z), M

where ¢!, ¢i', and ¢! are clement-based stift-
ness matrices, 7 is the normalized distance from
the element’s central plane, and o is a constant
used to minimize clement integration error. To
determine ¢}f, ¢!', and ¢¥', all laminac present
in an element are identified. Next, using the
closed-form long wavelength solution of Paga-
no,’ the current lamina stiffnesses are ‘integrat-
ed’ through the element thickness, vielding the
effective extensional (A), coupling (B), and bend-
ing (D) matrices of the element. This approach
treats cach element as a unique sublaminate.
Using the same long wavelength procedure, Eq. 1
is integrated. The resulting extensional, coupling,
and bending matrices are equated with thc prc-
vious ones and manipulated to vield ¢}f, ¢/,
and ¢f' directly in terms of the actual lamina
properties and local geometry.

Thisapproach, aswe havenoted,2 ensures iden-
tical net mid-surtace forces and moments bebween
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any twosystems fora specified displacement field.
The kinematics assumed in the effective long wave-
length solution are, with the exception of the
through thickness shear strains, identical to an
8-node, rectangular, isoparametric brick element
for small strains. Therefore, the finite element solu-
tion reflects the same behavior assumed in the
homogenization. Thus, the effective properties rep-
resent precisely the varying lamina orientations,
and the stacking sequence relates behavior, i.e,, the
bending and coupling responses.

Equation 1 allows approximate, but very accu-
rate, element-level integration with conventional
Gaussian quadrature. With o =0.25, the maxi-
mum normalized error in any single stiffness or
force term is less than 8.4 x 10-% Although smaller
values of o reduce the integration error, they intro-
duce other undesirable numerical problems. By
restricting individual laminae to be orthotropic,
only 19 coefficients per pair of Gaussian points are
necessary to describe CH(z), independent of the
number of laminace present.

Failure Criteria

Accurate, strain-based, element-level failure cri-
teria minimize computational costs by postpon-
ing, as long as possible, the use of expensive
microlevel analysis. Criteria must be conservative
toensure that failure initiation is not missed within
any of the sublaminae, and thus, a criterion is
needed for each failure mechanism,

Laminate strengths are inherently limited by
the extreme stresses and strains that the individual
fibers and matrix can sustain, Since fibers are typi-
cally brittle, one convenient and commonly used
criterion bases damagge initiation or failure upon
the minimum and maximum fiber direction
strains.t A conservative, element-level failure cri-
terion based upon fiber direction strains was for-
mulated. Tensile and compressive failure initiates
when

|
]’max LlTL M 4 b:mnx ! 2'1 ];
| LY ty
i
. L) 1R
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respectively, where
a = max{cosZ Hi} 4)

max{szin2 9,-} (5)

1]

J[ 2c0s0, sin6, || |
€p = max max(o,————-——] ((1)

. [

e =min“min(0,wﬁi}' )

(¢4

In these expressions, €)1, €2, and €2 are the in-
plane strains, expressed in the element’s natural
coordinate system; ¢4 and ¢ represent the com-
posite’s tensile and compressive fiber-direction
strains to failure, respectively; and 6; is the angle
between the fiber direction (in the i-th lamina) and
the 1-axis of the elements' natural coordinate. The
valueof B positions the failure surface and isbound-
ed by 1/2 < B < 3/2. For arbitrary layups, the
optimal value is f§ = 0.785. Equations 4 through 7
are evaluated using all lamina present within the
element. In 8-node brick elements, the failure crite-
ria, Eqs.2 and 3, need be checked on only the
‘upper’ and ‘lower’ element surfaces.

Internally Pressured Thick-Walled
Cylinder

To demonstrate the new model’s ability to pre-
dict the elastic response of a laminated composite
material, a thick-walled composite cylinder sub-
jected to an internal pressure was analyzed. The
cylinder was axially constrained and had an in-
side-to-outside ratio of r;/ro=3/4. There were 72
Gr/Ep plies randomly oriented with their fibers in
either the axial (0°) or hoop (90°) direction. The 3-D
quarter model used, shown in Fig. 1, contained
only 60 elements, i.e., 12 circumferentially and 5
radially oriented. Radial displacements on the in-
ner [8r(r = r;)] and outer [dr(r = 1y)] surfaces were
compared to a baseline solution and are listed in
Table 1. The baseline solution was obtained with
an axisymmetric, two-dimensional model that con-
tained 1152 clements in the radial direction. It
modeled each lamina with 16 elements. Calcula-
tions were performed with and without incom-
patible modes. Overall, there is excellentagreement
between the axisymmetric baseline and the 3-D
homogenized solutions.

Enginecring Research Develogpment and Technology %

Figure 1. 3-Dfinite
element discretiza-
tion of the internally
pressurized thick-
walled cylinder. A
quarter section Is
represented here.

dr(r=r) Br(r = ry)

8.294 x 10~
8.297 x 10~
8.260 x 10~

1112x 10
L112x 10
1.110x 10

Baseline
3-D
3-D*

Future Work

Additional failure mechanisms are necessary
before component responses can be realistically
tracked beyond initial failure. This requires thatan
element-level failure criterion as well as damage
evolution relationships be developed for each
mechanism. The lamina-level constitutive laws
must ensure solution convergence with mesh re-
finement, include all mechanisms, and permit in-
teraction between the various modes. In the
immediate future, development efforts will tocus
on the predominant failure modes, namely, tensile
and compressive failure, delamination, and in-
plane shear failure. Development of the evolution
laws will use both micromechanical models and
non-traditional experimental results.
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Table 1. Baseline
and 3-D calculated
radial displace-
ments. *With ‘In-
compatible modes’
turned on.
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This article describes the current effort to develop a high-performance flow solver for
addressing the incompressible class of complex-geometry transient flow problems that require
very-high-resolution meshes. The code development effort is described in terms of the algo-
rithm-to-architecture mapping issues involved in both vector and parallel supercomputers. An
example problem showing the application of the current code to a streamline submarine hull is
presented to demonstrate the class of problems being considered.

Introduction

Thiswork s part of a collaborative effort involving
the Mechanical Engineering and Physics Departments,
and Military Applications at Lawrence Livermore
National Laboratory (LLNL). The development of a
high-performance, three-dimensional, transient, in-
compressible, viscous flow code is being undertaken
primarily to study submarine performance in a fluid
dynamics sense. The effects of flow separation and
vorticity upon vehicle lift, drag, and ultimately steer-
ing, are of primary interest. The final goal is to provide
a design simulation tool that will help to reduce the
costly submarine design cycle.

While this effort addresses one of the National
Grand Challenges of Computing, simulating flow
fields about vehicles and in turbomachinery, this
computational fluid dynamics (CFD) capability is
unique because it also finds application within
multiple divisions at LLNL, the Department of
Energy,and in U.S. industry. Applications include
the study of casting processes, heavy gas disper-
sion, and flow in the planetary boundary layer.
There is also immediate application in industries
critical to U.S. competitiveness in the world econo-
my, such as the automotive industry where CFD is
being used to augment engineering design in the
areas of vehicle acrodynamics, heating and air
conditioning, and engine and underhood cooling.

For the full-body, transient flow simulation of a
submarine, it is anticipated that upwards of one
million elements will be required to resolve im-
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portant flow-field features such as vortices and
regions of separated flow, which directly influence
vehicleliftand drag, In addition to the high degree
of spatial discretization, the temporal resolution is
also demanding, requiring the efficient mapping
of the flow-solution algorithm to current vector
and parallel supercomputer architectures to make
such simulations practicable.

For the solution of the time-dependent Navier-
Stokes equations with complex geometry, it is esti-
mated that computers with memory sizes of 1000
to 10,000 million words and performance rates of
10 to 1000 GFLOP's (1 GFLOP = 1 billion floating
point operations per second) will be required. To-
day, a fully configured CRAY C-90 vector super-
computer provides a peak performance rate of 16
GFLOP's with amemory size of 256 million words.
In contrast, a fully configured parallel computer
such as the Thinking Machines CM-5 provides a
peak performance rate of 120 GFLOP's with 4096
million 64-bit words of memory. By focusing on
the rapidly evolving parallel computing platforms
and making use of advanced numerical algorithms,
the goal of rapid simulation of complex geometry
flow simulations for design may be achievable in
the near future.

Progress

The current finite element code for solving the
Navier-Stokes equations is based primarily upon
the work of Gresho ctal.,'~+ making use of ad-
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vanced solution algorithms for both implicit and
explicit time integration. In the case of the second-
order fractional step algorithm (implicit), a con-
sistent-mass predictor in conjunction witha lumped
mass corrector legitimately decouples the velocity
and pressure fields, thereby reducing both memo-
ry and CPU requirements relative to traditional,
fully coupled solution strategics. The consistent-
mass predictor retains phase speed accuracy, while
the lumped mass corrector (projection) maintains
adivergence-free velocity field. Both the predictor
and the corrector steps are amenable to solution
via direct or preconditioned iterative techniques,
making it possibl. to tune the algorithm to the
computing platform, i, parallel, vector, or super-
scalar. The second-order projection algorithm can
accurately track shed vortices, and is amenable to
the incorporation of cither simple or complex
(multi-equation) turbulence submodels appropri-
ate for the driving applications.

The explicit solution algorithm!2 sacrifices some
of the phase-speed accuracy of the fractional-step
algorithm for the sake of minimizing memory and
CPU requirements. However, the momentum equa-
tions are still decoupled in the explicit algorithm.
While both the diffusive and Courant stability limits
mustbe respected in the explicit algorithm, balancing
tensor diffusivity!= is used to lessen the restrictive
diffusive stability limit in the explicit algorithm. This,
incombination withsingle-point integrationand hour-
glass stabilization, makes the explicit algorithm very
efficient computationally, and because of this, the
explicit algorithm was chosen as the initial focus of
the parallelization effort.

The fractional step and the explicit algorithms
both rely upon the implicitsolution of a lincar system
arising from an elliptic operator, In the case of the
fractional stepalgorithm, thissolution is used to project
an intermediate velocity field to a divergence-free
space. In the explicit solution strategy, the elliptic
operator appears in the pressure Poisson equation,
which is used to advance the pressure field in time.
Because the lincar svstem solver is a key component
of the algorithm-to-architecture mapping for both
algorithms, it has been necessary to develop modi-
fied, conj igate-gradient iterative solvers™ that mini-
mize the impact on memory requirementsand allow
the natural data parallelism of element-level process-
ing to be exploited. For both the explicit and the
projection algorithms, no additional storage is re-
quired for the elliptic operator itself, making the cur-
rent conjugate gradient solver essentially matrix-free.

During the past vear, our efforts have been direct-
ed primarily towards the vector and data-parallel or
SIMD (Single Instruction Multiple Data) implemen-
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tation of the code suitable for the laminar flow regime.
In the case of the vectorized version of the code,
clementoperations are blocked into groups of contig-
uous, data-independent operations by using a sim-
plified domain-decomposition strategry to group the
clements. This approach results in a code that is
completely vectorized, yielding performance com-
parable to DYNA3D for the time integration of the
momentum equations. However, the solution to the
pressure Poisson operator limits the overall perfor-
mance of the code, taking up to 95% of the CPU time
per simulation time=step in problems with strong
pressure-velocity coupling.

Because the element data structures for the vector-
ized version of HYDRA are adjustable, they are also
used for the SIMD (CM-2/CM-5) implementation,
where clement-level operations are performed in a
lock-step parallel fashion. For the CRAY architecture,
the vector block size is configured as 128 (bvice the
length of the vector pipeline). In the case of the CM-2/
CM-200, the element block size is configured as a
multiple of the minimum virtual processor ratio (4)
and the number of available processing elements. For
the CM-5, the block size is configured as an integral
multiple of the processor vector pipeline length and
the number of available processors enabling proces-
sor pipelined operations in conjunction with SIMD
parallelism.

In the SIMD (CM-2/CM-5) version of the code,
data dependence in the element blocks may be re-
solved using hardwarespecificcommunication/com-
bining operations for the parallelized assembly of
clement data to nodal data. Instead of data depen-
dency, the constraint on domain decomposition in
the SIMD implementation requires that the clements
be grouped ina spatially contiguous manner to mini-
mize the deleterious effects on performance of off-
processor communication. However, because the
same data structures are used for the vector and
SIMD versions of HYDRA, it is possible to appropri-
ately reconfigure the block size for cach architecture
for the sake of performance. In effect, the clement
grouping strategy provides a mechanism to account
for variations in granularity across supercomputer
architectures ranging from vector to SIMD to Multi-
ple Instruction Multiple Data (MIMD).

Many alternative domain-decomposition algo-
rithms are available, including methods that consider
the graph of the finite element mesh”™ when subdivid-
ing the physical domain, and are not restricted to
logically regular meshes, By matching the domain
decomposition strategy to the supercomputer archi-
tecture, it will be possible to maintain optimal perfor-
mance on vector, SIMD, and MIMD machines,

HYDRA has been written using standard, UNIX
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software-development tools, enabling the code to be
simultancously developed in FORTRAN 77 and FOR-
TRAN 90 by making use of compile time configuration
of the software. This approach has made it possible to
provide HYDRA in a form suitable for computing,
platforms including workstations, and CRAY  vector
and Thinking Machines SIMD supercomputers. The
top-downdesignand botton-up implementation have
required the design of a memory management pack-
age that makes it possible to perform dynamic memo-
ry allocation on a single processor workstation,
multi-processor CRAY, or on the processors of the
CM-2/CM-5 with a single interface definition.

Application

Currently, initial calculations are being performed
on a range of simplified submarine-hull configura-
tions. The top frame in Fig. Tillustrates the mesh used
in the computation of the flow field around a stream-
line submarine hull at a Reynolds number of 830,
based on the hull diameter. A 1/4 symmetry model
has been used, resulting in a mesh with 18,000 nodes
(16,000 elements) or 72,000 degrees of freedom. Tow-
tank conditions were imposed on the computational
domain to simulate the case when the vehicle is
moving straight ahead.

Isosurfaces of pressure are shown in the middle
frame of Fig. 1 for the initially divergence-free and
potential flow field. At the leading edge of the vehicle,
a stagnation point is apparent, with the pressure
decreasing in the streamwise direction along the hull
of the vehicle. Near the trailing edge of the submarine,
alow pressure ‘bubble” is present duce to the accelera-
tion of the fluid as it tries to turn and follow the
streamline surtace of the hull. In the bottom frame of
Fig. 1, isosurfaces of the x-velocity are shown. At the
inlet to the domain and the far-field boundary, a
uniform x-velocity has been imposed to simulate
tow-tank conditions. The bubbles at the front and
back of the straight section of the hull correspond to
locations where the fluid hasbeen accelerated to track
the contours of the vehicle hull, At the surtace of the
hull, no-slipboundary conditions have been imposed.

Future Work

Future efforts will address two key issues: the
aceeleration of the solution to the linear system, aris-
ing from the pressure Poisson operator; and the inclu-
sionof the recursive, spectral domain-decomposition
strategy for SIMD architectures. The pressure com-
putation currently relies upon a data-parallel, ele-
ment-by-clement diagonally scaled, matri-free
conjugate gradient solver. While this approach offers
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scalability in terms of the mesh resolution, multigrid
acceleration can provideenhanced convergence rates
by effectively damping the low-mode error compo-
nents via coarse grid corrections. It also fits well in the
current parallel-code architecture.

While the current, vector-blocking, domain-de-
composition algorithm is adequate for vector super-
computers, robustdecomposition techniques yielding
clement-to-processor assignments that minimize com-
munications overhead are necessary to achieve peak
performance rates on both SIMD and MIMD paralicel
architectures. The recursive spectral bisection” algo-
rithm, which uses the second eigenvector of the mesh
connectivity graph, is currently being investigated as
acandidate for performing domain decomposition.
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Figure 1. Results of
calculations per-
formed on simplified
submarine-hull con-
figurations, showing
(a) the mesh used in
the computation of
the flow field;

(b) isosurfaces of
pressure; and

(c) Isosurfaces of
the x-velocity.
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Development and Testing of the TRIM3D
Radiation Heat Transfer Code

James D. Maltby
Nuclear Test Enginecring
Mechanical Engineering

We have developed a new code, TRIM3D, to solve radiative heat transfer problems involv-
ing a participating medium. The code uses a Monte Carlo formulation to solve problems with
absorption, anisotropic scattering, and specular boundaries. It is designed to work with other
codes to solve coupled radiation/conduction/thermal stress problems, and has been verified

against known analytic solutions.

Introduction

Radiation heat transfer problems involving a
semi-transparent medium that participates in the
radiative exchange occur often in areas such as
high-power optics, crystal growth and glass man-
ufacture, coal furnaces, annealing ovens, and anal-
vsis of fuel fires. Unfortunately, these problems
are often difficult to solve due to the complex
nature of the radiative transfer equation. A Monte
Carlo approach to radiation heat transfer prob-
lems without a participating medium has proved
very successful, resulting in the computer code
MONT3D.!2 The objective of this research was to
develop a Monte Carlo code to analyze radiation
heat transfer in the presence of a participating
medium.

The resulting code, TRIM3D, represents the
state of the art for radiation heat transfer analysis,
and is also the first production code with detailed
participating medium capability. The addition of
TRIM3D to our code suite allows the solution of
coupled radiation/conduction/thermal stress
problems with a level of detail not previously
attainable.

Progress

During FY-92, a working version of the com-
puter code TRIM3D was developed and given
preliminary testing and verification. The
TRIM3D code is formulated in a similar manner
to the successful MONT3D non-participating
medium heat transfer code used by programs at

Engineering Research Development and Technology

Lawrence Livermore National Laboratory
(LLNL). The current working version of TRIM3D
solves three-dimensional (3-D) radiation heat
transfer problems in absorbing, emitting, and
anisotropically scattering media. Problems may
be solved that are non-homogenous and non-
isothermal, and material properties may vary
with wavelength. Boundaries may be diffuse,
specular, or mixed, with directional reflectivity
and transmissivity.

The code has been verified against a series of
analytic problems with absorbing or scattering
media and specular boundaries, with agreement
within the statistical accuracy of the simulation.
Currently, no other code exists that can handle
participating media problems of this complexity.

Theoretical Formulation
TRIM3D generates a matrix of direct exchange

areas (DEA's) that describe the radiative interac-
tion among all surfaces and volumes in an enclo-

INGRID |
¥

TRIM3D |—»{TOPAZ3D}—3| TAURUS

REMAP NIKE3D R’

% Thrust Area Report FY92

Figure 1,
TRIM3D code
flow. Tempera-
ture output from
TOPAZ3DIs
passed through
REMAP to
NIKE3D for solu
tion of radlation/
conduction/
thermal stress
problems.
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sure. The net exchange between any two surfaces
or volumes mav be described:

, (surface to surface)

QH iy "“I s l’l"J I"“ )

COs Ky (1} ,/4]

, (surface to volume)

O8N !‘l‘," - 'I‘,*) (volume to volume).

This matrix is then passed to TOPAZ3D for
solution of the coupled radiation/conduction
problem. Since the matrix of DEA's is tempera-
turc-independent, boundary conditions and tem-
peraturesin an analysis may be changed without
re-running TRIM3D. This approach has been
very successful with MONT3D and TOPAZ3D,
resulting in a large savings in computer time,
The temperature output from TOPAZ3D may
then be passed through REMAP to NIKE3D for
solution of radiation/conduction /thermal stress
problems. The code flow during the solution of
such a problem is shown in Fig. 1. The mesh
generator INGRID and post-processor TAURUS
are also used.

TRIM3D simulates thermal radiation by emitting
alarge number of monoenergetic photons from each
surfaceand volume. These photons are traced through
multiple reflection and/or scattering events until they
arcabsorbed inanothersurfaceor volume, The DEA’s
are then calculated from these photon tallies, For a
given row of the DEA matrix,

5 s A v N, IN,
€5, AV, a, N, IN,,

where Ny is the number of photons emitted by
clement i and absorbed by elementj, and N is the
number emitted by elementi.

Figure 2. Analytic
verification of
TRIM3D for pure ab-
sorption.
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Figure 3. Analytic verification of TRIM3D for isotropic scat-
tering.

If the material properties change significantly
with wavelength, as is typical with gas-radia-
tion problems, a band-wavelength model is avail-
able. This model splits the wavelength range
into separate gray bands, with a separate simu-
lation per band.

Surfaces consist of 4-node shell elements, de-
generating to triangles. Volumes are represented
as 8-node bricks, with triangular prisms and tetra-
hedra as subsets. Both surfaces and volumes are
designed for mesh compatibility with INGRID
and TOPAZ3D. Material properties are assumed
constant within a singic clement, but any number
of materials may be detined. In this manner, non-
homogenous problems may be solved.

Analytic Verification

TRIM3D has been veritied against a series of
participating medium heat transfer problems
with known analytic solutions. Though the ana-
lvtic solutions are one-dimensional, they were
simulated with a 3-D geometry with specular
mirrors on four sides. Optical depths from (0.1 to
10 were tested, with good agreement through-
out the entire range. Some of the results of this
verification are shown in Figs. 2 and 3 for pure
absorption and isotropic scattering, respective-
lv. Agreement with the analvtic solution in both
cases is very good.

An additional result from this verification was
that the speed of the code appears to decrease only
lincarly with optical depth, and that even at an
‘optically thick” depth of 10, the speed is practical
on a SUN workstation.
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Future Work

One of the difficulties in verifying a participat-
ing medium code is the small number of problems
with analytic solutions that exercise all the code
features. To address this problem, a symposium
was held at the 1992 American Society of Mechan-
ical Engineers Heat Transfer Conference to assess
the current capability for solving non-gray, aniso-
tropically scattering, multidimensional radiation
problems . Thirty-four benchmark problems rang-
ing from one to three dimensions at optical depths
from 0.1 to 10 were specified.? These problems will
be solved using TRIM3D and should provide a
good platform for veritication of the code features.

Additional features are planned for the produc-
tion version of the code to simplify the solution of
large problems and make the code more “user
friendly.” A complete user’s manual, including test
problems, will be produced for TRIM3D. In addi-
tion, all the solved analytic and benchmark prob-
lems will be organized into a quality assurance
manual for code validation purposes.

Engineviing Rusearch Devetopment and Technology % Thrust Area Report FY92

Once the code is released, we intend to collabo-
rate with groups inside or outside LLNL to test the
utility and accuracy of TRIM3D on experimental
problems. This will provide valuable feedback on
code robustness and performance on large prob-
lems, as well as on which features are most useful
to the analysis community.

Because TRIM3D uses a Monte Carlo formula-
tion, it is very well suited to the new class of
massively parallel computers. A test version of
TRIM3D will be developed for whichever parallel
computer becomes available at LLNL, and its per-
formance will be assessed. If successful, it should
provide a good example of a production-parallel
application.

. J.D.Maltby and PJ. Burns, Numer. Heat Transfer 9
(2), (1991).

R. Siegel and J.R. Howell, Thermal Radiation Heat
Transter, 4th ed., Hemisphere Publishing Corpora-
tion (Bristol, Pennsylvania), 1992,

)

3 TW. Tong and R, Skvocypec, “Summary on
Comparison of Radiative Heat Transfer Solutions
fora Specified Problem,” Decelopments in Radiative
Heat Transfer, HTD 203 (New York), 1992, (2
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A Methodology for Calculating the
Seismic Response of Critical Structures

David B. McCallen
Nuclear Test Engineering
Mechanical Engineering

Francois E. Heuze,
Lawrence J. Hutchings, and
Stephen P. Jarpe

Earth Sciences Departiment

We are developing a methodology chain that will allow estimation of the seismic response of
critical structures to large earthquakes. The methodology consists of three distinct steps: genera-
tion of synthetic bedrock motion at the structure site due to a postulated large earthquake;
nonlinear finite element analysis of the soil profile at the site to transform the bedrock motion to
surface motion; and linear/nonlinear finite element analysis of the structure based on the predicted
surface motions. Progress in all steps is reported here. Our ultimate goal is to allow accurate, site-
specific estimates of structural response for a specified earthquake on a specified fault.

Introduction

Our computational simulation of the seismic
response of a critical structure is illustrated in Fig. 1.
Toenvelope the motions that might be observed at
the structure site, the seismological portion of the
methodology develops a suite of possible earth-
quake rupture scenarios for each fault that can
contribute significant ground motion at the site.
Field instrumentation is placed on bedrock at the
structure site, and over a period of time, bedrock
motions due to micro-earthquakes emanating from
the causative fault(s) are recorded. These record-
ings serve as empirical Green's functions, which
characterize the motion at the structure site loca-
tion due to slip of an elemental segment of the
fault. By appropriate summation of the responses
due to each element of the fault rupture zone fora
given rupture scenario, the bedrock motion due to
slip over a large area of the fault (corresponding to
a large magnitude earthquake) can be estimated.
By considering a standard suite of 25 possible fault
rupture models, which characterize the different
manners in which the fault rupture can propagate
across the total fault rupture zone, a suite of 25
acceleration time histories are generated. The suite
of time histories is representative of the maximum
ground accelerations that could be expected at the
site for a given size earthquake. Hutchings!23 and
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his coworkers have led the development of the
empirical Green’s function technique and demon-
strated the utility of this method using Loma Prie-
ta carthquake data.2

The transmission of earthquake motion from
bedrock through the soil to the soil surface can
result in significant modification of the bedrock
motion. Traditionally, the nonlinear behavior of
the soil under strong seismic motion has been
modeled with ‘equivalent linear” methods, which
iterate with a linear model to approximate the
nonlinear response of the soil deposits. The classi-
cal computer program SHAKE? has typically been
used to perform site-response analysis. SHAKE is
operational at Lawrence Livermore National Lab-
oratory (LLNL), butsuch equivalent linear models
cannot describe the evolution of pore pressure and
predict liquifaction; i.e. they cannot perform
“effective-stress” analysis which we deemed es-
sential for this project. So, the effective stress non-
linear finite element program DYNAFLOWS has
been obtained from Princeton University. As part
of the methodology development and validation,
the DYNAFLOW and SHAKE programs will be
applied to the Loma Prieta earthquake data ob-
tained at Treasure Island, California. The Treasure
Island site consists of saturated soils that exhibited
liquefaction during the Loma Prieta earthquake.
Site-response calculations are being performed by
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of Citical Stracties

Figure 1. Computa-
tional simulation of
the seismic re-
sponse of a critical
structure showing
(a) the physical sys-
tem and (b) the
three-step computa-
tional model.

Figure 2. Location

(a)
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a number ot researchers, and o portion of our
model validation eftorts will consist ot a compari-
son o IYNAF OW and SHAKI
measured Treasure Islind response data for the
Foma Privla carthguake.

Nonlincar structural-response computationsare

results with

being pertormed with nondincartinite element soft-
ware developed at LN The implicit, nonlinear,
finite detormation program NIKEF3 0 is being used
to model structures and the nonlinear near-field
Soil NIKESD has a number of nonlinear constitu-
tive models and advanced contact-surtace capa-
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transportation stractures in Calitornia. The firsi
structure is the Dumbarton Bridge, which s the
southern-most crossing of the San Frandisco Bay
Fhe Dumbarton Bridge study was initiated by
FENE atthe request of the Calitornia Department
of Transportation (CDOT). The second study s
concerned with the seismic analvsis of the Painter
Street Bridge in Rio Dell, Calitornia, The Painter
Streel Bridge studyis very important from the
standpoint of validation ot owr methodology and
procedures. This study is the tocus of this report.
Fhe Painter Street Bridge, which hasbeen heavi-

of April 1992 Petro-  1ilitio tor modeling vap opening and closing, I instrumented by the Calitornia Department ot
. . RN 5 B b
lia earthquake epi- : L . . ) . . : . o )
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0 10 N @ Arcata
Miles
Eureka (location of Humbolt Bay o . .
s decommissioned nuclear power plant) Painter Street overcrossing,
Pacific Ocean Riv Dell, California
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Shear wave

velocity measurements
(perforimed by CalTrans)

Bridge superstructure

(a) e AJ‘..'",_'\ (d)
in A AR o
SN Seismic
instrumentation
package
. placement

(b)

corthquakes in the seismicallv active region of
northerm Calitornia has allosved the measurement
of response ol this bridae to o number of signiti-
cant earthquakes, I April 1992 three large carth-
quakes oceurred awithin close proximity to Rio
Dell and the Painter Street Bridgae Tocation (see
Fig, 25 Daring the largestof these shockes, the Paml-
er Street Bridee structure was sheken quite vie-
Tentywith lateral deck accelerations on the order
ob 125 times the aceeteration duc to gravity, These
meastred aceelerations represent the largest aceel-
crations ever measured meany strocture during an
carthguake. Prior o the April carthquohkes, M
Callen, Romstad, and Goudreau had constructed
adetatled finite element model ot the Painter Street
bridee abutment svstem tsee Fig. 3) and had per-
formed detailed parameter stadies onthe dyvinan:
10 response of the system. Since an extensive
maodeling ettort had already been initiated on this
bridge, the latest set of quakes was atortuitous
cevent farour project.

Bedrock

Drilling of four bore holes
(performed by CalTrans)

Progress

A~ aresultof the April quakes, the TENT eftorts
atthe Painter Street site have been scaled up signif-

Figure 3. Photo-
graphs showing

(a. b, and c) experi-
mentation and field
work for the Painter
Street Bridge site;
and (d) illustration of
finite element model.

® Arcata

@ [urcka (focation ot
Humbolt Bay
decommissioned
nuclear power plant)

After shocks
(N =2t

R [ 5
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Figure 4. Region of
aftershock locations
used for measure-
ment of empirical
Green's functions.
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Fault rupture plane
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Figure 5. Five sam-
ple fault rupture sce-
narios with resulting
Painter Street time
histories.
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icantly. At the request of Heuzer the CDOT re-
cently drilled four bore holes at the Painter Street
site (see Fig. 3) and performed down-hole, shear-
wave-velocity measurements. Soil samples were
retrieved from the boreholes, and Heuze has con-
tracted with the Department of Civil Engincering
at (UCB) to pertorm laboratory tests on the soil
samples. The field shear-wave-velocity measure-
ments and the laboratory soil tesdng will provide
quantitative soil properties for use in the site soil
response calculations and the structural model
calculations. Two of the boreholes were drilled to
bedrock (a depth of approximately 80 £t), and two
seismic instrumentation packages were placed,
one at the surface and the second at the bedrock
depth of 80 ft (Fig. 3). The package at bedrock
depthis currently being used by seismologists to
measure empirical Green's functions for micro-
carthquakes emanating from nearby faults,
Todate, Painter Street site bedrock responses have
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been measured for eight micro-carthauakes emanat-
ing trom the faultlocations indicated in Fig, 4. Based
on the empirical Green's functions oblained from
these measurements, synthetic bedrock-ground-mo-
tion time histories have recently been generated by
Hutchings and Jarpe tor a number of cartheguiakes,
Samples of Painter Street site synthetic time historics,
cach based ona different fault rupture propagation
maodel, areshownin Fig. 5.

I parallel to the scismological work, finite cle-
ment maodeling of the Painter Street bridge /abut-
ment system has progressed: into the nonlinear
regime. For nonlinear time history analvses, the
superstructure, pile foundation, and approach em-
bhankment soil masses have been modeled as
shown in Fig. 3. In this tyvpe of bridge stracture,
nonlinear hysteretic behavior of the soil embank-
ments has been experimentally identified as a very
important factor in the dynamic response ot the
bridge system 1 The primary objective of con-
structing o detailed, three-dimensional model of
the bridge/<oil systenvwas to allow incorporation
of the effects of nondinear soil stiftness and soil
mass. Traditional finite clement models tor this
tvpe of bridge, which are used in bridge design
and analysis calealations, neglect the soil mass,
and the soil stiftness is represented by linear clas-
tic, amplitude-independent springs. We decided
to truncate the detailed finite element model at
approximately the original ground surface cleva-
tion, and apphy the surface free tield motion direct-
Iv o the base of the model at this clevation (see
Fig. 3). Thisapproach neglects potential soil- struc-
ture interaction cttects behween the piles and soil
below this level, and prevents radiation of energy
vertically back into the soil. However, interaction
between the soil and piles tepically ocears in the
top portion ot the piles, and energy loss through
radiation will be small relative to the energy dissi-
pated by the nonlinear hyvsteretic behavior of the
soil embankments,

Until the experimental lests are completed at
LCBIn fanuary 1993, there is only sparse quanti-
tative data on the soil properties for the Painter
Street site. The small-amplitude shear moduli for
the approach embankments and original grade
soils have been estimated ' based on Pand S wave
surtace refraction measurements which were per-
formed. To represent the nonlinearity of the soil in
the bridge/Zabutment finite clement model, the
small-strainshearmoduli obtained from these mea-
surements were used with standard soil modulus
degradation and damping curves. To represent
thestandardized modulus degradation and damp-
ing curves inthe NIKE3D tinite element program,



asimple Ramberg-Osgood constitutive model was
used to model the soil. The material parameters
were set such that the Ramberg-Osgood hystere-
sis loop would vield modulus degradation and
damping curves very similar to Seed's12 standard-
ized curves, The procedure for determining the
Ramberg-Osgood parameters toapproximate giv-
en modulus degradation and damping curves was
developed by Ueng and Chen. P The modulus and
damping curves obtained trom the Ramberg-Os-
good constitutive model fit with Ueng and Chen’s
technique are shown in Fig, 6 along with the origi-
nal curves of Seed. The shear stress-strain behav-
jor generated with the fitted Ramberg-Osgood
maodel in the NIKE3D finite clement program is
alsoshown in Fig. 6.

A number of time history analyses have been
carried out with the detailed bridge/abutment
maodel shown in Fig. 3, as well as with simple
reduced-order stick models of the bridged The
bridge instrumentation records for the April 1992
Petrolia carthquakes have not yet been completely
processed by the CDMG; thus, the measured free
field motions were not available to apply to our
maodel prior to this report. However, free field and
bridge-response data for a magnitude 5.5 carth-
quake of November 1986 were available and were
used to examine the accuracy of the finite element
madels of the bridge system.

The 1986 free-field acceleration time histories
were used as input motion to the base of the bridge
system models. The model response predictions
were compared to the actual bridge response data
measured by the CDMG bridge instrumentation
array. Since the details of all of the response pre-
dictions are given clsewhere,H only anillustrative
example of the response predictions is provided
here. The detailed model response predictions for
the absolute displacement at channel 7 (transverse
motion at mid-span) are shown in Fig, 7. Figure 7a
shows the response of the detailed model when o
lincar elastic soil model is used, and mass- and
stitfness-proportional Rayleigh damping is used
to provide approximately 5% damping in the first
transverse and longitudinal modes of the bridge
system. For the linear analysis, soil properties were
setequal to the small-strain soil properties estimat-
ed by Heuze and Swift from field measurements.
Two observations can be made: (1) the frequency
content of the bridge model is signiticantly too
high when the small-strainsoil properties are used;
and (2) the amplitude of the response prediction is
too large relative to the measured response. The
bridge response prediction using the detailed mod-
el with the nonlinear Ramberg—Osgood soil model
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Figure 6. Simple
nonlinear soll char-
acterization for finite
element model.
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is shown in Fig. 7b. This model also used mass-
proportional Ravleigh damping, inwhich the damp-
ing in the first transverse mode was set to 10%, The
nonlincar model exhibits significant improvement
over the lincar model. The nonlinear model dis-
plays appropriate softening and energy dissipation
in the system, such that the frequency content and
amplitude are more representative of the actual
structural response.

Future Work

Significant progress has been made in the study
of the Painter Street overcrossing site. Construction
of the seismological model and the structural mod-
clhavebeencompleted, and caleulations have been
generated with both models. Additional field mea-
surements of Cireen’s functions from future micro-
carthquakes will continue to enhance the site
seismological model, and laboratory experimental
data will improve the soil characterization in the
finite clement model of the bridge/abutments. The
site-soil characterization will also allow site-response
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analysis to transtorm bedrock motion to soil sur-
face motion. Specific tasks that we intend to per-
form during the next vear include:

(H Use of the nonlinear model of the bridpe/
abutment systen to predict the response of the
bridge to the April 1992 Petrolia carthquake.
The predicted response will be compared to
theactual bridge response measured by CDMG,
This carthquake should have resulted in signif-
icant nonlincar behavior of the bridge/abut-
ment svstem, and this analysis will allow us to
further verify the ability of the nonlincar model
to accurately predict bridge/abutment re-
sponse.

Based onmeasured Green's functions, the svis-
mological modol will generate a final suiteof 25
time histories for the April 1992 Petrolia magni-
tude-7 carthquake.,

Thebedrock-motion time histories will be trans-
formed o surtace motion with a site-response
analvsis, and the suite of surface time histories
will be compared to the actual free field motion
meastired at the site by COMG,

Ta



() The suite of predicted free field responses will
be run through the structural model, and re-
sponse statistics will be compared to the actual
response from: the April 1992 magnitude-7
carthquake.

The ultimate goal of our project is to allow accu-
rate site-specific estimates of structural response for
a specified carthquake ona specified tault, For
practical applications of this methodology, it will
be essential to decide how the structural engineer
may best use the information provided by the suite
of time historics developed by the seismological
portion of the study. It will generally be impractical
to perform 25 time history analvses (or more if
multiple faults/multiple rupture zones are consid-
ered) for a large structural model. [tis necessary to
consolidate the information obtained from the time
histories into a simplified form (e.g., a representa-
tive response spectrum and corresponding single
time history) to achieve practical application.

The Painter Street site study will allow a critical
evaluation of the accuracy of the method that is
being developed, and a demonstration of our tech-
nology in all segments of the methodology chain.
It will also provide an opportunity for interaction
between structural analysts and scismologists, so
that appropriate procedures for using the carth-
quake ground motion in structural response cal-
culations can be developed.
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Reinforced Concrete Damage Modeling
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The modeling of reinforced concrete structures is currently performed by empirical codified
formulae and linear elastic calculations. This state of the practice, however, can lead to both non-
conservative designs on the one hand and to over-designed and costly structures on the other.
This wide range of outcomes arises from the lack of an adequate constitutive model to describe
the behavior of concrete as it cracks under applled loads. This report briefly describes work at
Lawrence Livermore National Laboratory in the development of an appropriate constitutive

model for concrete damage.

Introduction

In the modeling of reinforced concrete struc-
tures, the current state of the practice involves the
use of codified empirical formulae and linear cal-
culations. While these methods are very useful,
they can also produce unwanted results. When
using empirical formulae, there is risk involved in
applying them to a situation that is not absolutely
identical to the tests from which they were de-
duced. In particular, formulae for limit loads scale
in a rather non-linear fashion and must be applied
with care and experience to avoid a non-conserva-
tive design. On the other hand, one does not want
to have to over-build a structure and hence make it
overly costly because of uncertainties in modeling.

A vast improvement to the design cycle is ob-
tained if some of the empirical formulae currently
used are replaced by analytical models. The main
unknown that most of the empirical formulae try
to address involves the behavior of the concrete
itself as it cracks under various loading conditions
with different reinforcement patterns. Thus, the
thrust of our work has been to develop a constitu-
tive model that describes the behavior of damag-
ing concrete. Because this work is being performed
for the Computational Earthquake Initiative at
Lawrence Livermore National Laboratory (LLNL),
the level of complexity of the model has been
chosen to be commensurate with that needed to
model critical sections of large reinforced concrete
structures under seismic loading conditions. This
requires the constitutive model to be able to track

Engineering Research Development and Technology % Thrust Area Report FY92

the progression of damage induced by arbitrary
three-dimensional (3-D) loading histories in com-
plex 3-D geometries. Because of these require-
ments, the model has been developed as a 3-D
damage theory that is suitable for large-scale finite
element calculations.

Such thinking is not new to the modeling of
reinforced concrete structures.! This original work,
and almost all that has followed since, has been
confined to two-dimensional (2-D) problems. Un-
der seismic excitations, however, one must look at
the more general situation that includes 3-D ef-
fects, because of the high likelihood of complex
loading paths. There does exist a handful of 3-D
models.234 However, none of these models is suit-
able for the present problem. The first two models
and others like them are only suitable for isotropic
compressive type behavior, and the third, while
promising, still requires some development. The
present model takes advantage of the insights and
developments of this previous work and extends
them to a new framework for damage modeling.
The framework we have developed most closely
resembles the framework proposed by Ortiz.#

Progress

Progress for FY-92 has been made on many
different aspects of the problem: choosing an ap-
propriate class within which to develop the mod-
el; developing the features to incorporate into the
model; developing appropriate numerical algo-
rithms to efficiently perform finite element calcu-
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lations; and determining how reinforeing bars
should be modeled in conjunction with the erack-
ing concrele.

Model Class and Features

Model class refers to the basic style of the mod-
el plasticity-like or damage-like. by plasticity-like
modvels, material unloading, takes place elastically
with a stiffness equal to the initial elastic stiffness
of the material (Fig, 1a). In a damage-like model,
material unloading takes place elastically with a
degraded stitfhess (Fig, 1b). The plasticity-like mod-
clshavestrong appeal fora number of reasons, but
mainly because their algorithmic properties are
reasonably well understood and are known to be
suitable for finite element calculations. The true
behaviorof cracking concrete, howoever, resembles
more closely damage-like model behavior.

Nevertheless, at the beginning of this project,
we used a plasticitv-like model to examine some
of the numerical and theoretical issues that are
unique to materials displaving softening, behav-
jor like that shown in Fig. 1. The main use ol this
model class was to examine the issue of ill-posed
boundary-value problems. Materials displaying

Figure 1. Material
unloading in

(a) plasticity-like
and (b) damage-iike
model classes.
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stress=strain behavior like that in Fig. 1 often
generate ill-posed boundary-value problems.s
While there are several wavs around this issue,
for concrete the most physically realistic one is
the notion of constraining the amount of energy
dissipated in the system on a per-unit-volume
basis to equal that dissipated on a per-unit-arca
basis when opening new crack faces. This type
of constraint results in the appearance of a char-
acteristic length in the model formulation, For
the development of the present model, the con-
tinuum formulation® was used to render the
present formulation well-posed for both the plas-
ticity and damage model classes.

I the domain of damage models, there is a
wide variety of model choices. To choose the ap-
propriate one usually requires a fair amount of
insight into the micromechanical mechanisms of
the observed damage and their relationship to the
free enerpy density of the material. In the case of
concrete with Mode I -, and Hl-type eracks, such
informationis notavailable. Therefore, several gen-
eral hypotheses of continuum mechanics have been
used instead to generate o complete maodel.

The basic premise of the model is that the
damage state of the material will be represented
by the rank 4 stiffness tensor of the material.
Hence, as is known to occur in other damaging
systems,” the “elastic stiffness” of the material is
allowed to evolve with the loading history. To
determine the evolution law for this degraded
stiffness, the notion of maximum dissipation is
used. To use this idea, one first postulates re-
strictions on the admissible stress or strain states
of the material. For the concrete, two restrictions
are postulated. The first restriction states that
the normal tractions across cracks in the system
must be below a given critical value and that the
critical value evolves as the damage increases.
The second restriction states that the shear trac-
tions across cracks in the system must be below
a given critical value, which also evolves with
progressing damage. Cracks are assumed to nu-
cleate in the material when the maximum prin-
cipal stress at a point exceeds a given value,
Using these two restrictions and the concept of
maximum dissipation, an evolution law can be
derived for the rank 4 stiffness tensor ol the
material that gives the correct anisotropic struc-
ture to the damaged stiffness tensor.

The other dominant phenomenological features
of cracking concrete that have been incorporated
into the model are:

M The choice of restrictions on the admissi-
ble stress states in the material provides
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for Mode I-, 1=, and H-type crack growth
(damage evolution),

(2)  The notion of crack closure has been in-
cluded by monitoring the tractions across
crack faces. When the traction across a
crack face becomes compressive (nega-
tive) and the shear tractions are below
their critical value, the material behaves
as though it is undamaged (up to the
compressive vield limit of the conerete).

(3)  The notion of shear retention is built into
the model by limiting the amount of shear
degradation allowed in the system,

() The softening evolves with an exponen-
tial character.

(5)  Thedamage evolution is anisotropic.

Algorithms

The algorithmic implementation of the proposed
model in a finite clement setting has involved the
development of several novel algorithms. Of fore-
most importance for softening, models has been the
development of a characteristic-length interpolation
scheme for 3-1D problems. While an interpolation
scheme for 2-D problems has been presented,” a
straightforward extension of this method to 3D leads
to singular characteristic lengths for certain crack
orientations. In our work, a new interpolation meth-
od has been developed that does not have these
singularities and vet remains faithful to the original
characteristic-length idea,

The other algorithmic issues that have been
addressed deal with local and global integration
algorithms, On the local level, o concave (as
opposed to convex, as in metal plasticity) opti-
mization problem governs the stross point cal-
culation, Because of the concave nature of the
problem, a unique answer to the stress point
calculation does not exist; there are two answers,
with one being inadmissible. However, by pick-
ing a suitable starting value, the stress point
algorithm can be made to always produce the
admissible answer. On the global Tevel, the non-
linear balance equations of the boundary-value
problem have mualtiple bifurcation paths that lie
extremely close to cach other and cause global
convergence difficulties. To circumvent these
well-known convergence difficultios, an aggres-
sive, automatic time-stepping scheme has been
developed. The scheme uses logarithmic-based
time step control in conjunction with a special
oscillating norm check. The combination of these
two ideas greatly enhances the ability of the
plobal solvers to achicve equilibrium,
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Reinforcing Bars

Since using fixed rebar bars (ie, compatible
displacements between concrete and rebar) gives
reasonable results, to date only a small effort has
been devoted to rebar issues, Our results are, how-
ever, slightly non-conservative. To address this,
some preliminary work has been done on rebar
release methods. Foree- and damage-based slide-
line release methods have been used, as have bond-
link clements. The damage-based slideline release
has been found to be superior to the force-based
model and the bond-link clement for accuracy
againstexperimental data. However, the bestover-
all robustness for these methods (after the fixed
rebar model) is given by the bond-link element,
which is a node-on-node contact element with a
displacement-based release law:,

Examples

Two examples are shown to partially demon-
strate the proposed model. The first example in-
volves the 3-point bending of a lightly reinforced
beam; the second example involves the 3-point
bending of a heavily reintorced beam.

In the first example, the beam is 12 feet long
with a 8 x 20 in. cross section that contains two #8
rebarsin the lower fibers. The load deflection curve
at mid-span is shown in Fig, 2. Overall agreement
is seen to be quite good. At point (A), the conerete
starts to crack, and load is transferred into the
rebars. Cracking progresses up through the cross
section with more load being transferred into the
rebars until at point (B) the rebars yield. These
observations from the simulation are consistent
with experimental observations.®
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Figure 2. Load de-
flection curves at
mid-span for beam
with two #8 rebars in
the lower fibers. The
damage initiation
point (A) and the
point of yield (B) are

marked.
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Figure 3. Load de-
flection curves at
mid-span for beam
with four #9 rebars
in the lower fibers
and two #4 rebars in
the upper fibers. The
damage Initiation
point (A) and the re-
bar-concrete inter-
face fallure initiation
point (B) are
marked.
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In the second example, the beam is 12 feet long
witha 12 x 21.75 in. cross section that contains four
#9 rebars in the lower fibers of the beam and two
#4 bars in the upper fibers of the beam, Addition-
ally, there are #2 stirrups every 8.25in. along the
length of the beam. Figure 3 shows the load deflec-
tion curve at mid-span for the experiment and the
calculation. At point (A), the concrete starts to
crack, and there is a large load transfer to the #9
rebars. The #4 rebars do not carry much of the
load. Vertical cracks develop along the span and
grow upwards and towards the centerline of the
beam. At point (B), the calculation deviates from
the data because rebar release was not included in
the simulation.

Engineering Rescarch
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Future Work

Future work will focus on making the local
stress point algorithm more robust and efficient.
[naddition, a few new features will be added, such
as compressive flow of the concrete and crossing
cracks.
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