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Comional Electronics
and Eleclromagnetics

The Computational Electmnics and Electromag- unstructured conforming grids. The thrust area is
netics thrust area is a focal point ;or computer also investigating various technologies for con-

modeling activities in electronics and electromag- forming-grid mesh generation to simplify tile ap-
netics m the Electronics Engineering Department plication of our advanced field solvers to design
of Lawrence Livermore National Laboratory proble'.ns involving complicated geometries. We

(LLNL). Traditionally, we havefocused our are developir,g a major code suite based on the
efforts in technical areas of importance to three-dimensional (3-D), conforming-grid,
existing and developing LLNL programs, time-domain code DSI3D. We continue to main-
and this continues to form the basis for tain and distribute the 3-D, finite-difference time-

much of our research. A relatively new and domain (FDTD) code TSAR, which is installed at
increasingly important emphasis for the several dozen tuliversity, government, and indus-
thrust area is the formation of partnerships try sites. Also, during this past year we have begun
with industry and the application of our to distribute our two-dimensional FDTD accelera-
simulation technology and expertise to the tor modeling code AMOS, and it is presently being
solution of problems faced by industry, used at several tmiversities and Department of

The activities of the thrust area fall into Energy accelerator laboratories. Our principal ap-

three broad categories: (1) the develop- plications during FY-92 were accelerator compo-
mentoftheoreticalandcomputationalmod- nents, microwave tubes, photonics, and the

els of electronic and electromagnetic phenomena, evaluation of electromagnetic interference effects
(2) the development of useful and robust software in commercial aircraft.
tools based on these models, and (3) the applica- Included in this report are several articles that
tion of these tools to programmatic and industrial discuss some of our activities in more detail. The
problems. In FY-92, we worked on projects in all of topical areas covered in these articles include corn-
the areas outlined above. The object of our work putational integrated photonics, the application of
on numerical electromagnetic algorithms contin- massively parallel computers to time-domain mod-
ues to be the improvement of time-domain algo- eling, analysis of pulse propagation through con-
rithms for electromagnetic simulation on crete for bridge inspection, accelerator component

modeling, and the development of tools for semi-
conductor bandgap calculations.

John F. DeFord
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Parallel Computers and 11hree,
Dimensional Comional
Eledxmnagnetics

' Niel K. Madsen
EngineeringResearchDivision
ElectronicsEngineering

We have continued to make progress in our ability to use massively parallel processing
(MPP) computers to solve large, computational, electromagnetics problems. In FY-92, our
primary emphasis has been to produce a message-passing version of the preprocessor, PREDSI3D.
In addition, the execution module DSI3D has been ported to other parallel machines: the BBN

Butterfly; the Thhaking Machines CM-5, and the Kendall Square KSR-1 machine. Our DSI3D
algorithm and code, together with the ever more capable MPP computers, give us a unique
opportunity for significant new contributions to three-dimensional electromagnetic modeling.
Two recent applications of DSI3D are presented: (1) full-wave analyses of very-high-frequency
optical signals propagating in a weakly guided optical fiber cable; and (2) study of the behavior
of whispering-gallery-mode microdisk lasers.
arm iii ill i Imll -- --

Inbo(klctJon tLrneMaxwell's solutions to computational vol-
umes smaller than about 104_,3,where X is the

The solution of physical problems whose be- wavelength of the EM radiation of interest. For a
havior is governed by Maxwell's equations has radar cross-section (RCS) calculation, this limits
been of considerable interest for many years. The one to the analysis of scattering from only a small
propagation of electromagnetic (EM)signals, such portion of an aircraft fuselage at the upper end of
as microwaves for communication or radar pulses the low-frequency regime, thus neglecting the in-
for the detection of aircraft, are two examples of tra-structure coupling effects that can be impor-
such problems that have been studied over long tant under some conditions. The calculation of the
periods of time. More recently, other areas such as RCS of a complete aircraft, which may be of size
the design of integrated photonics devices; the 100_.in each of three dimensions, may require as
design and analysis of electronic interconnects for many as 109grid or mesh elements. Problems of
integrated circuits; and the full-wave analysis of this extremely large size clearly will require com-
microdisk or thumbtack lasers have been studied puters with capabilities that are far beyond those
by numerically solving Maxwell's equations, of current supercomputers.

The computational tasks for accurately model- New massively parallel processing (MPP) com-
. ingthree-dimensional(3-D)problemsthatareelec- puters have emerged as the most attractive ap-

tromagnetically large are very challenging. Two proach for increasing our computing capabilities
limitations that have been real impediments to the to the levels required by large, 3-D, EM simula-

• successful solution for these problems are (1) the tions. Though still evolving rapidly and not as yet
lack ofgood, numerical EM algorithms for dealing completely viable as production computers, they
with problems with complicated, irregular, and have demonstrated computational speeds that can
nonorthogonal geometries; and (2)the speed and no longer be ignored.
capacity of even the largest and fastest supercom- With their very distributed nature (memory
puters, and CPU's) and lack of sophisticated software

Present-day supercomputers, such as the Cray- development tools, MPP computers present new
YMP,limit full-wave finite difference or finite vol- computing challenges in and of themselves. Large

Engineering Research Development and Tecl)nology o_, Thrust Area Report FY92 1-1
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Rgure 1. A two. Prog_ss
dimensionalslice of

the3-Dnonorthogo. With our development over the past several

nal andunstructured years of the new discrete surface integral (DSI)

grid usedto solve methods, I the first of the two modeling limitations

anelectrenicinter, listed above has been completely overcome, i.e.,connectproblem
with threestripllne our new algorithm (implemented in the code
conductors. DSI3D) has proven to be robust, reliable, and accu-

rate in soMng EM problems with complicated

and irregular geometries.

The second [inlitation has been the primary

subject of our work for the past two years. Previ-

ously, we produced and tested a parallel version

of ttle DSI3D execution module that performs quite

efficiently on distributed-memory parallel com-

puters such as the lntel i[_/860.

Parallel Computation Issues

Rgure 2. A two-
dimensionalslice Recognizing the tlltirna te physics l imita tions of
showlngthe auto- trying to speed up traditional serial processing

matic partitioning computers, computer manufacturers have begun

producedby the re. tO design mid build MPP computers with hun-

cursivespectral bi- dreds and even thousarlds of independent proces-section method for
partitioning the elec. sors. These processors are capable of performing
tronicinterconnect hundreds or thousands of arithmetic computa-
problem, tioFks at the same time.

Typically, these MPP computers are distribut-

ed-memory computers, i.e., they have very large

total amounts of memory, but each processor has

rapid direct access to only a small subset of the

total memory. For a processor to obtain access to

data not residing in its own memory, some foml of

communication or message passing among pr(_-

cessors is required. This distribution of memory

presents new complexities when one desires to

simulation problems must be broken int(, smaller solve very large problems. Ultimately, the com-

subpieces that can be handled by the fildividual puter's operating system, compilers, and other

processors. As a result of this decomposi tion, data software tools will automatically take care of these

must be efficiently communicated among the pro- additional complexities. At present, however, all

cessors as required by the numerical algorithm. In of these software tools are in a state of infancy, and

the next section, we will de_ribe a new technique so solving very large EM problems remains a chal-

that can automatically decompose a problem into lenging task.

smaller subpieces, and also seems to be effective at The efficient partitioning or distribution of the

minimizing the amount of required communica- computational tasks and data across the comput-

tion. We will also discuss the performance of our er's memory and processors is an area of high

new parallel EM software on one of these newer interest. A good partitioning of a problem among

parallel computers, multiple processors should satisfy at least two
Finally, we will show some sample results for criteria: (1) the partitioning of a problem should

two optical applications problems and conclude produce subpieces of approximately equal size;

by indicating our future development directions and (2) the boundaries between the pieces should

and thoughts, be as small as possible. The first requirement is

1-2 Thrust Area Report FY92 4" Engineering Research Development and Technology
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imposed to make sure that each processor has mguro3. Parallel
about the same amount of computational work to performanceof
perform; the second requirement is set to try to _ :---- Perfect speedup DSI3Dforwaveguide
minimize the amount of ivter-processor data corn- ---_-- 100000cells problems of three dif.

...... m ,-. _ 60000 cells ferent sizes, using
munication.

• For problems with a regular structure, it is often -- -,i.... 30000cells various numbers of
f proce_ors on the Ir_

the case that an efficient partitioning of the prob- / ,_; tel i1_3c/860.
lem is visually obvious. However, for unstruc- I f

• tured grids with little predictable structure, a good 1 1I
partitioning is rarely obvious and can present a I
formidable problem, Last year, we reported our
initial experience with a very promising new ap-
proach. Others 2have recently developed a 'recur-
sive spectral bisection' method that seems to meet
both of the above criteria. It is based upon the
construction of the Laplacian matrix of the depen-
dency graph of the algorithm being used. A de-

pendency graph is produced by linking together
variables that depend upon each other, through FJgl_ro4. Parallel

the underlying solution algorithm (in our case the ----c_--- Perfectspeedup performance ofPREDSI3D for
DSI3D algorithm). The partitioning isaccomplished _ 128000 cells

waveguide problems
by finding the second eigenvalue of the Laplacian -- c, -- 64000 cells of threedifferentsiz.

matrix and an associated eigenvector, which is -- -_*- 32000cells es, usingvarious
referred to as the 'Fiedler vector.' The median numbersofproces-

value of the entries of the Fiedler vector is cornput- sorsontheInte!
ed, and variables that are associated with Fiedler IP8C/860.

vector entries that are greater than the median
value form one piece of the partition, and those _"
less than the median value form the other partition .... -_'
piece. This process can then be applied recursively
to partition the entire problem into the desired
number of pieces, which must be an integral pow-
er of 2.

We have further tested this new, recursive, spec-
tral bisection technique and have found it to be

quite effective at meeting the desired criteria for a which repeatedly uses the dependency graph and

good partitioning, even for very large problems, coefficients to update the field components in a
Figure 1 shows a two-dimensional cross-section time-marching manner.

of a 3-D, unstructured interconnect grid; Fig. 2 In FY-91, we completed the implementation of
shows the automatically derived partitioning of message-passing versions of DSI3D for the Intel
this grid cross section into 16 colored subpieces iPSC/860 parallel computer. In FY-92, our prima-
(shades of gray in this rendition), ry emphasis has been to produce a message-pass-

In addition to the partitioning of an EM prob- ing version of the preprocessor, PREDSI3D. In
lem for MPP solution, there is also the difficulty of addition, the execution module DSI3D has been

• producing a version of the unstructured grid code, ported to other parallel machfl_es: the BBN Butter-
DSI3D, that runs effÉciently on a MPP computer, fly, the Thinking Machines CM-5, and the Kendall
The primary challenge is to design and implement Square KSR-1 machine. Generally, we have found

• the passing of data among processors, so that it that if the problem is sufficiently large, there is
consumes a small amount of time compared with considerable benefit to using parallel computers.
the time required for computing the solution corn- For smaller problems, it is more efficient to use
ponents. The DSI3D code is really separated into conventional serial-processing computers. Figure 3
two subpieces: a preprocessing piece, PREDSI3D, shows the performance of DSI3D for waveguide

which takes the primary grid and the DSI algo- propagation problems of three different sizes, us-
rithm and derives a dependency graph and up- ing varying numbers of processors on the Intel
date coefficients; and an execution piece, DSI3D, iPSC/860 parallel computer. Figure 4 shows the

Engineering Research Development and Technology _ Thrust Area Report FY92 1-3
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A __
-- -- iiiii__ __ m

perfomlance of l RH_)_13D for a similar set of

Iraisons _ problems. It is clear from these figures that larger

problems run uniformly more efficiently than do

smaller problems. The preprocessor, PREDSI3D,
in general runs less efficiently than the execution

module, because it requires considerably more

interprocessor comn_unication. However, it is run

only once for a particular problem, whereas the
executkm module may be mn repeatedly for the
same problem.

Rgure 5. Schemat.

ic for a weakly guid- Selected Applications
ed fiber optical cable

with an offset end- The overall ptll_.')ose of our work USing MPP ¥-. I., X

cleave, compLlters is to be able to easily solve problems

that heretofore have not been solvable on conven- Ifigure 8. DSI3D grid used to model the behavior of the mi-
tional serial-processhlg computers. VVhi]e the e×- crodisk laser and pedestal.

isling MPP computers are not quite at that level of
capability,,the next generation will be, and we are high-frequency optical signals propagating in
now ready to address tills type of problem, weakly guided optical fiber cables. [n splicLng

Chleareaof new interest to us has been the use optical fibers, it is desu'ed to cleave(or cut) them in
of [7SI3D to perfo_l frill-wave analyses of very- a mm_er so that the cleave is tent-shaped mid

, _ centered with respect to the fiber core (seeFig. 5).iii

i Due to their small size, it is not always easy to
determine if the cleave is appropriately centered.
One idea for determining if the proper centerhlg
exists is to launch optical signals hi the fiber cable
toward the cleave,and then to analyze the signal
reflected from the cleaved end back down the
cable.If the cleaveiscentered, most of the reflected

energy should remain in the cable core h-! the
ffmdamental mode. If the cleave is offset signifi-
cantly, much of the reflected energy will be reflect-
ed out of the cable's core. I_I3D is well suited for

s_dymg this type of problem. The cleavehltersec-

Iqgure6. Two<limensional planar cut in the center of a fi- Lion with the cylhldrica] fiber is easily handled
ber optical cable with a centered end-cleave, showing the LlSing the LtnstTuctured arK-] norlorthogonal grid
refiectedpulse field fringes, features of DSI3D. Figures 6 and 7 show the na-

..... _ _ _ _ _ ture of the reflected pulses for a centered cleave
and an offset cleave, respectively. The differences
between the two reflected signals are obvious.

Another new interesting application has been
the use of DSI3D to study the behavior of whisper-
ing-gallery-mode rnicrodisk lasers. 3 These novel
devices have potential for file integrability ,and

low-power operation required for large-scale pho-
tonic circuits. The disks are formed using selective

etching techniques in a InP/InGaAsP system to
achieve 3- to 104am--dia disks as thhl as 500 ,_

suspended in air or SiO2 on an InP pedestal. Opti-
cal confinement within the thin disk plane results

in a microresonator with potential for single-mode,Iqgure 7. Two-dimensional planar cut in the center of a fi-
ber optical cable with an offset end-cleave, showing the re- ulta'a-low threshold lasers. Figure 8 shows the
flected pulse field fringes.

1-4 Thrust Area Report FY92 .:o Engineering Research Development at]d Tect]nologY
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. Rgure10.Reidplot
showingtheradiated
flald_fromtl_ mlor_
disklair _ pefle_
tal etruotum.Plot
showsMalOjin the

" canterplaneof the
mlcrodlskexteriorto
thedtsk.

o

Iqgure9. FieldplotshowingtheM: 8 modeforthemicro-
disklaserandpedestaL

DSI3D grid for the clisk and pedestal. Tlle grid for

the surrotmdhag meditun is not shown. Figure 9
shows the excited M = 8 mode for the disk mad

pedestal. Figure 10 shows the structure of the radi- We ha ve attracted the interest of several indus-
ated fields in the plane of the disk. trial partners, and Cooperative Research and De-

velopment Agreement efforts are underway with
Future WOrk these partners to develop specialized versions of

DSI3D for use in RCS analysis mad for gyrotron
Our DSI3D algorithm and code, together with design.

the ever-more-capable MPP computers, give us a

unique opportunity for significant new contribu- 1. N.K. Madsen, DivergencePn,seFvingDiscreteSur-
tions to 3-D EM modeling. We now have the flexi- face IntegralMethods for Maxwell_ Curl Equath)ns

Llsi,_¢Non-Ortho_o_,llLhlstrtMuredGrids,Lawfence
bility and capability tosolveproblemsofa sizeand Livermore National Laboratory, Livermore, Call-
detail that were previously unimaginable. We in- fomia, UCRL-JC-l(_-)787(1992).
tend to address to a much greater extent some of
the areas of application mentioned above. In addi- 2. H.D. Simon, Computing Systems in En,,cineering2(2/3), 135 (199l).
tion, we plan to add a charged-particle capability
to DSI3D, so that these new capabilities will be 3. S. McCall, A. Levi, R. Slushel; S. Pearton, and

available to the plasma physics commtmity. R. Logan, Appl. Phys.Left. 60(3),289 (1992). L_

Engineering Research Development and Technolo_,y o:. Thrust Area Report FY92 I.S
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Raymond J.Hawkins and Richard W. Ziolkowski
' JeffreyS. Kallman DepartmentofElectricaland

EngineeringResearchDivision ComputerEngineering
. ElectronicsEngineering Universihd ofArizona

Tucson,Arizona

We have continued our innovative work in computational integrated optics, a field impor-
tant both to programs at Lawrence Livermore National Laboratory (LLNL) and to industry.
Integrated optical device design has been our primary research topic. The results of this project
have been applied to device design at LLNL, at BeUcore in Red Bank, New Jersey, and at
Hughes. A second leading project, device design code integration and graphical user interface

development, has also proved to be of great significance, with our simulation results proving to
be of interest to a number of companies.

i i nl nl_Nnlllll I I mm in IIII lUlUml

I_ction terface (GUI),and have made significant advances
in nonlinear FDTD.

Computational integrated photonics (CIP) is As FTDTbecomes increasingly popular for the
the area of computational physics that studies the study of integrated optical systems, the need to
propagation of light in optical fibers and in inte- include material dispersion and nonlinear effects
grated optical circuits (the photonics equivalent of has forced us to examine these issues. We found a
electronic circuits). The purpose of integrated pho- particularly convenient way of including linear
tonics simulation is to develop the computational materialdispersion inFDTDcalculations, and have
tools that will support the design of photonic and funded studies in the inclusion of material nonlin-
optoelectronic integrated devices. These devices earities in FDTDcalculations.
will form the basis of all future high-speed and
high-bandwidth information-processing systems
and are key to the future industrial competitive
ness of the U.S. CIP has, in general, two thrusts: Our work in integrated optical device design
(1) to develop predictive models of photonic de- continues to give us our leading role in the design
vice behavior that can be used reliably toenhance of integrated optical components both for Law-
significantly the speed with which designs are rence Livermore National Laboratory programs
optimized for applications, and (2) to further our and for U.S.industry. This research is of particular
ability to describe the linear and nonlinear pro- interest, since we have predictive codes that signif-
cesses that occur and can be exploited in real pho- icantly reduce the time required to bring a device
tonic devices, from concept to prototype.

Our efforts in FY-92have been focused in three Our work with the pseudospectral optical prop-

general areas: (1) pseudospectral optical propaga- agation code, called the beam propagation meth-
tion codes; (2) linear finite-difference time-domain od (BPM),has addressed theissue of understanding

. (FDTD)codes;and(3)nonlinearFDTDcodes. This optical field evolution in multiJayer, integrated
year we have focused on both the development of guided-wave detector structures. This work, which
codes of interest to the integrated optics communi- previously led to the development of extremely
ty, and on packaging these codes ina user-friendly short integrated waveguide/photodiodes with
manner, so that they can be used by other re- high quantum efficiency, has now resulted in the
searchers in both academic and industrial labora- development of the polarization diversity detector
tories. We have developed two new design codes, shown in Fig. I1and the coherent receiver sh_, ,1
BEEMER and TSARLITE,with graphical user in- in Fig. 2.2

Eng,neerlng Research Devclopment and Technology 4, Thrust Ardl, a Report FY92 1-'l
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............... pl: tell by, and for computational wsicists.. Conse-

.... "li capability.qUentlv'theBPM wasoften admired fron_afarbYthosewho would best benefit from a hands-on
; To fill the void, we wrote BEEMER, a BPM code

: _: with a GUI that allows construction of a device .

layout, simulation, and optimizati(_n, all within
the same whMow structure. The desibmer can spec-
ify a variety of material parameters including gain,
loss, and Kerr nonlinearity. Thus, this t_×_lcan

....... easily handle design problems from linear photo-
_l_.lFe detectors to all-optical soliton-based switches.

BEEMER is written in C and has been compiled

: : successfully on a number of workstations, includ-

ing SUN, IBM, DEC, and SGI. All illustration of the
t),$'_eof problem that BEEMER can handle isshown
in Fig. 3. The manual for BEEMER guides the user

Rgurel. rheBellcorepolarization-diversityphotodetectorthatproducestwepho- through a number of examples drawn from vari-
tocurrent outputs proportional to guide-input intensities in each of two orthogonal

ous areas in optics, to acquaint the user with thepolarization states. Our device is significantly (a factor of 5 to 20) smaller than previ-
ous monolithic realizations of this circuit, program. BEEMER and the nlanual have been

releasedfor distribution outside of LLNL, and we

We were also able to help researchers at have installed BEEMER at both academic and in-
Hughes LmdersLandthe ol._ration of their photode- dustrial sites.
tectors,since Lheywere b&sedon a very similar de- To meet the needs of a variety of photonics
sign. Our work with BeLlcorew_ selectedas all device designs, we have continued our develop-
example of leading work in opticalinterconnectiol_s.3 ment of FDTD as a tool for integrated optical

For several years, BPM has been the method of device simulation, extending our previous exper-
choice for computational physicists studying inte- rise in pseudospectral-code-based device simula-
grated optical waveguide/device behavior. Un- tion. Our FDTD work has provided information
fortunately, the special methods underlying the on a variety of devices that could not be modeled
BPM that made it so efficient also made it difficult by any existing codes. For example, we have dem-
for man), to code from scratch. Distribution of onstrated the ability to model diffraction gratings

source code was fotind, empirically, to be an tin- and facet reflections. The FDTD treatment of elec-
satishcto_ alternative, since most codes are writ- tromagnetic pulse propagation holds much prom-

/

-',3

L " '

Iqgure 2. The Bellcore uitracompact, balanced, polarization diversity photodetector. The two detectors corresponding to
each polarization state are interconnected for on-chip photocurrent subtraction, which Is essential for broadband, balanced
operation without microwave hybrids.

1-8 Thrust Area Report FY92 4, Eng!neer_ng Research Development and Technology
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ise for the complete numerical description of inte-
grated optical device behavior, where reflections
and/or coherent effects are important. Tile recent
application of FDTD to problems in integrated
optics4,5,6 has indicated that electronic dispersion

. must be included to treat realistically the broad°
band behavior of integrated optical devices. The
inclusion of material dispersion (electronic or mag-

• netic) in FDTD calculations has lxistorically been quite
limited. The first formulation of broadband disper-
sion in FDTD was presented in a pioneering paper 7
that demonstrated that if the electronic susceptibility
was expanded as a _ries of exponentials, the treat-
ment of dispersion cotfld be reduced to a recursive
update. The incorporation of this update, however,
requires a substantial rewriting of the standard elec-
tric-field update equations.

More recently, others8, 9 demonstrated a differ-
ent formulation of the linear problem, explicitly
solving the equation of motion for the polarizabili- F/gum3. An all-optical switch based on spatial solitons. Ught coming in from the

ty using finite-differencing. This alternative for- left is comMnod into a waveguide that is placed next to a nonlinear medium. If thecombined Mtensity is great enough (as shown), then the evanescent field in the non-
mulation has been extended10 to nonlinear optical linear medi,_m is strong enough to form a spatial soliton that splits off and is subse.
propagation. In our work, we have exploited a quentlycaFrturedbythelowerarm.
simple causality argument that enabled us towrite
dispersion asa simple, recursive, additive term in anestablished,three-dimensional (3-D),FDTD code
the common electric-field update equations. This with limited GUI application.] TSARLITE hasbeen
is of particular interest, since it enabled the treat- constructed with the integrated optics community
ment of dispersion in a large number of existing in mind, and thus has desirable features such as
FDTD design codes with minimal computational the ability to launch spatially and temporally
modification, shaped pulses, and our latest dispersion model.

While there has been a great increase in inte- An example of the type of problem that TSARLITE
grated optical devices for which only a solution of can handle is shown in Fig. 4. Unlike BEEMER,
Maxwell's curl equations will suffice, ease of use TSARLITE does not yet have a manual and has not
has not been the hallmark of these codes. To meet yet been released for use outside of LLNL. We

this need and to provide ease of user access, we anticipate that this will happen in the coming year.
have written TSARLITEg: a two-dimensional With the continuing and heightened interest in
FDTD code with a fully integrated GUI. [TSAR is nonlinear semiconductor and optically integrated

Figure 4. An #ptical crossbar element. On the left, the element is in transmit mode, but the degree of confinement of the
light In the waveguide leads to significant loss in the cross region. With the mirror in place (right), the light is coupled into
the waveguide, but the offset of the mirror from an Ideal position results in some scattering losses.

Engineering Research Development and TechnoJogy ":, Thrust Area Report FY92 1-9
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devices, more accurate and realistic numerical sim- problems highlight the differences between the

ulafions of these devices and systems are in de- scalar and the vector approaches, and the effects
mand. To date, most of the modeling of pulse of the finite response time of the medium. The
propagation in and scattering from nonlinear me- NL-FDTD method is beginning to resolve several
dia has been accomplished with one-dimensional, very basic physics and engineering issues con-
scalar models. These models have become quite ceming the behavior of the full electromagnetic
sophisticated; they have predicted and explained field during its interaction with a self-focusing
many of the nonlinear as well as linear effects in medium. In particular, using the NL-FDTD ap-
present devices and systems. Unfortunately, they proach we have (1)shown the first back reflec-
cannot be used to explain many observed phe- tions from the nonlinear self-focus; (2)discovered
nomena, and are probably not adequately model- optical vortices formed in the trailing wakefield
ing linear and nonlinear phenomena that could behind the nonlinear self-focus; (3) identified that
lead to new effects and devices. Vector and higher the longitudinal field component plays a signifi-
dimensional properties of Maxwell's equations that cant role in limiting the self-focusing process;
are not currently included either in existing scalar (4) performed the first complete full-wave, vector
models or in more detailed material models, may treatment of both the TM and TE models of an

significantly impact the scientific and engineering optical diode (linear/nonlinear interface switch);
results. Moreover, because they are limited to sim- (5) characterized the performance of an optical

pler geometries, current modeling capabilities are diode to single-cycle pulsed Gaussian beams, in-
not adequate for linear/nonlinear optical-compo- cluding the appearance of a nonlinear Goos-
nent engineering design studies. The successful HKnchen effect, the stimulation of stable surface
development of general, linear, and nonlinear elec- modes, and the effects of a finite response time of
tromagnetic modeling capabilities will significant- the Kerr material; (6) shown definitively that the
ly impact the concept and design stages associated linear/nonlinear interface does not act like an
with novel linear and nonlinear phenomena and optical diode for a tightly focused, single-cycle
the resulting optical components, pulsed Gaussian beam; and (7) characterized the

We have developed the first multi-dimension- performance of some basic linear/nonlinear slab
al, full-wave, vector solutions to Maxwell's equa- waveguides as optical threshold devices.
tions for problems describing the interaction of In all of these analyses, we have identified the

ultra-short, pulsed beams with a nonlinear Kerr role of the longitudinal field component and the
material having a finite response time. 12 These resulting transverse power flows in the associated
solutions have been obtained with a nonlinear scattering/couplingprocesses.
finite-difference time-domain (NL-FDTD) meth-

od developed by investigators at the University of I_li_fe WOcR
Arizona. This NL-FDTD method combines a non-

linear generalization of a standard, FDTD, full- We will continue our efforts in the design of
wave, vector, linear Maxwell's equation solver, novel integrated optical devices, both for LLNL
with a currently used phenomenological time re- programs and for industry. It is our intention to
laxation (Debye) model of a nonlinear Kerr mated- transfer BEEMER and TSARLITE to industry. Our

al. In contrast to a number of recently reported development of linear FDTD applications to inte-
numerical solutions of the full-wave, vector, time- grated optics will be extended to 3-D structures,
independent Maxwell's equations and of vector and our studies of NL-FDTD will continue in the
paraxial equations, the FDTD approach is a time- area of nonlinear waveguides and couplers.
dependent analysis that accounts for the complete
time evolution of the system, with no envelope 1. R.J. Deri, R.J. Hawkins, E.C.M. Pennings,
approximations. Nonlinear, serf-focusing numeri- C. Caneau, and N.C. Andreadakis, Appl. Phys.I_z'tt.
cal solutions in two space dimensions and time 59 (15),1823(1991).
that are obtained with this NL-FDTD method, as 2. R.J.Deri, E.C.M.Pennings, A. Scherer, A.S.Gozdz,
well as related NL-FDTD results for normal and C. Caneau, N.C. Andreadakis, V.Shah, L. Curtis,

R.J.Hawkins, J.B.D.Soole, and J.-I.Song, Photonics
oblique incidence, nonlinear interface problems, Tech.Lett. 22,1238 (1992).
have been investigated. Although these basic ge-
ometries are straightforward, the NL-FDTD ap- 3. R.J.Deri, E.C.M.Permings, and R.J.Hawkins, Op-
proach can readily handle very complex, realistic ticsand PhotonicsNews (December, 1991).
structures. 4. S.T.Chu and S.K.Chaudhuri, J.LightwaveTeclmol.

The chosen sample TE and TM nonlinear optics LT-7,2033(1989).
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5. S.T. Chu, Modelling of Guided-Wave Optical Strut- 9. R.M. Joseph, S.C. Hagaless, and A. Taflove, Opt.
tures by the FDTD Method, Ph.D. Thesis, UniversiO, Lett. 16,14i 2 (1991).

of Waterloo (1990). 10. EM.Goorjianand A. Taflove, Opt. la'tt. 1Z 1412(1992).
6. S.T. Chu and S. Chaudhuri, IEEE Trans. Mic_wvave

Theony Tech. 38,1755 (1990). 11. R.W. Ziolkowski mldJ.B.Judkins,'propagationChar-acteristics of Ultra-Wide Bandwidth PuLed Gaussian

• 7. R. Luebbers, F.P. Hunsberger, K.S. Kunz, R.B. Beams,"acceptedforpublicationhlJOSAA(Novern-
Standler, and M. Schneider, IEEE Trans. Electn_ma_1. ber 1992).

Compat. EMC-32, 222 (1990). 12. R.W. Ziolkowski and J.B. Judkins, "Full-Wave Vector
• 8. C.E Lee, R.T Shin, and J.A. Kong, PIER4 Progress in Maxwell Equation Modeling of the Self-FoctLsing of

Electromagnetics Research, J.A. Kong (Ed.), Elsevier Ultrashort Optical Ptdses in a Nol_inear Kerr Me-
Science Publishing Compan)4 Inc. (New York), 415, dium Exhibiting a FhxiteResponse Tune," JOSA B 10,
1991. 186(1993).
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Analysis of HiglAveragePower,
MillimeteWave Microwave

• Comp0mmdsand InductionUnear
Accelerator Modules

Clifford C. Shang and Malcolm Caplan
JohnF. DeFord MagneticFusionEnergyProgram
EngineeringResearchDivision
ElectronicsEngineering

In FY-92, we analyzed high-average-power, millimeter-wave microwave components in rf
systems for heating fusion plasmas and induction linear accelerator modules for heavy ion
fusion. The electrical properties of these structures were studied using time-dependent electro-
magnetic field codes and detailed material models.

We modeled gyrotron windows and gyrotron amplifier sever structures for transverse
electric modes in the 100- to 150-GHz range, and computed the reflection and transmission
characteristics from the field data. Good agreement between frequency domain codes and

analytic results has been obtained for some simple geometries. We describe results for realistic
structures with lossy dielectrics and the implementation of microwave diagnostics.

For the modeling of induction accelerators (electron machines), understanding the coupling
of the beam to the cavity is of fundamental importance in estimating the effects of transverse
beam instabilities. Our accelerator modeling work focused on examining the beam-cavity
interaction impedances (impulse response of cavity) for subrelativistic beams in drivers for
hea_3z ion fusion, to better understand longitudinal (n = 0, monopole) and transverse (n = 1,

quadrupole) beam instabilities. Results for simple segmented cell configurations show that the
pulse power system and induction cores are largely decoupled from wakefields.

Introduction meter-wave (mmw) structures;the second involves
induction linear accelerator cells. The principle

Robust algorithms for the solution of Maxwell's features in modeling the mmw structures are the
equations in the time domain have been known launching of modes, the modeling of lossy dielec-
for some time.1,2Since1966,specializations of these trics, and the development of microwave diagnos-
algorithms to include more sophisticated bound- tics. _i_nefundamental aspects of modeling the

' ary conditions3,4and detailed material models5,6 heavy-ion induction cells include implementing
have allowed the application of the basic numeri- realistic, magnetically dispersive material models
cal techniques to interesting problems. Further, and computing subrelatMstic wake potentials. 9

' recent algorithm developments7._for Maxwell solv-
ers on conforming meshes now allow high geo- Modeling mmw Components
metrical fidelity that may be required for a certain
class of problems. The use of high-power microwaves to heat the

plasma in a magnetic fusion energy (MFE)reactor
at the electron-cyclotron resonance can yield a
number of benefits, such as bulk-heating and

hi FY-92,we examined two sets of problems, preionization of the plasma; reaction startup; and
The first set involves high-average-power milli- instability suppression. The use of electron-cyclo-
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tron heating (ECH) in tokamak and stellerator sion. To model gyrotron components requires the
reactors has been studied in many sig_'icant MFE laund_ng of transverse electric modes (TEn,m).
experiments, including C-mod at the Massachu- This isaccomplished by driving magnetic currents

setts Institute of Technology and DII1-D at General over the beam-pipe aperture.
Atomics in the U.S.; Compass at Culham, En- To describe the location of the TE drive-nodes,

gland; T-10 at the Kurchatov Institute, Russia; and we rewrite the EM time-dependent curl equations:

the Heliotron at Nagoya, Japan. c}E

Operating parameters of interest for ECH ap- _7x H = {yE + e--_- + Js (1)
plications include frequencies in the 140- to ¢}H '

250-GHz range and output power in the vicinity of V x E = -/1 _ - K s (2)
1 MW per bottle30 Currently, the fixed-frequency
mmw source available for use in the 1-MW range in the integral form
is the gyrotron. Understanding the microwave

properties of high-average-power rf structures is _H,df = o'E+e--_--+Js .dA (3)
crucial to the design of gyrotron tubes and amplifi-

er devices. Dissipation of the rf (ohmic loss) and f_( 0H ) -excessive mode conversion are often limithlg fac- _E. dr= - p _ + K s • dA. (4)
tors in the performance and robustness of the

overall device. These issues and others pertaining K source components are co-located with H field
to mmw devices can be investigated using time- components on the Yee lattice3 Referring to Fig. 1
domain electromagnetic (EM) field codes.11 An and Eq. 4, one can see that driving the Kr compo-
advantage of simulation in the time domain is that nent of the magnetic current will excite the proper
EM characteristics can be obtained over a wide Hr, Hz and E_fields. Similarly, K_currents excite Er
bandwidth from a single calculation. Excitation of and I-_ field components.
the frequencies of interest can be obtained by The proper spatial variation of magnetic cur-
launching modulated pulses driven by magnetic rents requhed to obtain propagating WG TE-,.2,2
currents. A general field code such as AIV[OS12carl modes are the Bessel function J22(x) out to the
be used to launch the prescribed modes at the second zero, and its derivative J'22(x),which direct-

frequency or frequencies of interest to examine ly drive K_ and Kr, respectively. The amplitude
mmw component performance by numerical inte- distribution in time can be a modulated pulse to
gration of Maxwell's equations, obtain the required frequency content (Fig. 2).

Mode Launching. Gyrotron osdHators operate Field diagnostics for computing the voltage
with whispering gallery (WG) modes, for which standing wave ratio (VSWR) were incorporated
the radial mode number greatly exceeds the axial into AMOS by sampling electric fields at 'numeri-
mode number. Thus, most of the rf is distributed cal' probes and computing the VSWR directly
near the beam-pipe wall. As the mode propagates from the field values. IfF [f(t)] denotes the forward
near the window, the modes couple into gaps in Fourier transform, then the VSWR can be comput-
the window assembly, leading to mode conver- ed from the field data by first computing the reflec-

tion coefficient (no mode conversion),

FTgure1. TEdrive-

nOdey,latt,ce.lOcationonthe '_ Ii- .........ll_'_--[esmp(t.......... )]--i _-F . - ,

where esmp(t) is the sampled electric field on the
'downstream' side of the window, and pmod(t) is
the modulated pulse in time. The VSWR is com-
puted according to the definition VSWR = (1.0
+r)/(1.o-r).

Results of mmw: High-Power rf Window
Analysis and Gyrotron Amplifier Sever. Present-
ly, gyrotrons operate in the 100- to 140-GHz and

~ 1-MIN regime. Future performance requirements
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will increase power levels to the multi-megawatt AMOS and analytic values 13for the VSWR of a
range with frequencies approaching 250 GHz. In three-layer rf window. The gyrotron window ge-
this scenario, mmw components will be placed ometry includes a beam-pipe radius of 5.08 cm
trader severe mech_ical and themml stress. Until with the longitudinal extent of the window at

now, less demanding performance constraints have 0.443 cm. The window material has _r = 9.387, ,and
rendered non-ideal component effects less impor- the dielectric cooling fluid has _r = 1.797. A small
rant. However, understanding these effects is now difference between the AMOS and frequency code
critical to the operation of the device, results is evidenb caused by a minor variation in

We now examine high-order mode scattering window element thicknesses resulting from the
caused by various rf window geometries at the use of a regular grid in AMOS.
exit of the gyrotron. The VSWR associated with The gyrotron window structure is grown from
the window can be determined over a broad spec- a sapphire crystal. The window assembly is ex-

trum of frequencies, using data from a single time- pensive and difficult to fabricate, but more realistic
domain run with the techr_que described in the window geometries cannot be easily treated ana-

previous section, lyticaUy. In Fig. 4, a realistic window structure
In Fig. 3, we find good agreement between with the coolant reservoir is modeled. Compared

• _ ,

fB-,iw

• tOOOmerl

..., t000mer2 .

.., -- -- tOOOmer3
' ' t000mer4i

• 0 40 50

Figure 3. VSWR for idealized 110-GHz bandpass, from ana-

lytic calculations and from AMOS. The inset shows the gyro- Figure 4. Radial field profile at varying longitudinal Ioc_
tron window geometry, tions for realistic gyrotron ff window structures. The Inset

shows the window geometry.
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particle beam to pass undisturbed. Of interest is
Figure5. Severper- 9 ] j ] ] I | the understanding of tile absorption in tile lossy

formanceforberrylia E _RE.c_____ _ dielectric insert (see Fig. 5) for a variety of lossy rf
60/40. 7 ..... Berrylia

6_- TEn insert 4 mixtures. The beanl-pipe radius is0.95 mnL whichis near the cutoff radius. As before, TEll modes

5 ,]-- ,II Entrance ,--] were launched by drMng mab_letic currents at .

'I- III ....... Exit -1 the severaperture. The nlaterkll conductivity char-

_ 3f_.,l___/_: acteristicsfor five berrylia mixtures were obtainedZ from timeavailable experimental data at 12 GHz. '

2 Two materials, berrylia 80/20 and berrylia 60/40,
are representative: the dielectric constants K' for

I ._2  II  11111111 berrylia 60/40and 80/20are49.54and17.81, re-

-1 spectively, and the loss tangents are 0.72 and 0.22,

respectively. 14
-3 AMOS predicted - 40dB attenuation for a

.4  llll _ 95-GHz TEl i mode propagating toward the sever:__ for the berrylia 60/40 mixture. In comparison,+ unacceptably low rf absorption characteristics for
• ...... • [ [ . I _ the other berrylia mixtures (Fig. 5) were evident.0 L r 1 2 :3 4 B

• ' : Time(s)x 10-i0 In the limit, when the conductivity is large (ber-
rylia 60/40), the relevant diameter is not that of the

to the idealized window, the electric fields near beam-pipe, but instead it is the diameter inside the
axis highlight coupling to modes through the rf sever section. With cutoff given by _ = 2na/1.84, a
window near the beam-pipe wall. At the multi- TEl l rnode at 95 GHz is well below cutoff, andthe

megawatt rmlge, this amotmt of rf may be signifi- fields will be a_enuated. This set of calculations
cant. However, the exact level of power per mode can be repeated when updated berrylia measure-
awaits further analysis, ments in the ~ 100-GHz range are available. For

We performed a second set of calculations in the previous class of modeling problern, we plan
which we examined wave propagation through a to examhme simulation issues such as timelaunctm-
microwave sever, a device for stopph'lg or absorb- ing of waveguide modes near cutoff. Further, the
ing microwave energy while allowh'lg a charged taper of timelossy section was initially limited to a

minimum of 5° because of numerical limitations

of a shallow-angle staircasing of the mesh. The

. cot_orming mesh algorithm in CG-AMOS Lswill
allow exact boupdary representation, and thus
any shallow taper.

Modeling Induction Linear Accelerator
Modules

We have modeled the beam-cavity interaction
impedances for induction linear accelerator cells
for heavy ion fusion. The induction cell works

_ (b) r- conceptually much like a 1:1 transformer with the

/ beam as secondary. The primary one-turn loop

..._ s3cm has a pulsed voltage V applied to it. The second-
Long [ Short I ] 1 ary loop around the core will have a voltage hl-

.box_] b______l L duced across its terminals tllat is the sanle as the
pill pill primary voltage, i.e., from Faraday's law, V

.......... = A dB/dt. The core consists of wound metallic

TM010+92MHz TMOI0-217MHz glass (Metglas), which has good dB/dt character-
TM020~210MHz TM020~497MHz istics (1 to 5 T/ps). In the three-segment core con-

TM030~330MHz TM030~780MHz figuration proposed by Lawrence Berkeley
Rgum6. SegmentedinductioncoregeometryIllustrating'long'and'short' Laboratory (LBL), each core is fed in parallel. The
pillboxregions, secondary loop encloses aI1three cores, providing
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- " dipole modes (TMI,m) to study tile possible im-

zso | I I '1 I "
2.00 I--- I _ pact of beam break-up instability", in heavy iondrivers. These impedance calculations, coupled

"-_x 1._ [ i - with analytic and calculational results from the

. _ 1.00 [-- . ] ] 1_ BREAKUP beam dynamics code, indicate control-

a bl {A _ll_lablebeambreak-upl_°des"7WoIrk

'1.oo | L ] | . I Field calculations show that for the current,
o.00 0;50 l.O0 1.50 2.o0 l.s0 heavy-ion, linear accelerator cell configuration, the

Frequency(Hz)x I09 pulse power system mad accelerating cores are

Rgum7. ImpedancespectrumforthebaseInduction largely decoupled from wakefields. Although this
module, idealized cell has a high impedance-geometry fig-

ure of merit, schemes to lower the Q of the lower-

3 A dB/dt at the accelerating gap. The equivalent order modes can be developed. We will continue
single core configuration would require either three our work to model the fully three-dimensional,
1-V accelerating gaps or a 3-V pulse power system, multi-beam-pipe cell as proposed by LBL for the
Another advantage of the segmented configura- hlduction Linac Systems Experiments. We intend
tion is that one part of the core will not saturate to develop detailed anisotropic, dispersive media
before any other part. models of Metglas in the coming year. We also will

In FY-92, we concentrated on tmde;'standing be involved in research on designs for the next-

the segmented cell geometry and multicell acceler- generation induction accelerator for radiography.
ating modules for subrelativistic heavy ions from a In the latter work, all cavity modeling results will

beam-cavity coupling point of view. be incorporated into beam dynamics codes, with
Results from Accelerator Modeling. For the the goal being end-to-end simulations leading to

base case (Fig. 6), the gap width is 1.5 crn, the dosage estimates.
radial length is 1.25 m, and the overall cell width is For high-average-power mmw components, we
10 cm. In Fig. 2, the Fourier transfoma of the im- have shown how application of field codes can be
pulse response (wake potential)9 of the cavity due used to analyze complex geometrical aspects that
to charge bunch transiting the accelerating gap are not amenable to analytical tectmiques. TE
shows the beam-cavity coupling (interaction im- modes may be launched in a beam-pipe by use of

pedances) for the monopole fields, the dual K term (magnetic current) in the Fara-
The dependence of the impedance as a function day-Maxwell equation. TM modes may be

of v, the charge velocity, goes as sinc 2 (md/2v) launched using a similar dual technique. Since the
(transit time factor),16 where to is the angular fre- rf impinging on the window (110-GHz tube) is in
quency and d is the gap width. We can see, in fact, the WG mode, it remains to be seen if the approach
that the modes at 217 MHz and 497 MHz corre- for extracting usable modes will involve either

spond closely to the TM010and TlVh)20modes of the (1) converting WG to usable modes external to the

short pillbox geometry, and the weaker coupling '_T '2_ [.i . ..... T=; - [.. .... .... 'of the 92-MHz mode corresponds to the TM0m _ Rgure8. Imped-
mode of the 1.25-m radial line (Fig. 7). / -- Nominal ances_trum for

For this simplified model, we can see that the •2.00D _-- Opened gap --" openodgapwidth.
dominant feature is the gap width. To determine if i.¢,0 " •

• the segmented core has good damping features, m
we opened the gap width to 4.5 cm. The field 1,20
calculations (Fig. 8) show low Q resonances (Q

. = 3.91) correspor Jing to the 1.25-m (long-pillbox
modes) radial line. _

The final set of results to be discussed involves l

the stacked accelerating modules (Fig. 9a). In the
absence of inter-cell interactions, it is expected that : 0._

the impedance of a single cell will add haseries. 0.00 1,009 1.S0
The result (Fig. 9b) shows that this is indeed the Frequency (Hz)x 10

case. Similar simulations were performed for the
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- " more National Laboratory (LI.NL) for FY_-)3and

(a) FY94. We will be examir_ing new mmw circuit

concepts, input/output couplers, water loads,

and Iossy drift tube sections, as well ,as continu-

ing to model high-average-povcer windows

(fixed frequency and wideband), using field
codes.
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Elec Modelingand
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The Ground Penetrating Imaging Radar Project was established to investigate the feasibility
of designing an electromagnetic (EM) radar system to examine the internal structure of concrete

structures typically found in the highway industry. The central project involved the coordina-
tion of the EM modeling, imaging, code design, and experimentation efforts at Lawrence
Livermore National Laboratory. The modeling effort generated data for EM imaging and
enabled the precise control of individual parameters in the model.
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InbodkmU_ Multi-Receiver: 5-mm to45-mm spacing
(simulates highway speed or

The modeling effort consisted of three phases: prf changes)
(1)complex permittivity analysis of cement using Multi-Target: no targets, 1 void, 2 rebars,
a coaxial line; (2)model construction and experi- 2rebars + I void, grate, shad-
mental verification in one dimension, which was owing
represented by a coaxial line in the time domain; AirConcrete: 1case
and (3) model construction and experimental veri- Bistaticdata: I set
fication in two dimensions, which was represent- The parametric studies gave some results that
ed in the model by a slicethrough a concrete block were already hypothesized2,3: (1) the desired fre-
and experimentally by an antenna with a fanbeam. quency is close to 2 GHz; (2)the correction filters

have an image 'gain' of a factor of two; (3) large
targets reradiate inaddition to reflecting; (4)mono-
static data spatially averages out the aggregate

One-dimensional (l-D) and two-dimensional effectsfor small-and medium-sized particles; (5)bi-
(2-D)models were constructed and compared with static data is more susceptible to aggregate effects
experimental data. The 1-D data served as a pre- near the transmitter than monostatic data, which
liminary test of the dispersion algorithrnsadded to is why commercial systems do not see a lot of
the AMOS12-1/2 D FDTD (Finite DifferenceTime aggregate effects;and (6)shadowing is not a sig-
Domain) electromagnetic (EM)modeling code.The nificant problem as long as the spacing between
2-D data served as a verification for the concrete the rebars is greater than three times the pulse
model and as a method to create waveforms for width, and the rebars are not appreciably larger

" the image reconstruction algorithms, than the pulse width4 (to give the diffracted field
The following parametric studies were per- time to repair the wave front).

formed:

Pulsewidth: 100ps to1000ps 1-D and 2-D Verification Effort
Changedepth: 10-ram to 150-ram voids
Changesize: 5-ramto75-ramvoids A coaxial line was used for the 1-D simulation,
Aggregate%: 10%to50%aggregateproba- with the cement sampleembedded in a removable

bility sectionof 2-in.coaxial line.The Lorentzian param-
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eters used for the initial 1-D and 2-D dispersion 2-D verification experiment was performed in the
cases are as follows: LLNL Anechoic Chamber using a broadband an-

{,___o_d/_,t )} tenna (with a fan beam pattern), a concrete block, aF _ - sinh(_'_t broadband field probe (Prodyne Ddot probe), anda transient digitizer. The time domain waveforms

i _ for the experimental and modeled cases are shown1 _:- 1 1 ] in Fig. 2. The antenna beam pattern, pulse shape,
=- y

2 _--1fl_- _'_+j¢0 fl, +)', +jr0 aggregate, and dispersion effects of the concrete
block were included in the model. The finite size of

_1 =1.55'10_°, the block and the diffraction around the block
fl_- _'1=3.29.10s, were also included in the model.
fll+1'_=5.58.10_°,

2-D Concrete Simulation

_2 = 1.63,1012,
t2 - _2 = 1,16.10_, Figure 3 shows the received waveform from
]J2 + _2 = 3.62.1012. one of the receiver antennas (1 of 15), with the

' _ individual reflection identified for a geometry typ-
The results for the 1-D experiment, performed ical of the project.6 In this, there were two rebars

in the Lawrence Livermore National Laboratory and one void at different depths and cross-range
(LLNL) EM lab, _ are shown in Fig. 1. The distances. The effects of the aggregate in the pmb-
400-MHz ripple seen in Fig. 1 represents the reso- lero are clearly visible. The aggregate is modeled
nance in the material sample due to its length. The asdiscrete scatteringbodies offinitesize.The lighter

No block No block

Block Block

Figure 2. The time domain waveforms for the 24) concrete block experiment compared to the modeled results. Themo_
tied results are normalized. The negativegotng double peak in the experimental results is combined into a single negatlv_
going peak in the modeled results.
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Figure3, Recelved waveforms from one of15 receiver antetmw. The fhst waveform sllows the received time domain waw_
form from one of the mcelver elemem_ in the modeled case wlth no aggregate and no dbpemkm. The individual target r_

flecttoas are _. The secood wavefonn shows the effem of Um a_Megat_ in the problm_. Tl_ _ in thls case i_

closer to the tnmmltter than tn the lmwkxm cme. The ligh_ curve _ the ruulM_ wavdorm after the appllcatfon of
the lmaging team's adapth_ flltK.

curve in Fig. 3shows the results from the imaging Conclusions
team'sadaptive filter.The reflections from "thetwo
rebars and from the void are clearly visible. The Aggregate sizes less thanone thirdof the pulse

• parametric study listed above was performed; width did not create significant reflections at the
Fig. 4 shows a typical wave propagation scenario, receivers. Aggregate sizes on the order of thepulse
The90° beamwidth of the antenna, the two rebars, width created discretewaveforms in the received

' the void, and the aggregate are all visible. The signals in the areasaround the transmitterwhere
aggregate radius is one half that of the rebars and the power density was the strongest. Due to the
represents a 30%probabilityduty cycle. The early- dispersion effects of the concrete, the aggregate
time backward-propagating waves are due to the was most reflective (in a relative sense) near the
aggregate, transmitter when the pulse was still short. Since
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will be modeled using a section of a typical bridge
deck as the target of interest. The transmitter/
receiver designs will be optimized to efficiently
use the spectral information in the waveforms.
Comparisons will be made to the experimental
effort being performed on the 6 ft-x-6 ft-x-1 ft con- •

crete test slab. This effort is already under way.
Issues that still need to be addressed are: (1) sin-

gle vs multiple transmitters; (2) different antenna
beamwidths based on distance from the

transmitter(s); (3) a single linear array sweeping a
synthetic aperture vs a real SAR; (4)optimum
receiver antenna size vs receiver density; and (5) the
temporal holographic use of the time domain
waveforms.

 mtmnts
Figure4. Fourframesfroma_ng EMwaves_

__ _ fromthe _ao_ tara_a_. Thanks go to John DeFord (LLNL) for his ad-
r_,_,lt_,m_oat_u_rra,_oft_cnaa, vice and timely modifications to the AMOS code
aaa _ wave_ downinto_ mat_aL Thetwo and to Robert McLeod (LLNL) for his efforts in

r,a_raareon the r_ta; theJa_ _ta ison t_ _t. Note adding dispersion to the TSAR code. The imaging
the _ __ _ the ra_m and _ vo/a.also team consisted of Jose M. Hemandez (LLNL) andobserve the mult/la__ between the outer targots
andthe center ta,_t. Joe Arellano 8 (Sandia National Laboratory) with

assistance from James Brase (LLNL).

the area around the transmitter also had the great-

est power density, then the maximum returned 1. J.EDeFord, G. Kamin, L.Walling,and G.D.Craig,
waveform (in an absolute sense) from the aggre- Developmentand Applicationsof DispersiveSoft Fer-

rite Modelsfor Time-DomainSimulation, Lawrence
gate was also seen in this region. Livermore National Laborator34Livermore, Cali-

This modeling effort demonstrated that the orig- fomia, UCRL-JC-109495(1992).
inal complex permittivity data obtained in the 1-D

2. K.Olp, G.Otto, W.C.Chew,and J.EYoung,J.Mater.
case does support large-scale material modeling, Sci.26,2978 (1991).
as was expected. More important, this effort con-
firmed the assumptions that were made about the 3. K.S.Cole and R.H. Cole, J.Chem.Phys.,341 (April
aggregate and its modelability. 7 The size of the 1941).

individual rocks constituting the aggregate and 4. M. Kanda,IEEE Trans.Antennas Propag.,26,439.

their probability distribution were more impor- 5. C. Avalle, BroadbandComplexPermittivity Measure-
tant than some exact spatial placement for each ments of Cement, Lawrence Livermore National

rock in the model. This result provided direct Laboratory,Livermore,Califomia (inpreparation).

support for the usability of an adaptive filter as 6. R. Zoughi, G.L. Cone, and P.S. Nowak, "Micro-
part of the imaging effort, to remove the aggregate wave Nondestructive Detection of Rebars in Con-
effects even when individual aggregate particles creteSlabs,"MaterialsEvaluation_A,_'rican Society
generate discrete reflection waveforms in the re- for NondestructiveTesting,1385 (November 1991).
ceived waveform. The aggregate specifications are 7. K.R.Maser, "Detection of Progressive Deteriora-
known, or at least are specified, for concrete struc- tion in Bridge Decks Using Ground Penetrating .

Radar," Proc. ASCE Convention (Boston, Massa-
tures, chusetts), (October27,1986).

WoItk 8. J.Arellano, "Adaptive Filter for LLNL's Impulse .
Radar Inspection of Roadways and Bridges,"
EE373A,Adaptive Signal Processing(Winter 1991-

A realistic dispersive concrete model will be 92).
introduced in three dimensions, using the TSAR
code, and a realistic synthetic aperture radar (SAR)
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Band F.needngfor
InfTaredDetectors
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We have extended and improved modeling codes for strained layer superlattices. Significant

improvements include capabilities for reliable subband tracing and multilayer modeling; better

validation of eigenstates; and the calculation of physical quantities such as wave function and

optical absorption profiles and effective masses.
i i

modeling of non-periodic, finite-sized structures.
Computational speed is further enhanced by

Applications for infrared (IR) detectors include use of the k.p theory, which expands bulk wave
military, civilian, and medical devices with cur- functions in terms of those at the Brillouin zone
rent interest focused on the far IR spectrum (wave- center. Because interest is in the lowest conduction
lengths greater than 10 Bin). Small band gaps and highest valence, i.e, in bands near the Brillouin
corresponding to this range push the engineering zone center, only the eight spin split s- and p-wave
parameters in commercial IR detector technology, functions of the bulk are kept. L6wden perturba-
which is alloying Hgl_×Cd×Te. This process is not tion theory is used to extend the range of accuracy
only very sensitive to composition, but toxic and by including effects of other wave functions to
volatile too. While a switch from alloy to superlat- first-order.

tice technology would relax the conditions on ex-
act composition,1 an even greater benefit is obtained
from a switch to I]I-V semiconductors,2 where

internal strain can be used in designing band gaps. A significant portion of our project has focused
Recent advances in Gel_×Sbx alloy fabrication pro- on extending and improving existing modeling
vide another alternative,3 which is less sensitive to codes.4. 5 By combining several codes into a single
alloy composition. Severe lattice mismatches pre- package and by reducing and simplifying required
vent the formation of Ge/Sb superlattices.

Of particular interest are superlattices of GaSb/ mgure1. Strain and

In]_xAlxAs in which the alloy composition controls _poatt_ effects
lattice mismatch, the source of internal strain. The lnAs[d layersJ/Gal_xlnxSb[25layers] on_gap.

major tradeoff is reduced optical absorption be-
cause the superlattice is type II,i.e., the conduction
and valence states are principally confined to dif- ,i_- x =0.0

' ferent material layers. Thinner layering and strain -- x =0.1
help to overcome this by increasing tunneling and .-.,',-- x - 0.2

consequently increasing wave function overlaps. -4- x =o.3
' The modeling of strained layer superlattices is --_ x =o.4

F_aaps best achieved through the use of interface
transfer matrices. These matrices identify how wave
functions in one bulk-like material are transformed

into those of thenext. While this idealizes interfaces, it
eliminates the excessive basis size of traditional ap-
proaches, which must model each atom in the peri-
odic structure. The matrix approach also allows
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::_:_:>:......::; ;,, _':" Figure I shows a sample calculation for SBRC
:.. _°/_Transmms_'"o that demonstrates tile effects of strain (alloy) and

-_- -_q: ---"-- _, layer thickness on band gaps in lnAs /
_. _..,.. _ .a. _ _ _ _ .... Gal_xln,Sb superlattices. Note that a target wave-

-- -- -- ........ _ - i,_C--,,_ length of 12!urn would require very thick layers of
lnAs without alloying (x = 0.0), L_utthat only 11or

N 12 atomic layers would be required for a composi-
tion where x = 0.4. in addition to tile band gap,

__"""'_ _ _ SBRC is interested in tile actual position of tile '

_i.::- • _ conduction band with respect to the chemical po-
_!..i_!-• _ , ,, _*V,_. tential (Fermi level) and the optical absorption as

functions of the same parameters. Similar plots
:'_._:._ _ can be made of those values. Values of effective

masses calculated by the sis code can also be used
>-::' ].... Graded layerln8 _ BulkGaSb for additional calctflations by SBRC.

: - 1_ Modeling for programs at Lawrence Liver-

Flgure2. Percenttransmissionasa functionofelectronenergyrelativeto thebulk rnore National Laboratory (LLNL) has been
conduction(C)andvalence(V)bandedges.Slopeofbandedgesindicatesanap- based on graded-layer superlattices that slowly
pliedvoltage, accommodate large band offsets. Externally ap-

plied voltages then provide a rather constant-
input, the ea_ of use was greatly improved. Fur- energy conduction band thmuglaout the struc-
ther, the resulting sis code was made truly 'user ture. The sis code easily identifies acceptable-

friendly' by building an X windows TM interhce transmission energy ranges, as shown in Fig. 2,
that wraps around it.The incorporation ofcapabil- as well as resonant tunneling states, which build
ities for automatically kKating subband-edges, as up much larger electron concentrations between
well as for reliable energy subband tracing, has barrier layers. While this code is unable to pro-
also enhanced the c_e's versatility, vide self-consistent estimates of current densi-

Other significant improvemer|ts include bet- ties, the information available can provide a
ter validation of eigenstates and allowance for guide to superlattice grading, and quantitative
calculation of a variable number of bands. Both estimates of the necessary external voltages.
help to alleviate the numerical instabilities intro-
duced by the inclusion of extremely weak, but FllltUl_ Work
finite, tunneling wave functions sometimes re-
quired for accuracy. This project has included software develop-

Significant capabilities were added to the sis meat and improvement, modeling, and teclmolo-
code toallow muitilayersuperlattices. Previous- gy transfer. The result is a rather complete and
ly, only two layers could be modeled. Further u_ble strained-layer superlattice code. Relations
advantage was taken of the interface-matching with SBRC are continuing, supported in part by
approach by allowing the non-periodic bound- the Physics Department at LLNL.
ary conditions of a finite-sized superlattice sand-
wiched between two semi-infinite bulk materials. 1. D.L. Smith, T.C.McGili, and J.N. Schuhnan, Appl.

Calculation of various physical quantities were Phys. Lett.43, 180(1983).
als°added'Am°ngthem°reimp°rtantarewave 2. D.K. Arch, G. Wicks, T. Tonae, and J.-l,.
function and optical absorption profiles, and Staudenmann,]. Appl. Phys.58,3933 (1985).

effective masses. 3. S.M. Lee and W. Paul, "Electronic Band Gap Mea- '
Another si{_lificant component of this project was surements of Btdk Metasta bieCrystalline (,el ,Sn,

Htechnology trm_sfer. Working with Bill Ahlgren of Alloys,0 _<x_ 0.311, preprint.

Santa Barbara Research Center (SBRC), a subsidiary 4. C. Mailhiot and D.L.Smith, Crit. Rev. Solid State
of Hughes, we engaged in numerous m(Kleling activ- Mater Sci.16, 131 (I990).
ities. The sis ccKlehas [x_en transferred to SBRC for

5. D.L. Smith and C. Mailhiot, Rep.of Mod. Phys. 62,
further use and continued collaborations. 173(1990). L.]
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