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Abstract

Dip-moveout correction (DMO) has become commonplace in the seismic process-
ing flow. The goal of DMO processing is to transform the NMO-corrected data to
zero-offset, so that the application of zero-offset (poststack) migration is equivalent
to full prestack migration of the recorded data. Nearly all DMO implementations
assume that the seismic velocity is constant. Usually, this is an acceptable trade-
off because of the tremendous cost savings of DMO and poststack migration versus
prestack migration. Where the velocity changes rapidly with depth, however, this
constant velocity theory can yield inadequate results.

For many areas, such as tile Gulf Coast, a velocity function that varies with depth
is a reasonable approximation to the true velocity field. Using ray tracing, I find the
raypaths from the source and receiver to the reflection point with the given recording
time. The time along the corresponding zero-offset ray gives the DMO correction.
The relationships between the three rays are expressed by a system of nonlinear
equations. By simultaneously solving the equations via Newton-Raphson iteration, I
determine the mapping that transforms nonzero-offset data to zero-offset.

Unlike previous schemes that approximately handle vertical velocity variation,
this method makes no assumptions about the offset, dip, or hyperbolic moveout. A
characteristic of this exact method is that even for a linear increase of velocity with
depth, the DMO operator is multi-valued. Rather than the familiar elliptical impulse
response of constant-velocity DMO, the DMO operator now has multiple branches.

Tests using synthetic data as well as recorded seismic data demonstrate the effec-
tiveness of this variable-velocity DMO. These tests show that this method accurately
handles vertical velocity variation, while using constant-velocity DMO can lead to
significant errors. Comparing this technique to a formulation which approximately
handles velocity variation, however, suggests that the improved accuracy of the exact
technique may not be justified due to uncertainty in the velocity model and increased
cost.

While improved accuracy alone may not justify the use of this method in 2-D,
its flexibility may in other cases. Straightforward changes could be made to handle
3-D DMO, DMO for mode-converted waves, DMO in anisotropic media, or amplitude
effects, for example.
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" Introduction

Since moveout velocity is dip-dependent (Levin, 1971), stacking emphasizes reflec-
tions whose moveout velocity is near that used for normal moveout correction (NMO).
Conversely, reflections with other slopes, and hence different moveout velocities, are
attenuated. Therefore, NMO acts as a dip filter applied to the stacked data that is
biased against dips with moveout velocities different from the NMO velocity.

Dip-moveout processing (DMO) attempts to increase the dip bandwidth of stacked
data by making stacking velocities independent of dip (Deregowski, 1982, 1986).
DMO processing enables common-midpoint stacking to simultaneously treat all dips
accurately. The result is a stacked section that is equivalent to a zero-offset section,
as long as certain assumptions are satisfied.

Hale's DMO by Fourier transform algorithm (1983, 1984) and most other DMO
implementations assume that velocity is constant. In practice, this is found to be an
acceptable limitation because of the practical advantages in computational speed
of DMO and zero-offset migration over prestack migration. This is particularly
true in three dimensions, where the constant-velocity DMO operator remains two-
dimensional, while the prestack migration operator is three-dimensional (Hale, 1988).

When the velocity changes rapidly with depth, however, Black et al. (1985) and
Hale (1988) showed that constant-velocity DMO can be worse than not applying any
DMO. Furthermore, I presented numerical examples of the errors resulting from ap-
plying conventional NMO and DMO correction to data from a vertical reflector in
a medium where the velocity varies only with depth (Artley, 1990). I considered
both constant-velocity DMO and the first-order depth-variable velocity DMO cor-
rection published in Hale's thesis (1983), and found that while the correction is an
improvement, it still leads to significant degradation in the resolution of the stack.

Several authors (Perkins and French, 1990; Dietrich and Cohen, 1992) have cal-
culated the shape of the 3-D DMO operator for media where the velocity increases
linearly with depth. While the constant-velocity 3-D DMO operator remains two-
dimensional, the variable-velocity operator has support in three dimensions. The
operator is saddle-shaped: concave-up in the dip-direction and concave-down in the
strike direction. These issues highlight the need for an accurate method of determin-
ing the DMO mapping for media where the velocity varies with depth. I use the term
v(z) DMO for such a process, because the velocity v is a function of depth z.

Hale and Artley (1991) tuned Hale's (1983) original v(z) correction to better
handle vertical velocity variation by squeezing the constant-velocity DMO operator.
Witte (1991) and Meinardus and Schleicher (1991) computed v(z) DMO corrections
for arbitrary velocity fields by assuming hyperbolic moveout and using well-known
expressions for the dip-dependent moveout velocity. While these approximations
may be sufficiently accurate in practice, there is still a desire to determine the exact
v(z) DMO correction.
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Figure 1 compares CMP gathers processed with conventional constant-velocity
DMO and the v(z) DMO method described in later chapters. The model itself is
described in detail in the following section on Applications, but at the present it is
sufficient to note that the velocity increases linearly with depth and that it contains
several horizontal reflectors as well as reflectors dipping at angles from 30 to 90
degrees. The deepest reflection in each gather is from the vertical reflector.
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FIG. 1. Synthetic CMP gathers from a medium where velocity increases linearly with
depth. (a) After constant-velocity DMO. (b) After v(z) DMO correction. The last
reflection in each gather corresponds to a dzp of 90 degrees. Constant-velocity DMO
has failed to align energy from steeply dipping reflectors.

Energy from the horizontal and gently dipping reflectors has been flattened across
both gathers. Note, however, that the deeper reflections, from the steeply dipping
reflectors, still show residual moveout across the gather processed with constant-
velocity DMO. Obviously, since the reflections are not aligned, stacking these data
attenuates the energy from the steeply dipping reflectors. In contrast, v(z) DMO has
successfully removed the moveout from all of the reflections, including that from the
vertical reflector. Stacking these data would yield a section with a wide bandwidth
of reflection slopes that is equivalent (in a traveltime sense) to the corresponding
zero-offset section.

The method described here makes no assumptions about the velocity function,
other than its lateral invariance. Unlike others, this formulation does not make small-

offset or small-dip approximations. Thus it is accurate for long offsets and high
dips and arbitrary velocity layering, where the moveout may be significantly non-
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hyperbolic. Furthermore, this work has already been extended to three dimensions
by Godfrey (1992), though it is discussed here only in the context of 2-D DMO.
Indeed, the flexibility of this method could enable the processing of mode-converted
data, or handling the effects of anisotropy.

The following section shows more examples of 2--Dv(z) DMO processing applied to
both s_/nthetic and field data and discusses some characteristics of the v(z) DMO op-
erator. The sections on DMO by Dip Decompositon and on Computing the v(z) DMO
Mapping describe in detail my approach to computing and applying the v(z) DMO
correction. The Conclusion contains some notes on possible future applications.
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Applications "

To demonstrate the effectiveness of this v(z) DMO method, I tested it using both
synthetic data and marine seismic data from the Gulf of Mexico. These tests show

that v(z) DMO is a significant improvement over constant-velocity DMO. When

v(z) DMO is compared to an approximate technique for handling velocity variation,
the differences are still visible, but may be less significant.

Synthetic data

With noiseless synthetic data, the effect of DMO correction can be clearly judged by
viewing CMP gathers. NMO alone can only align energy associated with a single
moveout velocity at a given time. To simultaneously align reflections having different
moveout velocities, DMO must be applied. After NMO and DMO correction, all
reflection events in a CMP gather, regardless of the dip of the corresponding reflector,
should be free from residual moveout.

Constant velocity gradient

For the first test, I generated synthetic data for a model in which the medium velocity
increases linearly with depth. The velocity is given by v(z) = Vo + az where v0, the
velocity at the surface, is 1.5 km/s and a, the velocity gradient, is 0.8 s -1. The model
contains five reflectors, and each reflector is composed of a dipping segment and a
horizontal segment, as shown in Figure 2. The dipping segments range in dip from
30 degrees to 90 degrees in 15 degree increments.

Figure 3 shows a CMP gather from the dataset after various phases of processing.
The gathers are taken from the location marked with the triangle in Figure 2. Each
gather contains ten reflection events; one from each of the dipping and horizontal
segments in the model. The last reflection in each gather is from the vertical reflector.

Figure 3.a shows the uncorrected synthetic data. Note that the reflection from

the vertical reflector exhibits no moveout, as expected in a v(z) medium. After
NMO correction with the rms velocity function (Figure 3.b), the reflections from the
horizontal segments are flat, while the reflections from the dipping segments show
increasing amounts of over-correction with dip. Constant-velocity DMO (Figure 3.c)
has successfully aligned the energy for the gently dipping segments, but the reflections
from the 60, 75, and 90 degree reflectors now appear to be under-corrected. Constant-
velocity DMO has resta,ed too much moveout to the steeply dipping reflectors. In
contrast, the exact v(z) DMO process has properly flattened all reflections in the
gather, including the energy from the vertical segment.
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FzG. 2. The model used to generate the synthetic seismic data. The CMP gathers
shown in the following examples are taken from the surface position marked with the
triangle. The velocity of the medium varies according to v(z) = 1.5 + 0.8 z km/s,
where the depth z is measured in kilometers.

Figure 4 shows the kinematic DMO impulse response for time of 2.4 s and source-
receiver offset of 3.0 km. These values correspond to the time of the vertical reflector
and the farthest offset in the data. For comparison, the impulse responses of constant-
velocity DMO and Hale's first-order v(z) correction are also shown in the figure.

The most striking differences between the exact and approximate curves are the
cusps and multiple branches of the exact operator. The reflector dip angle at the cusp
is 105 degrees, while the dip at the lower end of the second branch is 115 degrees. For
these parameters, dips beyond 115 degrees correspond to reflection points above the
surface of the earth. The details of the cusp and tail are dependent on the velocity
function, time, and offset. In some configurations the cusp occurs before 90 degrees.
I shall discuss the physical meaning of the cusp and second branch in more detail
after noting some other significant differences in the curves.

While not as visually dramatic, the most important difference in practice between
the impulse response curves is their width. The chief effect of vertical velocity vari-
ation is the narrowing of the operator. The constant-velocity curve deviates from
the exact at relatively low dips, resulting in the significant errors shown in Figure 3.
Hale's original v(z) correction (1983) lies much closer to the exact curve.
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FIG. 3. (&) Uncorrected CMP gather from the mode| shown in Figure 2. (b) After
NMO correction. (c) After constant-velocity DMO. (d) After v(z) DMO correction.
The five reflections in (b) that are over-corrected by NMO correspond to dipping
reflectors. The last reflection in each gather corresponds to a dip of 90 degrees.
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FIG. 4. Zero-offset time to as a function of distance x, for NMO time tn = 2.4s
for the farthest offset (3 km) in the CMP gathers of Figure 3. Times are plotted for
three DMO methods: (gray) constant-velocity DMO, (dotted) Hale's original v(z)
approximation, and (black) the exact DMO method described here. The cusps of the
exact curve correspond to reflector dips of 5=105 degrees, while the tips of the tails
correspond to dips of 5=115 degrees.

Hale and Artley (1991) proposed a simple squeezing of the constant velocity DMO
operator to approximately handle the effects of velocity variation. The squeezed DMO
operator is not shown, but it can be made to lie arbitrarily close to the primary branch
of the exact curve by adjusting the squeeze factor S.

Figure 5 compares squeezed DMO (S = 0.6) and the exact v(z) DMO for the same
synthetic data shown in Figure 3. The squeezed DMO result (Figure 5.a) shows much
better alignment of the reflections across the gather than the constant-velocity DMO
result (Figure 3.c). Squeezed DMO, however, still results in a slight under-correction
of the 75 and 90 degree reflection events at the farthest offsets when compared with
exact v(z) DMO.

Decreasing the squeeze factor to S = 0.4 flattens even the vertical reflection,
though it begins to distort other reflections. The value S = 0.6 has been found
empirically to work well for most velocity functions (Hale and Artley, 1991), but
there is no formula for estimating the optimal value. Hence while it can be adjusted
to flatten a given reflection, in practice there is no convenient method of choosing S.
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Fm. 5. (a) Compariso_,EsqueezedDMOwith (b) exactv(z) DMOcorrection.
Squeezed DMO has performed essentially as well as v(z) DMO.

Also, it is important to note that the squeezed operator will never show the multiple
branches of the exact operator, v(z) DMO, on the other hand, will properly handle
all reflections, given the correct velocity model.

Returning to the discussion of the cusp and second branch, the duplication of
zero-offset times at a given midpoint shift is easier to understand through Figure 6.
Figure 6.a shows the raypaths associated with the primary branch of the operator.
The ray diagram shows raypaths from the source (not shown) to the receiver such
that the traveltime is constant. The tips of the rays hence trace out the constant-
traveltime surface. This surface is the prestack migration impulse response for this
experiment. For the case of constant velocity, the rays are straight and the reflecting
surface is an ellipse. For the case shown, however, the velocity increases linearly with
depth according to v(z) = 1.5 + 0.3zkm/s, the source-receiver offset is 3.0km, and
the constant-traveltime surface corresponds to an NMO time of 3.0 s.

Note that the angle formed by the source and receiver rays at each reflection point
is bisected by a third ray. This third ray is the equivalent zero-offset ray, and the
time along this ray and its emergence point give the DMO mapping. The zero-offset
ray is normal to the reflector at each reflection point, and each point corresponds to
a different reflector dip.

Shown to the right of the rays is a plot of the emergence point of the zero-offset

ray versus the time along that ray. This curve forms one-half of the DMO impulse
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FIG. 6. Physical interpretation of the multi-valued DMO operator. (a) Rays cor-
responding to the primary branch of the operator. (b) Rays corresponding to the
second branch. Dips beyond 80 degrees map to this branch. The constant-velocity
DMO operator is shown in gray.
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response curve. (Since the curve is symmetric about the source-receiver midpoint,
the other half is simply the reflection of this curve.) As the dip of the reflector
increases, the emergence point moves to the right and the time along the zero-offset
ray decreases. These rays correspond to the primary branch of the DMO operator.
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FIG. 7. The entire reflecting surface and DMO operator are formed by superimposing
Figures 6.a and 6.b.

At a dip of approximately 80 degrees, however, the behavior reverses. As the
dip continues to increase, the zero-offset emergence point moves back toward the
midpoint and the time along the ray now increases. These rays are shown in Figure 6.b
and correspond to the second, backward branch of the operator. Since this branch
corresponds to steeply dipping and overturned reflectors, properly handling it in DMO
processing may be important when imaging turning waves.

Note that for a range of zero-offset locations there are two possible zero-offset rays,
with different zero-offset times. Superimposing both sets of rays (Figure 7) builds up
the entire constant-traveltime surface, and gives the complete DMO operator. The
operator is double-valued at all points for which there are two possible zero-offset
rays.

As mentioned earlier, the details of the operator shape and the location of the
cusp are highly dependent on the offset and velocity gradient. Figure 8 shows the
effect of changing the velocity gradient. Here the offset is 3.0 km, and the NMO time
is 2.5 s. The velocity at the surface is fixed at 1.5 km/s while the gradient is varied
from 0.0s -1 to 0.8s -1. As the gradient is increased, the DMO operator becomes
narrower and develops the backward branches. Also, the elliptically-shaped portion
becomes more compressed in time.

10
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_IG. 8. Y(Z) DMO operators for NMO time of 2.5s and offset of 3.0 km. The velocity
,c the surface is 1.5 km/s and the gradient varies from 0.0s -1 to 0.8s "-1.
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FIG.9. v(z) DMO operators for NMO time of 2.Ss and v(z) = 1.5+0.6zkm/s. The
offset varies from 1.0 km to 3.0 km.
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In Figure 9 the offset is varied from 1.0 km to 3.0 km. The velocity model is
v(z) = 1.5 q-0.6 z km/s for all cases. As with constant-velocity DMO, the operator
becomes narrower as the offset decreases. The backward branches also shrink with

the offset. The operator is smaller because DMO has less work to perform at smaller
offsets.

The final example for the constant-gradient case demonstrates the time-variant
nature of DMO in a variable-velocity medium (Figure 10). Here DMO operators for
several offsets are shown for several NMO times. As with constant-velocity DMO,
the operators shrink at late times. So while the operator now exhibits duplications, it
still behaves much like the constant-velocity DMO operator with respect to changes
in offset and time.

Irl practice, the importance of the second branch of the DMO operator in a meditl_ '_
with a constant velocity gradient can perhaps be discounted. Dietrich and Coh,.:_
(1992) analytically calculated the shape and amplitude of the DMO operator for
linear v(z), and showed that most of the energy is concentrated along the primary
branch of the curve. The amplitude along the lower branch is much smaller and can
often be ignored. Also, the location of the cusp is dependent on the source-receiver
offset, so energy from steeply dipping reflectors may appear on the primary branch
at small offsets, but on the second branch at farther offsets. So while squeezed DMO
may improperly position energy at the far offsets, stacking with the near offsets will
still be a significant improvement over constant-velocity DMO.

Piecewise-constant velocity gradient

The next synthetic test uses the same five-reflector model as the previous test, but
now with a layered velocity model. The velocity function is piecewise-linear with
depth, as shown in Figure 11. The velocity is a constant 1.5 km/s in the first 0.3 km
(OAs). In the second layer, velocity increases at 0.Skm/s per kilometer down to
a depth of 1.2km (1.38s). Below this depth, the velocity gradient is 0.4s -1. This
velocity model represents a water layer over sediments. The velocity increases rapidly
with depth in the shallow i_ediments, and then more slowly in the deeper sediments.

Figure 12 shows CMF gathers from this model after DMO processing. As in the
constant-gradient example of Figure 3, constant-velocity DMO (Figure 12.a) results
in under-correction at the farthest offsets, though the errors are smaller than before.

Conversely, squeezed DMO with S = 0.6 (Figure 12.c) results in slight over-
correction of the 75 and 90 degree dips. Recall that in the constant-gradient ex-
ample (Figure 3.c), the squeezed DMO result showed residual under-correction, as
did constant-velocity DMO. Exact v(z) DMO (Figures 12.b and 12.d) has properly
aligned all reflections in the CMP gather, independent of dip.

12
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FIG. 10. Suite of v(z) DMO operators for several NMO times and v(z) = 1.5 +
0.6 z km/s. The offset varies from 1.0 km to 3.0 km.
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FIG. 11. Velocity function used for second synthetic data test. (a) Interval velocity
versus depth. (b) Interval velocity (gray) and rms velocity (black) versus time.

The DMO operators for this velocity model show two branches, like those of the
constant-gradient case. Due to their similarity to the previous series of figures, they
are not shown here.

The small errors observed in this case for constant-velocity DMO and squeezed
DMO can be explained by the velocity gradients used in this model. In the previous
example the gradient was a steep 0.8s -1. Here the velocity in the first layer is con-
stant, and it increases at a comparatively gentle 0.4 s-1 in the last layer• Only in the
relatively thin second layer does the velocity increase at the higher gradient. Thus,
on the whole, the velocity variation is less severe in this model and we might expect
conventional DMO methods to perform better here.

Gulf of Mexico data

With actual exploration seismic data, the traces are typically contaminated with
noise, making it difficult to determine the effectiveness of DMO by looking at CMP
gathers. Instead, the relative merits of DMO processes are judged by viewing the
stacked sections and computing constant-velocity stacks.

14
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' FIG. 12. Synthetic CMP gathers from a medium where the velocity gradient is
piecewise-constant with depth (Figure 11). (a) After constant-velocity DMO. (c) Af-
ter squeezed DMO. (b) and (d) After v(z) DMO. Constant-velocity and squeezed
DMO have under- and over-corrected the steep dips, respectively.
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Figure 13 shows stacked sections of seismic data recorded in the Gulf of Mexico

after constant-velocity and exact v(z) DMO processing. The steeply sloping reflection
is energy from the vertical flank of a salt dome.

The test of any DMO process is how well both dipping and horizontal reflectors
are preserved in the stack. By adjusting the stacking velocities, any NMO-DMO-stack
process can be tuned to enhance one particular dip at the expense of the others, but

the goal is to _,_lhance all dips simultaneously. The v(z) DMO result shows slightly
better continuity of amplitude along the sloping reflector than the constant-velocity
result, without degrading the flat-lying sediments.

The point is perhaps more clearly seen in the constant-velocity st,acks of Figure 14.
These panels have be,en computed for a small window taken from the center of the

stacked sections of Figure 13. While stacking velocities vary with time, at any par-
ticu!ar time only a single velocity may be used. Therefore DMO can be judged by
how well it equalizes the stacking velocities for dipping and horizontal reflections at
a given time.

Consider the steeply sloping salt flank reflection in the stacked sections. This
corresponds to the sloping reflection seen in the co_lstant-velocity stack panels at
about 2.6 s. The hori,zontally-lyin8 sediments adjacent to the salt appear as the flat
reflections cvtting through the sloping reflection. The strongest and most continuous
stack of the horizontal reflections is seen when the velocity is somewhere between 2.i0
and 2.15 km/s.

The constant-gradient tests suggest that constant-velocity DMO removes too
much moveout from sloping reflections. Therefore, using a slightly lower velocity
might be expected to better stack the sloping reflection. Figure 14.a confirms this hy-
pothesis: the sloping reflection is best stacked with a velocity somewhere between 2.00
and 2.05 km/s. Unfortunately, using this velocity would over-correct the horizontal
reflections and resul,t in their degradation through mis-stacking.

Exact v(z) DMO (Figure 14.b) has equalized the stacking velocities of the dipping
and horizontal reflectors. In particular, the reflections at 2.6 s stack best at a velocity
between 2.10 and 2.1.5km/s, regardless of dip. Thus, v(z) DMO has successfully made
the stacking velocities independent of dip. The result is the improved continuity of
the sloping reflection seen in the stacked section of Figure 13.b.

Careful comparison of the constant-velocity stacks reveals that v(z) DMO has
altered the horizontal reflections as well as the sloping reflections. Unlike other DMO
implementations, this formulation does affect reflections from horizontal layers. As
described in a later section, the differences are due to errors in the Dix approximation
used to apply NMO (see, e.g., Yilmaz, 1987, pp. 159-160). The approximation breaks
down at long offsets and small times when the velocity varies with depth. Since the
v(z) DMO method used here employs ray tracing through the stratified medium to
determine traveltimes, it in effect removes the NMO applied with the Dix approxi-
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FIG. 13. Stacked sections near a salt dome processed with
(a) constant-velocity DMO and (b) v(z) DMO.
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FIG. 14. Constant-velocity stacks for a window extracted from the stacks of Figure 13.
(a) Constant-velocity DMO. (b) v(z) DMO.
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mation and reapplies the exact, ray-traced NMO for flat layers at the same time it
applies the DMO correction.

Velocity (km/s)
1.95 2.00 2.05 2.10 2.15 2.20

FIG. 15. Constant-velocity stacks computed using squeezed DMO.

Figure 15 shows the corresponding constant-velocity stacks for squeezed DMO.
Like v(z) DMO, squeezed DMO has equalized the stacking velocities of the dipping
and horizontal reflections at 2.6s. The result is very similar to the previous v(z) DMO
result, though horizontal reflections have not been altered.

Figure 16 shows the interval velocity function as well as the corresponding rms
velocities used for v(z) DMO correction. Figure 17 shows a DMO impulse response
for 3.0 km offset, superimposed on the corresponding constant-velocity operator for
an NMO time of 6.0s. Unlike the previous operators, this curve now shows four
branches. The constant-velocity operator matches the actual operator only in the
small curved region near the apex. As the velocity layering becomes more general,
the shape of the impulse response becomes more complicated.

Figure 18 shows several DMO impulse responses for 3.0 km offset, superimposed
on the corresponding constant-velocity operators. As might be expected the errors
are most severe at early times. Also note that the width of the operator decreases
with time until 4.0s, but then begins to increase again. This is in contrast with the
constant-velocity operator, which decreases monotonically in width with time.

The precise shape of the DMO impulse response is highly dependent on the details
of the velocity function. DMO, however, is generally applied early in the seismic pro-
cessing flow, before detailed knowledge of velocity function is available. Because the
constant-velocity stacks for v(z) DMO and squeezed DMO, as well as the correspond-
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FIc. 16. The interval velocity function (gray) and corresponding rms velocities
(black) used to process the data of Figure 13.
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FIG. 17. DMO operator for 3.0km offset and NMO time of 6.0s. This operator has
four branches• The constant-velocity DMO operator is shown in gray.
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FIG. 18. Several DMO operators for 3.0km offset and the velocity function of Fig-
ure 16. The corresponding constant-velocity DMO operators are shown in gray.
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ing stacked sections, are so similar for these data, there is little benefit in performing
the more complicated v(z) DMO correctic, n. The approximate solution offered by
squeezed DMO is adequate and probably more appropriate, since it requires only an
estimate of the velocity profile, not a detailed interval velocity function.

Cost

Even when thevelocitiesarewell-determined,theimprovedaccuracyofv(z)DMO
comes atthecostofincreasedcomputetime.Compared toconventionaland squeezed

DMO appliedviafastFouriertransformthroughlogarithmicstretchingoftime(Not-

forsand Godfrey,1987),thismethod takesanywherefromtwicetotentimesaslong,
dependingon theparametersoftheproblem.

Allthedatawereprocessedon an IBM RS/6000 Model 520 workstation.The
syntheticdata examplesconsistedof360 CMP gatherscontaining30 offsetsfora
totalof10800 traces.Each tracewas 251 sampleslong,and thetotalsizeofthe

datasetwas approximatelyi0megabytes.The processingtimesaregiveninTablei.
ComparingCPU timesshowsthatv(z)DMO tookoverfourtimesaslongtocomplete

asstandard]:)MO.Ifwallclocktimesarecompared,however,v(z)DMO isonlytwice
asexpensive.I believethewallclocktimesareclosertoeachotherbecauseofthe

significantamount oftimespentreadingfrom and writingtodisk.Both methods,

ofcourse,spendroughlythesame amount oftimeperformingdiskI/O,but itisa
largerfractionofthetotaltimeforconventionalDMO.

Table 1. Compute times in minutes and seconds for synthetic data tests.

cpu time ]wall time
v(z) DMO 4:53 [ 9"33
DMO 1:i0 4:57
ratio 4.2 1.9

Table 2. Compute times in hours and minutes for Gulf of Mexico data.

CPu time wall time

v(z) DMO 4"33 5:56
DMO .... 0:31 0:52
ratio ...... 8.8 6'8

The Gulf of Mexico data consisted of 600 CMPs of 30 offsets each, giving ]8 000 traces.
The traces were 751 samples long and the dataset was approximately 51 megabytes
in size. Table 2 shows the CPU and wall clock times for DMO processing on the
same workstation. The exact v(z) DMO is now approximately seven to nine times
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as expensive. Note that for this dataset, the time spent reading from and writing
to disk is les_ significant, so the wall clock and CPU time ratios are more consistent
with each other.

The survey parameters of the Gulf of Mexico data are, of course, more typical
of exploration seismic data than those of the synthetic data. Therefore I maintain
that v(z) DMO can be characterized as being five to ten times as expensive as log-
stretched DMO by Fourier transform for realistic datasets. Whether the added cost
results in significantly improved stacked data depends on the particular dataset and
velocity model. In this case, it did not.

These examples have demonstrated the effectiveness of v(z) DMO processing over
constant-velocity DMO and, in some cases, squeezed DMO. The next chapters de-
scribe how I compute and apply the v(z) DMO correction for arbitrarily layered
velocity fields.
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DMO by Dip Decomposition

There are many ways of applying DMO correction to seismic data. For exam-
ple, the DMO process can be applied in the time-space domain via finite-difference
methods (Bolondi et al., 1982; Li, 1992) or with integral (i.e., h:irchhoff) schemes
(Deregowski, 1985, 1987). Alternatively, DMO can be applied in the frequency-
wavenumber domain. The frequency-wavenumber methods include Hale's (1983,
1984) original DMO by Fourier transform method, as well as its log-stretch vari-
ants (see, e.g., Notfors and Godfrey, 1987; Liner, 1990), and the dip-decomposition
formulation of Jakubowicz (1984, 1990).

The v(z) DMO correction developed in the section on Computing the v(z) DMO
Mapping is most naturally applied through an extension of this last technique. Meinar-
dus and Schleicher (1991) and Witte (1991) also use Jakubowicz's method to apply
approximate v(z) DMO correction. Here I describe DMO by dip decomposition for
constant velocity and lay the groundwork for its extension to variable-velocity media.

DMO for a single slope

Hale's (1984) method transforms NMO-corrected, common-offset seismic data q.(tn, x)
to the equivalent zero-offset section qo(to, x) in four steps. First, a Fourier transform
over space takes the data from q.(tn,x) to q.(t.,k). Next, the frequency-wavenumber
representation of the zero-offset data is computed by

/0Qo(wo, k) = dt. ei_°t"AA-lq.(t_,k), (1)

where 2h is the source-receiver offset and

k2h/2A= 1+ co0t.] .

Finally, inverse Fourier transforms over frequency and wavenumber give the zero-offset
data qo(to, x).

Note that if the data were recorded at zero offset (h = 0), A = 1 and the integral
transform of equation (1) reduces to a Fourier transform over time. In this case DMO
does nothing because the data are already at zero-offset.

In general, however, A ¢ 1 and equation (1) is not a Fourier transform. This
integral transform then becomes computationally intensive because it cannot be per-
formed by FFT. Hoping to reduce the cost of DMO processing, Jakubowiez (1984,
1990) developed a clever technique for applying the moveout correction to the data
one slope at a time.
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For a fiat reflector dipping at an angle O in a medium of constant velocity v, the
relationship between zero-offset time to and NMO time t, at a common midpoint is

4h2 sin 2 8
=t, +

y 2

(Hale, 1984). By noting that Po = 2sine/v = k/_o, where Po = Oto/OX is the reflec-
tion slope measured on a zero-offset section, Jakubowicz (1990) wrote this relationship
as

=to- pooh (2)
Note that for a single reflection slope, DMO reduces *o a simple slope-dependent
moveout operation.

As a result, Hale's DMO formula (1) can be written 3r a single slope Po = k/_oo
as

(_0(_0, k)= fo=dtoe_°t°q.[t.(to,Po),k]. (3)

By defining
40(t0,k) - q.[t.(to,po),k], (4)

equution (3) becomes

0,0(_0, k) = fo_dtoe_t°qo(to, k), (5)

which is simply the Fourier transform of the interpolated data q0(t0, k).

Equations (4) and (5) are equivalent to Hale's formula (1), but only for the par-
ticular value cf reflection slope po used in computing the moveout in equation (2).
The moveout is incorrect for ali other slopes.

Combining the slopes

Jakubowicz's method proceeds by decomposing the zero-offset section Q0(_0, k) into
its component slopes. The contribution ,_f each slope component is computed sepa-
rately via equations (4) and (5). For this reason, the method is sometimes referred
to as DMO by dip-decomposition (Hale, 1988), or, perhaps more precisely, reflection
slope-decomposition.

Since each component (_0(w0, k) is only correct for the particular value of Po used in
computing the slope-dependent moveout, the components must be filtered to remove
other slopes before they are recombined to form the zero-offset section. This filtering
can easily be performed in the frequency-wavenumber domain. Euch slope component
(_0(_0, k) contributes to the zero-offset data Qo(wo, k) only f¢_ those frequencies and
wavenumbers such that k/_o is near the particular slope Po u,,'ed in equation (4).
Thus, each component contributes to the zero-offset section along a wedge-shaped
region centered about the line k/wo = Po. The portion of (_o(wo, k) outside this
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0 k

 o=0

%
FIG. 19. Each slope component Qi(wo, k) contributes to the zero-offset section only
for those slopes near the reference slope Po = )_i used to compute that component.
After Hale (1988).

wedge is discarded. Since the slope-dependent moveout function (2) is symmetric
about Po = 0, both positive and negative slopes can be processed together.

This slope-filtering procedure is illustrated in Figure 19. Here the frequency-
wavenumber plane has been decomposed into four reference slopes )_i. The contribu-
tion of each slope to the zero-offset section is computed via equations (4) and (5),
and the portions of the wo-k plane for which k/wo is near :t=)_i are summed into
the zero-offset data. Figure 20 summarizes the entire DMO by dip-decomposition
algorithm.

Jakubowicz (1990) showed that the dip-decomposition technique is equivalent to
Hale's (1984) DMO by Fourier transform formulation provided that the sampling
of reflection slope is sufficiently fine. Hale (1988) derived a sampling criterion that
avoids spatial aliasing of the zero-offset data.
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o

DMO by dip-decomposition:

Fourier transform NMO-corrected data q. (t_, x) to q. (t., k)
Zero Qo(wo, k) accumulator
For all wavenumbers k {

For ali reflection slopes Po {
Co,.pt 4o(to,k)= q [t.(to,po),k]

by interpolation
Fourier transform _o(to, k) to Qo(wo, k)

Sum (_0(w0, k) into Qo(wo, k)
/orIk/ olneapo

Inverse Fourier transform Oo(Wo, k) to qo(to, k)

Inverse Fourier transform qo(to, k) to qo(to, x)

FIc. '20. Dip-decomposition algorithm for computing the DMO-corrected zero-offsetdata qo(to,x) from the input NMO-corrected data q,(t,,x) for one common-offset
section

While Jakubowicz originally developed the dip-decomposition strategy to reduce
the cost of DMO processing, several authors (e.g., Notfors and Godfrey, 1987; Liner,
1990) have since published techniques that approximate Hale's DMO integral (1)
by a Fourier transform through logarithmic stretches of time. Thus, DMO can be
applied entirely by fast Fourier transform, making it even more efficient than the
dip-decomposition approach. Dip-decomposition, however, can easily be extended to
v(z) DMO processing. Meinardus and Schleicher (1991), Witte (1991), and I all apply
v(z) DMO via Jakubowicz's technique.

When the velocity varies, the DMO mapping t,(to,Po) can no longer be calculated
from equation (2). For simple velocity functions, one could hope to derive an analytic
expression for the DMO mapping (see, e.g., Dietrich and Cohen, 1992). Rather than
restrict myself to a few specialized velocity functions, in the next chapter I show how
to compute the DMO mapping for any velocity function which varies arbitrarily with
depth. Once the DMO mapping has been tabulated by this procedure, it is a simple
matter to use it in the DMO by dip-decomposition formula of equation (4).
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Computing the v(z) DMO Mapping
As shown in the previous chapter, to perform v(z) DMO by dip-decomposition

one must first compute the slope-dependent relationship between NMO time tn and
zero-offset time to. I refer to this relationship as the DMO mapping t,(to,Po), noting
that it is, of course, also dependent on the source-receiver half-offset h. In an effort
to simplify the notation, this dependence is not explicitly shown. In this chapter
I describe a method of determining this mapping for an arbitrary depth-dependent
velocity function.

Raypath geometry

I use a ray-tracing method (Slotnick, 1959) to determine this mapping for the variable
velocity problem. The details of the ray-tracing are described in Appendix A. Since
the velocity of the medium varies with depth only, the ray-tracing need only be
performed for a single surface location. Rays leaving from other surface locations are
simple lateral translations of the traced rays. Since rays do not need to be traced
from every surface location, the v(z) method is potentially efficient.

Each ray is tabled as three functions of the ray parameter p and the two-way
traveltime along the ray t, as shown in Figure 21. The computed quantities are the
lateral distance traveled by the ray x(p, t), the two-way vertical traveltime 7"(p, t), and
the propagation angle 8(p, t). The vertical traveltime r(p, t) is analogous to the depth
of the ray, stretched according to dr/dz - 2/v(z). Since seismic data are recorded as
functions of time, it is more convenient to work with r than the depth z. The interval
velocity function of the medium V(T) is assumed to be known.

0

FIG. 21. Rays are traced through the medium and x, z (or r), and 0 are tabulated
as functions of the ray parameter and the time along the ray.
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Now that the ray tables have been constructed, the task is to find combinatioos
of rays that meet several conditions that describe the DMO transformation. One
such combination (or trio) of rays is shown in Figure 22. Consider a sample of data
recorded at time t - tsg with source-receiver offset 2h. The ray leaves the source
and travels downward to the reflector, where it is reflected back up to the receiver.
The tatal time along the path is the recording time t_9, and the two segments of the
path are referred to as the source ray and the receiver (or 9eophone) ray, respectively.
Together, NMO and DMO transform this sample of finite-offset data to the equivalent
zero-offset data that would be recorded at the zero-offset location xo at time to.

-h 0 Xo +h x

pg, tg

Ps,ts Poto

Z

FIG. 22. Diagram showing a DMO raypath trio. All three rays must terminate at
the reflection point and the zero-offset ray bisects the angle formed by the source ray
and the geophone ray. The zero-offset ray is normal to the reflecting surface at the
reflection point.

Initially, only the half-offset h and the recording time t_9 are known. For each zero-
offset slope Po, the problem is to find the corresponding trio of rays and, consequently,
the two-way time along the zero-offset ray to and the zero-offset location x0. This
(x0, to) pair gives one point on the DMO operator. The entire operator is constructed
as the locus of points (x0, to), where each point corresponds to a different value of Po.
In the following sections I show how to compute these points and the DMO mapping.

System of equations

The source ray, with ray parameter Ps, leaves from x = -h and terminates at the
reflection point (xr, z,.). Similarly, the geophone ray departs from x = h with ray
parameter pg, while the zero-offset ray leaves from the given zero-offset location x0
with ray parameter Po. Both rays meet the ray from the source at the reflection point.
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Take the source-receiver half-offset h, the recording time tsg, and the zero-offset
ray parameter po as given. The ray parameters along the source and geophone rays,
the departure point of the zero-offset ray, and the times along ali three rays have yet
to be determined. This gives a total of six unknowns. However., the rays must satisfy
several conditions if they are to form a valid raypath trio.

The first requirement is that all three rays terminate at the same lateral loca-
tion xr. Consequently, the x-coordinates of the tips of the source, geophone, and
zero-offset rays are, respectively,

• = z(p,,2t,)- h (6)
= X(pg,2tg) + h (7)

= x(po, to) + Xo, (8)

where x(p, t) is the lateral position function determined from ray tracing, as described
above. Eliminating the unknown lateral location xr from equations (6)-(8) gives two
relationships between the six unknowns.

Furthermore, since the three rays also terminate at the same depth zr, they must
also have the same vertical two-way time rr,

Tr = r(ps,2ts) (9)

= T(pg,2tg) (10)

= T(po, to). (11)

Again, eliminating the unknown vertical time Tr from equations (9)-(11) gives two
more relationships between the unknowns.

The final condition is that the zero-offset ray must bisect the angle formed by the
intersection of the source ray and the geophone ray. This ensures that the source ray
and the geophone ray give a specular reflection at the reflection point and that the
zero-offset ray is normal to the reflecting surface there. The propagation angle of the
zero-offset ray at the reflection point is thus the average of the propagation angles of
the source and geophone rays,

O(po,to) = _l[0(ps, 2ts) + O(pg,2tg)] . (12)

Equations (6)-(12) now define a system of five nonlinear equations in the six
unknowns. However, the given recording time tsg yields the needed sixth equation.
The recording time is simply the sum of the times along the source and geophone
rays,

tsg = t, + tg. (13)

Equation (13) can be used to immediately eliminate ts from the remaining equa-
tions, leaving a system of five nonlinear equations,

0 = X(pg, 2tg) - x[ps, 2(t,g - tg)] + 2h

3O

= 7=
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0 = x(pg,2t 9) - x(po, to) + h- xo

0 = r(pg,2tg) - r[ps,2(t_g- t_)] (14)

o = r(pg,2tg) - r(po,to),

o = O[ps,2(tsg - t_)]+ O(p_,2tg) - 20(po, to)

in the five unknowns xo, Pe, Pg, tg, and to and three parameters h, tsg, and po.

Solving the system

For each set of the parameters h, tsg, and Po, I find the roots of this system of nonlinear
equations using multi-dimensional Newton-Raphson iteration (see, e.g., Press et al.,
1986, pp. 269-273). In this section I summarize the Newton-Raphson method.

A system of N equations in the N unknowns ul, u2,..., UN can be written as

fi(ul,u2,...,UN) =0, i= 1,2,...,Y. (15)

By defining the N-element vector of functions F = (fl, f2,..., fN), and the N-element
vector of unknowns u = (Ul, u2,..., UN), equation (15) is compactly written

F(u) =0. (16)

Given a trial solution Uoldto the system, Newton-Raphson iteratively refines the
solution according to

Unew "- Uold -- F(Uold), (17)

Uold

where OF/0u is the N x N matrix of partial derivatives

oll/O?'tl OI1/c_u2 "'" OI1/OUN I

OF= O/la , O/lO 2 ... o/21Ou, . (18)
Ou " : .. "

O/N/Oul O/N/Ou2 ... O/t_/Ou_

Since equation (17) requires the inverse of this matrix, Newton's method will
clearly fail if this matrix is singular or near-singular. Furthermore, a nonsingular
matrix does not guarantee convergence. But when the method does converge, it does
so quickly (Press et al., 1986, p. 270). Equation (17) is iteratively applied to update
u until equation (16) is satisfied to within some prescribed tolerance.

In the v(z) DMO application, N = 5, the elements of F are the right-hand-sides
of the equations in system (14), and the elements of u are the unknowns xo, ps, pg,

tg, and to. I have found that typically five iterations are sufficient to solve the system
to within an acceptable tolerance, and I have not experienced convergence problems.
The first partial derivatives needed for equation (17) are enumerated in Appendix B.
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It is clear that the equations in system (14) have different dimensions. The first
two have units of length; the next two, time; and the last, angle. In some cases it may
be necessary to use dimensionless variables and a dimensionless system to improve
the conditioning of matrix (18) for numerical purposes. I, however, did not encounter
the need for such measures in my work. I simply used the natural units of exploration
seismology: distances in meters or kilometers, times in seconds, and angles in radians.

Extracting the DMO mapping from the solution

As presented, the finite-offset recording time t,g was used as a parameter of the system
and the zero-offset time and location were output. Therefore this process takes finite-
offset seismic data directly to zero offset, combining the operations of NMO and
DMO. However, the typical seismic data processing flow performs this operation in
two steps: NMO correction, followed by DMO correction.

This v(z) DMO formulation is easily put in this form by making the NMO time tn
a parameter and in turn computing the recording time t,g from t. using the Dix
approximation,

4h 2

= + (rg)
Here, Vrm,(t) denotes the root mean square average of the interval velocity function
of time v(t),

Vrm,(t) = [_ fj dsv2(s)] '/2

The resulting recording time is then used as a parameter of the system.

Figure 23 shows a schematic representation of a DMO impulse response computed

by this procedure. The operator is constructed by first computing t_g from the given
NMO time, offset, and velocity function via equation (19). Next system (14) is
repeatedly solved for particular values of the zero-offset ray parameter. The kinematic
constant-offset impulse response is then formed by the locus of (x0(P0), to(Po)) points
swept out as Po is varied.

An impulse at time tn on the input NMO-corrected common-offset section is spread
out along the DMO operator defined by these points. Note that the operator is shifted
below the input time tn, implying that v(z) DMO moves data for which Po = 0. While
constant-velocity DMO has no effect on horizontal reflections, this formulation does
because it automatically corrects for the error in the small offset approximation in
the Dix equation (19) used to compute NMO. The error is most significant at small
times and large offsets. This v(z) DMO formulation first removes the approximate
NMO correction from the data then applies the exact transformation to zero offset
(simultaneous NMO and DMO correction).

To get the slope-dependent moveout required for DMO by dip-decomposition, the
zero-offset time to corresponding to a particular slope Po must be projected back to
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Fm. 23. The kinematic DMO impulse response, shown here as the heavy elliptical
arc, is found by solving system (14)and parametrically plotting (xo(Po),to(po)) pairs
for fixed t,_ and h. To find the slope-dependent moveout needed for DMO by dip-
decomposition, to is projected back to the midpoint along a line with slope Po.

the midpoint along the line tangent to the DMO operator at (xo, to). By definition,
the slope of this tangent is Oto/OXo = Po, so the projection is

to = to + poxo.

It is actually this t0 that is referred to as simply to in the DMO mapping t.(to,po)
required for applying DMO by dip-decomposition. At this point, however, t. is an
independent variable and to = to(t.,po). Inverse interpolation is used to make to the
independent variable. For a fixed value of Po, assume that to(t.) is a monotonically
increasing one function of t.. This ensures that no two NMO times tn correspond to
the same zero-offset time to. Then linear interpolation can be used to find t.(t0) for

that slope, and t. (t0, P0) in general.

The assumption that to(t.) is monotonic has not proven to be a serious limitation
of this scheme. In practice I have found that it tends to be violated only for large
offsets and small times. Such data are often muted as part of the NMO process
anyway. To avoid these troublesome areas, I compute the mapping only for times that
survive the user-specified NMO stretch mute. When the problem of non-monotonicity

33



A rtley Dip- Moveou t Processing.

arises elsewhere, I simply use linear extrapolation to complete tn(to). This happens
so infrequently that I have observed no obvious adverse effect on the data.

Summary and algorithm

The above sections describe a method for computing the v(z) DMO mapping. Com-
bined with the previously described dip-decomposition method, this yields a technique
for applying v(z) DMO correction to seismic data. At this point I shall summarize
the steps of the algorithm and address a few related computational issues.

The scheme for computing the v(z) DMO mapping tri(to,Po) is outlined in the
algorithm of Figure 24. Note that rays are only traced through the medium once,
due to the laterally homogeneous velocity field. Next, working with one offset at a
time, the DMO mapping is found for all NMO times and zero-offset slopes by solving
system (14) using Newton-Raphson iteration (equation (17)).

Newton-Raphson requires an initial guess at the solution to start the iteration.
For each value of h and tn, the trial solution to system (14) for Po = 0 is determined
assuming a constant-velocity earth. For subsequent Po, the final solution from the
previous Po is carried forward to the new Po and used as the trial solution there.
Referring back to Figure 23, this means that first the point at the apex of the operator
is found, corresponding to Po = 0. Successive points are boot-strapped from the
previous point, sweeping out one limb of the operator as Po is increased. (Since the
operator is symmetric about the midpoint, it is not necessary to trace out the other
limb, which corresponds to Po < 0.)

As Po increases, the depth of the reflection point gradually decreases. Eventually
the reflection point reaches the surface of the earth. For a medium with constant
velocity v this occurs at Po = 2/v, while it is typically met at some fraction of
2ro for depth-variable media, where v0 is the velocity at the surface. The depth of
the reflection point is monitored in this scheme, and the loop over slope is broken
when this occurs. Reflections in the seismic data with slopes greater than this are
evanescent and need not be processed.

The slope sampling is uniform in p02to avoid aliasing, as described by Hale (1988).
He showed that sampling interval in p2 must be

T

<

where T and F are the minimum time of interest and the maximum frequency in
the data, respectively. Strictly speaking, this is only true for constant velocity, but I
have found it to be an effective criterion for avoiding spatial aliasing in the variable
velocity problem as well.

Since the DMO operators change slowly with time, the efficiency of the computa-
tion may be improved by sampling the NMO times at a multiple of the time sampling
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Computation of the DMO mapping:

Compute ray tables x(p, t), r(p, t), 0(p, t)
For all half-offsets h {

For all NMO times t, = O,At,, 2At,,... {

Comput__co_i_gtim_vi_t_ =t_+ 4h_/v_(t.)
Compute trial solution to system for Po = O,

assuming v = const = v2(t,)

For all p20= O,Ap 2,2Ap2,... {
Refine trial solution to system using

Newton-Raphson iteration
Project to back to the midpoint with

to(t.,po) := to(t..po) + poxo(t.,po)
Save the inverse DMO mapping to(t..po)
Use final solution for this Po as

trial solution for next Po

}
}
For all po2 = 0, Apo2, 2Ap2,... {

Compute the DMO mapping t, (to, Po) from
to (t, ,Po) via inverse interpolation

}
Apply DMO via dip-decomposition to common-

offset section (as described in the
section on DMO by Dip Decomposition)

}

FIG. 24. Algorithm for computing and applying v[z) DMO correction.

interval of the data. In practice, I have found that At. = 10At works weil. The
operators are linearly interpolated to the finer sampling interval of the data when
performing the inverse interpolation from t0(t.) to t.(to).
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Conclusion °

Accurate poststack imaging of steeply dipping reflectors in a medium where the
velocity changes with depth requires DMO processing that faithfully honors that
velocity variation. While conventional DMO correction schemes assume that velocity
is constant, and while there are several approximate v(z) techniques available now,
the scheme presented here gives a method for exactly computing and applying DMO
correction for arbitrary depth-variable velocity functions. Additionally, this method
makes no assumptions about the offset or reflector dip. This exact DMO method
properly handles energy reflected from vertical and even overhanging reflectors. An
additional characteristic of this method is the removal of the errors at long offsets and
small times resulting from the assumption of hyperbolic moveout in NMO correction.

Since the velocity of the medium is assumed to be laterally invariant, the cost
of ray tracing need only be borne once. Thus the time spent tracing rays is an
almost insignificant portion of v(z) DMO processing. Similarly, the DMO mapping is
computed just once per offset, and it is applied to ali data with that offset. Together,
these efficiencies keep the cost of computing the DMO correction low compared with
the cost of actually applying it to the data via dip-decomposition, thereby making
exact v(z) DMO an affordable process.

The tests described in the section on Applications indicate that v(z) DMO can
yield significant improvements over conventional DMO. Stacking velocities are better
equalized with this method, resulting in stacked sections with a wider bandwidth of
reflection slopes. The price for increased accuracy is increased compute times.

When compared to an approximate v(z) DMO (Hale and Artley, 1991), the differ-
ences are less significant. Given an accurate interval velocity model, exact v(z) DMO
can deliver higher accuracy than approximate techniques. DMO, however, is typi-
cally applied at a stage in the processing flow when detailed knowledge of the interval
velocities is unavailable. In fact, due to the increased cost of exact v(z) DMO and
its sensitivity to the velocity model, it is probably more appropriate to use one of the
approximate methods for handling vertical velocity variation.

In three dimensions, the improved accuracy of this method may prove to be more
significant. Squeezing constant-velocity DMO, for example, only improves the dip
component of the operator and does nothing to match the strike effects. Because
the 3-D operator has support in three dimensions (e.g., Perkins and French, 1990),
squeezing the (two-dimensional) constant-velocity DMO operator is ineffective. In
this case, one could use this exact method, or one of the other approximate techniques
(Witte, 1991; Meinardus and Schleicher, 1991).

The method of for computing the DMO correction in the previous section has
already been extended to three dimensions (Godfrey, 1992). The system of equa-
tions (14) grows to include equations describing the location of the reflection point
in space. Similarly, the equation describing specular reflection of the source and geo-
phone rays in 2-D would be replaced by equations describing the azimuthal and dip
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angles at the reflection point. The ray tracing *ubles remain unchanged, however,
because the velocity field is only a function of depth.

Along with the increased accuracy of this method, it is also highly flexible. Be-
sides the 3-D extension outlined above, changes to the ray tracing scheme and the
system of equations could extend this technique to DMO for mode-converted waves.
Furthermore, recent work has indicated that anisotropy may have significant effects
on recorded seismic data (see, e.g., Lynn et al., 1991; Gonzalez et al., 1992; Larner
and Hale, 1992). Appropriate changes to this scheme would enable it to handle DMO
correction in anisotropic media.

The issue of DMO amplitude can be handled by using dynamic ray tracing
(Cerven_,, 1985). By adding the dynamic ray tracing equations to the kinematic
equations of Appendix A, the geometric spreading along each ray can be stored in
the ray tables along with the location and propagation angle. Then when the DMO
correction is applied, the geometric spreading information could be used to correct the
data for divergence. This would be a prestack analogy to the poststack dip-dependent
divergence correction described by Fazzari (1992).
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Appendix A:

v(z) Ray Tracing

In this appendix I derive the v(z) ray-tracing equations needed to compute the ray
tables described in the section on Computing the v(z) DMO Mapping. The objective
is to find the horizontal distance x, depth z, and propagation angle _ at the tip of the
ray as functions of the time t along the ray and the ray parameter p, as illustrated
in Figure A-1. Slotnick (1959, pp. 201-204) derived similar equations, but he took

0 OC,:

FIG. A-1. Diagram showing the ray-tracing problem. The objective is to compute x,
z, and _ as functions of the ray parameter and the time. Note that the upper ray is
multi-valued as a function of depth. For this reason the rays are more conveniently
parameterized by their traveltime.

the time along the ray as a dependent variable and instead found x, t, and _ as
functions of the depth. However, this parameterization results in functions that are
double-valued at depths above the turning depth and undefined below.

For example, note that in Figure A-1 the upper ray crosses the depth z _ twice. In
this case, x(z'), t(z'), and 6(z'), each have two distinct values corresponding to the
downgoing and upgoing portions of the ray. Conversely, the ray does not penetrate
below the turning depth, and thus the functions are undefined there. Parameterizing
the rays as functions of the time along the ray rather than the depth avoids this
computational difficulty because the rays are single-valued in these parameters.

To derive the ray-tracing equations, consider the small piece of a raypath shown
in Figure A-2. The time interval At is taken to be small so that the velocity v can
be assumed to be constant. As a result, the ray is straight over this interval. Ray

42



• Artley Dip-Moveout Processing

bending is handled by applying Snell's law to update the propagation angle as the
ray moves into the next layer.

Ax

' " 0

hz

Ax

(a) (b)

FIG. A-2. Geometrical relationships used in deriving the ray-tracing equations.
(a) Triangle used to find the total derivatives dx/dt and dz/dt. (b) For p - Ot/Ox,
holding z constant.

Applying simple trigonometry to the triangle in Figure A-2.a gives

Ax
sin 0 = --

vat'

and hence, as At approaches zero, the total derivative dx/dt is

dx
= vsinO. (A-l)dt

Similarly,
dz

d--t= v cosO. (A-2)

These two equations describe how x and z change with time and will be used to trace
the ray through a layer with 0 constant.

The equation used to update O is found by differentiating Snell's law for the
propagation angle. As shown in Figure A-2.b, the ray parameter p - cOt/Ox is defined
as the change in arrival time of the wavefront with horizontal distance observed at a
fixed depth z.

From the resulting triangle, Shell's law is

sin0
p"-- --

V

or, rearranging,
sin 0 = pv. (A-3)
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B

For a v(z) medium the ray parameter is constant along the ray (Slotnick, 1959), so
differentiating this equation with respect to time gives

d8 dz dv

cosS_- = p dt dz"

Substituting dz/dt from equation (A-2) yields

dO dv

dt - pv--_z, (A-4 )

which describes the bending of the ray as it moves through layers of differing velocity.

Equations (A-2) and (A-4) are written explicitly in terms of the depth z. As
discussed earlier in the section on Computing the v(z) DMO Mapping, it is generally
more convenient to work with the vertical time r, where

fo z d_r =
and hence

dr 1

dz v(z)"

Using the chain rule, equations (A-2) and (A-4) become, respectively,

dr

d--t'.= cos 0 (A-5)

and
dO dv

d-t = P_T" (A-6)

Next, use Snell's law (equation (A-3)) to write equation (A-I) explicitly in terms
of the ray parameter p:

dx

d"_ = pv2" (A-7)

Equations (A-5) and (A-6) together with equation (A-7) are integrated numeri-
cally to construct the ray tables x(p, t), r(p, t), and 0(p, t). These equations are the

keys to the ray-tracing function used in my v(z) DMO program. While they were
derived here using the one-way traveltime along the ray t and the one-way vertical
time r, the equations can immediately be converted to the corresponding two-way
times simply by using half-velocities, as described by, e.g., Claerbout (1985).
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Appendix B:

System of Equations and Their
Partial Derivatives

Overview

Here I present the system of equations describing the raypath trio and the partial
derivatives needed for solving the system using Newton-Raphson iteration.

As developed in the section on Computing the v(z) DMO Mapping, the five equa-
tions fi = 0 are

fl = x(pg, 2t9) - x[p,, 2(t, 9 - tg) ] + 2h

f2 = z(pg, 2t9) - z(po, to) + h- zo

I'3 = T(pg,2tg) - r[p,,2(tsg- ts)] (B-l)

f4 = r(Ps,2ts)- r(p0,t0)

f_ = OLD,,2(t, s - + e(p,,2ts) - 2t_(p0,to),

where the fi = fi(xo,p,,pg,ts,to;h,t,9,po)are functions of the five variables and the
three parameters h, tss, and Po.

Numerically solving the system with Newton's method requires that, "_eequations
and their first partial derivatives be evaluated at a given trial solution. However, the
functions x(p,t), r(p,t), and O(p, t) that appear in the equations are not computed
continuously, making direct evaluation of the equations impractical. Rather, they
have been previously tabled at regular intervals of the ray parameter p and the two-
way time t. Linear interpolation between the nearest tabled values is used to evaluate
the functions at the required points, while the partial derivatives are approximated
by finite-differencing the adjacent tabled values.

One subtlety is the evaluation of the functions and their derivatives for values
of p < 0. Consider the raypath trio for Po = 0 depicted in Figure B-1. Since the
zero-offset ray travels straight down in this case, the reflection point is directly below
the midpoint. Note that the reflection point is to the left of the receiver location,
and hence Ps is negative. Similarly, Ps will be negative for small values of Po > 0.
Therefore I require a method for evaluating the ray functions for negative p.

Because the medium is laterally invariant, the rays are symmetric with respect
to their takeoff angle. The takeoff angle of a ray with ray parameter -p is the
negative of that of the ray with ray parameter p, so the rays are simply horizontal
reflections of one another. Hence, x and t_ are odd functions of p, while v is even.
Since the derivative of an odd function is even and vice versa, OxlOp and i)t?/Op are
odd functions of p and Ov/c3p is even. These relationships are used to evaluate the
functions for negative p using values tabulated only for p > 0.
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,,*jt,

-h Xo= 0 +h x

Po,to

ps,ts p ,te

FIG. B-1. A DMO raypath trio for po = 0. (Compare with Figure 22.) Note that
pg < 0 in this case because the geophone ray takes off to the left of vertical.

First partial derivatives

Partial differentiation of the equations is straight-forward, though derivatives with
respect to ta, a one-way traveltime, require the chain rule because the functions are

tabled in terms of two-way traveltime. Tabulated here for completeness are the first
partial derivatives of the equations of system (B-I), as required for the Newton-

Raphson iteration described in the section on Computing the v(z) DMO Mapping.

For the first equation of the system,

fl = x(pg, 2tg) - x[p_, 2(t,g - tg)] + 2h,

the first partial derivatives are

Of1
-_ 0

OXo

Of-----!_= ff--pX[p,2(tsg - tg)] IOP" p=ps

Of 1 0 x" , IOp---_= -_p (p 2tg)=,,,

Of1 0 z 0= 2-_ (p_,t) +2_(p,,t)Ot--_
t=2tg v_ t=2(ts_-tg)

0]'1
--" O.

Oto
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Similarly. the first partial derivatives for the second equation of the system.

f2 = x(pg, 2tg) - x(po, to) + h - Xo,

are

oA
-- --1

Oxo

Of 2 = 0
Op_

oA a I= Nx(p, 2t,)Opg P=P,

= 2 -g-iz(p_,t)
Ot_ t=2tg

OAot___ _° [= - o--;x(;o,t) .
t=to

For the third equation of system (B-l),

fa = 7(p,. 2t,) - rip.. 2(t., - t,)].

the partial derivatives are

oh
-- 0

Oxo

oh o , [o;--Z= - _' 2(t,_-t,)],,=,,.

0./'3 = _,(p, 2t,)[Opg 'p=p.

of3 = z o o [h-'_ gT(pg, t) + 2 gr(p,, t)t=2tg t=2(t,u-tg )

oA
---" Oo

Oto

Next, the fourth equation of system (B-l),

]'4 = v(Pg. 2t9)- v(po.to).

has these first partial derivatives:

014
-- 0

Oxo
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of 4
-- = 0
Ope

Of 4 i) Ja,-_ = apT(P'%) P=P_

Of4 Or IOtg = 2 -_ (pg, t)t=2t,

0.[:4 0 ]ato = - _(po, t) .t=to

Finally, the partial derivatives of the remaining equation of the system,

f5 = O[p,, 2(t,g - tg)] + O(pg, 2t9)- 20(po, to),

are

oA
-- 0

OXo

0]'5 = _pO[p, 2(t,9 _ tg)] [Op,
p=p,

oioap--_ = O(p, 2tg) .=.,

oA -°° I oOt--_= 2 at (;"' t) - 2 -giO(p,,t)
t=2t_ t=2(tog-tg)

Of 5 0 ]ot--_= -2 -_O(po,t) .
t=to
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