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Abstract

The noble metals are often thought of as unreactive solids. However, they are

known to react strongly with nearly 40 percent of the elements in the periodic table.

This includes the group IIIB-VBtransition metals, the lantharddes, the actinides, and the

group IIIA-IVAnon-transition metals. These strong reactions arise from increased bonding

which is obtained from electron transfer from nonbonding electrons d electron pairs on

the noble metal to vacant orbitals on vanadium and other like elements. This effect is

characterized as a generalized Lewis acid-base interaction. To study this interaction the

partial Gibbs energy of vanadium in the noble metals has been measured as a function

of concentration at a temperature near 10000(2.

The thermodynamics of the inte_,'metallics are determined by ternary oxide

equilibria, ternary carbide equih'bria, and the high-temperature galvanic cell technique.

. These experimental methods use equilibrated solid composite mixtures in which gains

of vanadium oxides or of vanadium carbides are interspersed with grains of V-NM(noble-
m,

metal) alloys. In equilibrium the activity of vanadium in the oxide or the carbide equals

the activity in the alloy. Consequently, the thermodynamics available in the literature for



the vanadium oxides and vanadium carbides are reviewed.

A number of test runs on the galvanic cell have been attempted to confirm proper

cell behavior. The vanadium oxide electrode is observed to react with CaF2, ThO2,

YDT(0.85ThOz-O.ISYOI.s) , and LDT(0.85ThOz-0.15LaOI.s) to interfere with the measured

EMF. lt is conduded that EMF data observed toward the beginning of a galvanic cell

experiment are the most accurate.

The interaction of vanadium at infinite dilution in the noble-metals has been

I

determined as follows: -log,/v[V-Ru] = 3.4 _ 0.3, -log% [V-Rh] = 5.25 - 0.25,

I I I

-log% [V-Pd] = 5.93 + 0.08, -Io_% [V-Os] = 3.0 _ 0.3,_ -log,,/v [V-[r] = 8.11 _ 0.5,

1o

-log% [V-Pt] = 8.8 _+ 1.
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Chapter 1

I.I. The Noble Metals.

The noble metals although not inert are not expected to form any highly

stable compounds. They resist oxidation and corrosion. It is difficult to remove

their electrons from the neutral atoms, and their solvated ions in solution are

easily reduced to the metallic state. Hence, the term "noble metal" which suggests

an unreactive metal in the same way "noble gas" suggests an unreactive gas. The

coinage of this term, noble metal, is archaic and was meant to imply that the

metal's nature was unchanging and perfect. In the pre-industrial world few

materials possessed the permanence and luster of gold and silver. For this reason,

they were valued, worshipped, and deemed worthy of kings. Hence they are

called noble. In this sense, John de Trevista in 1398 made one of the earliest

known references to gold and silver as noble metals. He wrote, "Precious

stones...ben ifounde.., in passinge grete vertue, whan I_eybene noble and verrei.",

and "Noble metal is ymynyd oute of veynes and mountayns."[1] Trevista is

o referring only to gold and silver in these quotes. Later, however, platinum,

iridium, rhodium, and palladiunt were mscovered and added to the "noble" group.

By _ , 76 the term, noble metal, was commonly used for describing the unreactive



metals. Richard Kirwan wrote, '_he three first [Gold, Platina, Silver] and

Quicksilver commonly called Noble and Perfect metals." [1]

This is not to say that these metals were ever believed to be totally inert.

This is evidenced by the fact that they generally are not found in pure elemental

form. Raw gold, for example, often has some platinum, silver, or other noble

metal present. In addition, it has been known since the 16th century that

platinum dissolves in hot aqua regia. Furthermore, since the time of ancient

Egypt, goldwas known to dissolveinmercu_,a phenomenonwhichwas critical

in the separation of the gold from the rock that was mined in the slave mines of

Nubia. [2] Although not inert, none of the noble metals were ever observed to

react violently with any material, and with most known materials they were

observed to be either unreactive or nearly inert_

Because platinum and other noble metals are observed to be unreactive in

many common environments,theyareusedascontainersinreactiveand corrosive

environments. This naive choice of materials is due to a lack of information. The

platinum-group metals can and do react with many materials sometimes even with

explosive power:. For example, Srikrishnan and Ficalora attempted to measure

the enthalpy of formation of HfPt3 and ZrPt.s by direct reaction calorimetry. They

reported "Although the thermite peUet could successfully initiate the reaction

between Zr or Hf and Pt, the ensuing reaction was so violent that it showered the

interior of the bomb with unreacted molten metal powder."[3]
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1.2. The Fall of the Noble Metals.

The following three experiments are either based on actual experiments or

systems where there is enough data known to predict the outcome. The intention

. is to illustrate the importance of understanding the strong interactions with

platinum-group metals, and how their presence in experiments can create

unexpected complications.

Experiment 1: A platinum-platinum(lO% rhodium) thermocouple was

prepared for high-temperature use. The wires were protected using an alumina

casing. The thermocouple was th_n placed in a vacuum chamber and used to

measure the temperature at about 1200°C in an atmosphere back-filled with argon.

The experiment proceeded for a day or so. Then suddenly, the thermocouple

failed. Upon cooling the instrument and removing _he thermocouple, the alumina

casing had been deteriorated and the thermocouple wires were disconnected.[4-

6]

Experiment 2: The purpose of this experimentwas to check the calibration

of a optical pyrometer against the melting point of platinum. A crucible

manufactured from cerium sulfide was used. At the time, it was believed that a

cerium sulfide crucible would be impervious to reactions with most any material,

• even including corrosive materials at high temperature. A platinum slug was

inserted into the crucible and heated. After the experiment, it was noticed that

the crucible was marred badly where the platinum had been positioned.J7]



Experiment 3: Wayne Worrell proposed the following difficulty in a

hydrogen-oxygen fuel cell. A cell consists of air at the anode and H_-IzO gas

mixture at the cathode. A platinum wire imbedded in the yttria-doped zirconia

electrolyte on each side completes electrical contact. At 1000°C the cell operates

properly for several hours and then fails. On the air side no reaction is observed,

but on the Hz/I-120 side the Pt wire is broken due to reaction with the

electrolyte.J8]

Each of the above experiments fails in some way because in each

experiment platinum is used. The difficulties encountered in each experiment are

the result of the misconception that platinum has a low reactivity, lt is expected

to be inert in each case. However, platinum is not inert in these systems and

contrary to what is expected platinum can form extremely stable compounds.

What about the other noble metals, such as iridium, rhodium, palladium, gold,

silver, and osmium? Can they also form extremely stable compounds? Yes, some

are more stable than others. Nevet_eless, contrary to centuries of belief, the

noble metals are not so noble.

1.3. Project Overvie_v.

The purpose of our investigation is to further characterize the nature of

strong reactions with the noble metals. This is an on-going project which dates

back to the 1960's. Paul Wengert and Leo Brewer [9] were the first to work on
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this project and many others have since contributed. [10-14] The particular project

undertaken here is the completion of a study initiated by John Kouvetakis [14] on

the strength of the reaction of vanadium with the noble metals. To characterize

the interaction, the activity of vanadium is determined experimentally as a function

of composition. This is achieved by equih'brath-tgvanadium oxides or vanadium

carbides with V-NM(NM=noble metal). The thermodynamics of the oxides or

carbides fixes the thermodynamics of the alloys. The oxide equilibria experiments

are modeled after the method of Cima[13] and the carbide equilibria experiments

after the method of Gibson.[10] A high-temperature galvam_- cell is used to

obtain the partial pressure of oxygen in equilibrium with the oxide-alloy composite

at 800-1200°C for many alloy compositions. This makes possible the calculation

of the activity of vanadium in oxide-alloy ceramics where only one oxide present.

This technique also follows the method used by Cima.[13]

In general, there are two types of strong reactions with the noble metals.

The first is a reaction of group IIIB-VBtransition metals, the lanthanides, or the

actinides with the noble metals. The second is a reaction of group IIIA-IVA non-

transition metals with the transition metals. This includes the noble metals.

Together these sets include about 40 percent of the elements in the periodic table

. which react strongly with the noble metals, and only a few which are unreactive.

This further stresses the misconception that the noble metals are unreactive.
w



The increased stability can be described by viewing the noble metals either

as acids, when reacting with group [IIA-IVAtransition metals, or as bases, when

reacting with group IIIB-VBtransition metals. The concept of acids and bases as

used here is considerably generalized from the original Arrhenius model where by

definition acids dissociate in solution to yield I-F ions and bases dissociate in

solution to yield OH"ions. Historically, the next more general description of acids

and bases was proposed by Br6nsted and LowW. They defined acids as proton

donors and bases as proton acceptors. Thus, ammonia could be appropriately

classified as a base. G.N. Lewis generalized the add-base concept even further

by identifying acids as electron-pair acceptors and bases as electron-pair donors.

Thus boron trichloride could be identified as an acid as shown by the following

reaction

BCls + :NH3 = CI3B-NH3

Hence, ali reactions involving electron transfer in which nonbonding electron pairs

overlap with vacant orbitals are classified as acid-base reactions. It is G. N. _wis

definition of acids and bases that Brewer has extended to apply to

intermetallics. [18]

In the first of the two types of interactions the acids, IIIB-VB transition

metals, the lanthanides, and the actinides, have vacant d orbitals. The bases,

platinum-group metals, have nonbonding electron pairs in d orbitals which can

overlap with the vacant d orbitals on a metal such as vanadium to increase the net



bonding and, hence, the stability. The noble metal is a Lewis-base in these

interactions. The high stability of these acid-base stabilized alloys can be

demonstrated by comparing the enthalpy of formation of zirconium platinides with

. other zirconium compounds known for their high stability. Table 1.1

demonstrates how the zirconium platinides can compete in stability with zirconium

carbide, zirconium nitride, and even zirconium oxide.

Table 1.1. StabRity of zirconimn compounds.

compound -_Hf(kJ/mole) reference

ZrC 24.44 - 0.32 15
ZrN 43.92 __.1.01 15

ZrO2 131.99 _ 0.22 16
ZrPt 23.09 +_ 1.49 17

ZrPt3 61.39 +_ 4.04 3

The second type of Lewis acid-base interaction is in some ways opposite

to the first. The noble metal in this case is the Lewis-add and the group IlIA-

IVA non-transition metal is the Lewis-base. The increased stability here arises

from the electronic configuration of the intermetallic being closer to the ground

state of the gaseous atoms than the average of the elemental fractions. The result
,q

is a bonding environment created by electron transfer which is largely ionic in

. character. The acid-base concept here has been generalized even furfller and

suggests that ionic bonds and Lewis acid-base interactions which both involve



electron transfer are in essence very similar. This relationship is explored further

in Chapter 3. Brewer has discussed this second type of Lewis add-base interaction

in more detail elsewhere.[20] Table 1.2 demonstrates how the aluminum

platinides can compete in stability with aluminum carbide, aluminum nitride, and

aluminum oxide.

Table 1.2. Stability of al-m_num comt_unds.

compound -_Hf(l<J/mole) reference

AICs/4 6.48 +_0.22 15
AIN 38.25 +_.0.31 15

p_3/2 100.79 +_.0.10 1616.81 19

AIPt3 48.93 19

1.4. Importance of the Add-Base Interaction.

Understanding this acid-base interaction is very important for the prediction

of phase diagrams and for rbe resolution of conflicting phase equilibria in the

literature. For systems where there is no electron transfer, the prediction of the

equilibrium constitution diagram is greatly simplified through the use of the Engel-

Brewer and atomic size correlations.[21] Also, the constitution diagrams for the

acid-base stabilized alloys where there is electron transfer can also be predicted

well. However, the prediction of phase boundaries for these systems is less

certain. The main difficulty for acid-base stabilized systems is the inability to

predict absolute thermodynamics. These systems put the Engel-Brewer and atomic



size correlations to the test in the worst cases. By studying these systems, more

information can be obtained by which to refine the Engel-Brewer and atomic size

correlations into a more encompassing and quantitative theory.

. Over the past century, the noble metals have become very useful metals in

a variety of applications. In addition to their oxidation and corrosion resistance,

they are important materials for use in a variety of applications such as

heterogenous catalysis. Consequently, the acid-base stabilization of the noble

metals is important to understand because it is an important aspect of their overall

chemistry.

Additionally, acid-base stabilized noble metals are excellent although not

cheap prospects for a variety of applications. Platinum has been demonstrated to

be a good material for bonding zirconium oxide ceramic materials together.J22]

Palladium with titanium has been shown to be a good material for thin film

resistors.[23] Jacksik has demonstrated a correlation between these alloys and

catalytic activity in the hydrogen evolution reaction.[24] Certainly, there are other

uses yet to be fully realized for these materials. More specifically, acid- base

stabilized alloys are extremely hard, tough, oxidation resistant, and corrosion

resistant materials, and these properties give rise to a number of possible material

. applications.
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Chapter 2

2.1. Phase Diagrams.
m

One of the most fundamental thermodynamic properties of alloys is the

equilibrium structures they form. In theoxy, it is possible to calculate equilibrium

phases from first principles using the methods of quammn mechanics and

statistical mechanics. However, this is usually a time consuming and a

complicated endeavor even when a considerable number of simplifying assumptions

are used. A more practical approach is a semi-empirical one which combines

observedtrendswithbasicchemicalprinciples.Thesemi-empiricalapproachisthe

one we have taken.

A large number of equilibrium phase diagrams can be predicted from

correlationsinvolvingonlytheatomicsize,thevalenceelectronconcentration,and

the cohesive energy of the constituent dements. [1-5] These correlations work well

for alloy systems if there is no increased stability due to Lewis acid-base electron

transfer. The correlation between atomic size and valence electron concentration

. is in all cases sufficient to limit the number of phases that can be expected to form

at a specified concentration in any alloy system. Often there is only one phase
I,

that is expected. For many systems, the change in cohesive energy as a function

13



of composition can be inferred from the cohesive energy of the constituent

elements, and consequently, thermodynamic data are not needed for the alloy

system to predict the phases boundaries. In systems where acid-base interactiom

occur, it is not possible to infer accmately the cohesive energy as a function of

composition since the interactions between atoms change dramatically as a

function of concentration. In these systems some thermodynamic data as a

func.ion of concentration is needed to calculate the phas_ boundaries. For this

reason, we have studied the thermodynamic activity of one of the constituent

elements, vanadium, in acid-base intennetallics as a function of concentration.

2.2. The Electronic State of Solids.

To identify the correlations which occur in the solid state, it is necessary

to define the electronic state of the solid. Roughly, this is given by the number

and types of valence electrons in the solid. That is the relative s, p, and d valence

electron concentrations. Brewer has discussed this approach in detail.II-5]

First, it is very important to note that the ground state electronic

configuration in the solid is different from the ground state electronic configuration

in the gas. For example, vanadium gas is known to have the ground state

electronic configuration of s2d3, but if this were the same configuration in the

metal, vanadium could only have three d bonds per atom contributing to the

bonding stability. If the electronic configuration of vanadium gas is promoted to

14



the sd4 state and then condensed to the metal, there would be five bonds per

atom. If the increase in energy due to two extra bonds in the solid is greater than

the pron, )tion energy from the s2d3 to the sd4 state, one would expect the sd4

. configuration to be preferredover the s2d_ configuration in the solid. Figure 2.1

depicts this type of reasoning. The real electronic configuration in the solid wiU

be expected to be that one in which the expected enthalpy of sublimation is

largest. Using this type of reasoning, the electronic configtaations of all the

metals in their standard states can be estimated. As can be seen in Figure 2.1,

this methodology is also an effective way to separate the bonding energy from

the heat of sublimation.

V(s)sd

Figure2.1. The Stability of a solid is a function of the promotion energy
and the bonding energy.

15



It should be noted that every electronic configuration in the gas represents

a number of sub-configurations of different energy which correspond to different

states of angular momentum and sp-ht. One energy level corresponds to each state

of the total orbital angular momentum, L, and the total spin, S, of the valence

electrons in the gaseous atom. The standard is to use the energy of the lowest

state of each electronic configuration in ali calculations. A similar ambiguity arises

ht the condensed solid since the bonding environment is composed of a large

number of factors which contribute to the bonding. A configuration of sd4 would

be best visualized by ascribing 1/5 of the valence electrons in molecular orbitals

from s atomic orbitals and 4/5 of the valence electrons are in molecular orbitals

from d atomic orbitals. Brewer has explained these assumptions and shown that

this approach to separating bonding energy from sublimation energy is internaUy

consistent. [3,4]

The use of a cycle like that in Figure 2.1 can be used to gain insight into

the bonding energy of alloys. Figure 2.2 is an example of the Bom-Haber cycle,

and Figure 2.3 is a variation on Figure 2.1 which shows that the bonding energy

in alloys can be obtained in a similar manner as the lattice energy is obtained in

ionic solids. The benefit for isolating the lattice energy from the heat of formation

is that the lattice energy is a simple electrostatic force which can be correlated to

atomic size, charge, and structure. Likewise, Figure 2.3 shows the similarity of the

approach for calculating the bonding energy. The bonding energy in turn is a

16



Cs(s) + i/2Cl2(g) AH_ >CsCl(s)

. cs(g) ci(g)

_H ionizationl_Ha ffinit_o_cs+(g) + c (g)/'_-

Figure 2.2. The Bom-Haber Cycle: Lattice energy can be separated from other
factors that contribute to the heat of formation.

v([) + pt(s) _Hf vPt([)sd spZd "/ "' ) spd5.

sublimation gsublimation /

V(g) Pt(g) _X__
S2d 3 s2d 8 ,/_,_

_Hpromotion _npromotion_/__"

sd 4 spZd7

Figure 2.3. A Bom-Haber type cycle applied to metals: Bonding energy can bc
separated from other factors which contribute to the heat of formation.
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better quantity to relate to the number of bonding electrons than the heat of

formation. The Bom-Haber type cycle as applied to metals can be summarized by

the following statement. Paired electrons will be promoted to higher energy levels

as long as the increase in bonding energy is greater than the promotion energy.

From this process, the final electronic configuration of the metal can be fixed.
m

Some examples are given in Table 2.1. Note that the ft,nal state may actuaUy be

a mixtm'e of several electronic configurations. Consequently, there can exist

fractions of electrons in the final valence electronic configuration of the metal.

Table 2.1. El_c configurations.

configurations to nearest 1/2 an electron.

dement gas metal

v s2d3 sp°-Sd3-S
Ni) s2ds sp°-SdS.S
Ta sZd3 sp°-Sd3-s

Ru s2d6 SlXP
Rh s2dT spl"Sd6-S
Pd sZda spl"SdZ-S

Os s2d6 spd6
Ix s2dT spl-Sd6.s
Pt s2da spI -SdZ-S
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2.3. Acid-Base Reactions: Atomic Orbitals.

It is easiest to describe and to visualize the generalized Lewis acid-base

interaction from the overlap of the atomic orbitals of the constituent gaseous

. elements. This is done by relating the interaction through a Born-Haber-type

cycle, as shown in Figures 2.1, 2.2, and 2.3.

As mentioned in Chapter 1, the Lewis acid-base interaction arises from

nonbonding electron pairs overlapping with vacant orbitals which results in

increased bonding and consequently in a net electron transfer. Consider again the

example of the reaction of boron trifluoride with ammonia. The nonbonding

electron pair on ammonia overlaps with the vacant orbital on boron. The result

is a net increaseinbonding around each central atom from 3 to 4 bonds and,

consequently, a net increase in stability. If the partial charge of this compound

is calculated by attributing one electron in each bonding pair to each central atom,

then boron has 4 electrons and nitrogen has 4. Boron has one more electron and

nitrogen one less. In effect, the nitrogen atom has donated one electron to the

boron atom.

It is important to recognize that this type of donation must be distinguished

from electron probability density. Simply because one electron in the bonding

orbital is associated with boron and one electron is associated with nitrogen does

not mean that the orbital is not skewed toward one of the two elements. The
t,

amount of skewing of the orbitals can be related to the difference in
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electronegativity of the two elements. As a result, the electron probability density

may not indicate electron transfer in the same magnitude and direction as

predicted from the partial charges.

____ Numberof BondingElectrons

10o ------.Enthalpyof Vaporization1o

80 8 Eo

%._

60 6 o..

>40 4

<1 :-, _
20 2 -_

&

0 . s'r _'z'rN'b_oT'c_u_hPhA'gC_fn S'nS'bT'ef X'e0

Figure 2.4. Enthalpy of vaporization plotted with the number of bonding
electrons per atom.

The phenomenaoftheacid-baseinteractioninmetalscanbe clarifiedby

consideringFigure2.4,a superimposedplotoftheenthalpyofvaporizationasa

functionofatomicnumberand thenumberofbondingelectronsasa functionof

atomicnumber. Note thatFigure2.4shows two maximums inthenumber of

bondingelectrons:one aroundtechnetiumand one attin,thegroupVIIB-VII[B

and thegroupIVA metals.The number ofbondingelectronsperatom aregiven
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using the ground state electronic configuration for the solid metal calculated from

the Born-Haber-type cycle already mentioned. If metals to the left of a maximum

are mixed with metals to the fight of a maximum, there will be a tendency for

. electrons to be transferred from the metal on the right to the metal on the left,

making the alloy isoelectronic with a metal in between and, consequently,

increasing the net bonding. GaUium arsenide is a good example of this tendency.

Both gallium and arsenic have three bonding electrons per atom. When the two

are mixed, one of the electrons on the arsenic is transferred to the gallium which

results in 4 bonding electrons per atom, and a structure which is isoelectronic with

silicon.

2.4. Ac/d-Base Reactions: Molecular Orbitals.

Some insight into the misconception of electron transfer can be obtained

from a molecular orbital approach to the Lewis acid-base interactions. Three

situations are considered in simplified manner in Figure 2.5. If the two

overlapping orbitals of interest are the same in energy, then the overlap of a pair

of electrons with a vacant orbital results in the two electrons being shared almost

equally, case 3. If the orbitals are different in energy, then the electrons will be

- shifted slightly toward the atom with lower energy, cases 1 and 2. As the energy

levels of two overlapping orbitals diverge, then the corresponding overlap
P

decreases. The more the overlapping orbitals differ in energy the more
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nonbonding in character each atomic orbital becomes. Hence, as the overlap

decreases the bonding orbital will become less bonding and will be more localized

to the lower energy atomic orbital. Likewise, the anti-bonding orbital will become

less anti-bonding and will be more localized to the higher energy atomic orbital.

Figure 2.5 shows the three possible situations. The first is most like an ionic bond

and the second and third are more like acid-base interactions. Interestingly, Figure

2.5 shows how similar electron transfer in acid-base interactions is to the electron

transfer in the formation of ionic compounds. The second case is most like the

group IIIB-VB with noble metal interactions, and the first case is most like the

noble metal with group IlIA-IVA interactions. For the systems we have studied,

the energy levels of the noble metals are lower in energy than in vanadium metal

or the other Lewis acids. The important result is that the nonbonding orbital on

the noble metal which overlaps with the vacant orbital on vanadium is more

localized toward the noble metal than toward the vanadium due to this effect. As

a result, the net distribution of bonding electrons is shifted toward the lower

energy orbital and the anti-bonding electrons are shifted to the higher energy

orbital. This is related to the concept of electronegativity because the more

electronegative element will generally have bonding orbitals which are lower in

energy than the electropositive. The end result is that electron transfer in terms

of probability density is a function of two effect. First by nonbonding electrons
.i

overlapping with vacant orbitals and second by a redistribution of the electrons
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after the bond is formed. Consequently, the electron probability density is a

function both of acid-base electron transfer and electronegativity. Regardless of

the later redistribution effect, a net shift of probability density toward the more

. electropositive element should be observed in systems where there is a strong acid-

base interaction.

B(sl 11,/ _ i ,' ! \

B(s) ,u " A(s)2

( " ._.,,_,11,"/! 11, _' A(s) /
(?)

i "\
! " A(s)= 1

; z

(2,) ' '•' i!
t

B(S_ i i

Figure 2.5 Molecular orbitals

A number of authors report a net charge transfer of electrons from the more

electropositive to the more electronegative element in some of these acid-base

systems.[7-9] This is consistent with what is expected from electronegativity, but

this is not consistent with the electron transfer as described here. If the net

electron transfer is indeed in the direction of electronegativity as these authors
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report, then these systems are examples where the backbonding factor due to

electronegativiw difference outweighs electron transfer from the acid-base

interaction.

z.s. PredieaagPhaseDiasrams.

The prediction of intermetallic phase diagrams is related to the prediction

of the structure of molecular species and ionic solids. Electron pair repulsions in

molecular species make it possible to correlate the number of valence electrons

with the observed structure. In ionic solids structures can be related to packing

density and, consequently, to the relative atomic size.

Molecular Species and Network Covalent Solids-VSEPR

The valence-shell electron-pair repulsion theory, VSEPR, is a set of rules

used to predict the structures of molecular species. It can also be applied to

network covalent solids. Simply stated, electrons pairs, both bonding pairs and

lone pairs, repel each other. The state of minimum energy is the one in which the

electron pairs are furthest from each other around the central atom. As a result,

geometric considerations are sufficient to predict any structure. Also, it can be

observed that in systems where there is no _ bonding, the observed structure is

correlated to the number of valence electrons. This correlation is illustrated in

Table 2.2.
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For molecular species or network covalent solids, the valence electron

concentration can be used to determine structures. Note that not just the number

of electrons is important for determining the structure, but also what types of

. orbitals and bonds are involved. For example, if solid silicon was in the sZp2

configuration instead of in the sp3, then the resulting configuration would have to

be one in which each silicon is only bonded to two others. This, of course, is not

observed. Similarly, the p4 configuration is not consistent with the observed

structure. Only the sp3 configuration can provide a bonding environment which

is consistent with the structure of silicon. A more precise approach to correlating

the structure to valence electron concentrations would include the relative

concentrations of s, p, and d electrons independently.

Table 2.2. VSEPR-structurecorrelation.

valence s+p e" structure

4 tetragonal

5 trigonal pyramid
6 bent

7 linear

Ionic Solids

In purely ionic solids, both cations and anions, have filled octets and the

force which holds the atoms together is electrostatic and symmetric. Assuming

that there are no covalent bonds in these systems to generate directional bonding,
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the relative stability is dominated by the packing density and the occupancy of

sites to the overall charge neutrality. If the ions are assumed to be hard spheres

and if there is no covalent bonding, the expected phases can be reduced to a

correlation involving the relative atomic size of the cation to the anion. Table 2.3

shows the predicted correlations for ionic solids.

Table 2.3. Ideal structure correlation m atomic size.

r./r" geometry AB AB2

0.225-0.414 tetrahedral wurtzite zinc blende

0.414-0.732 octahedral NaCI rutile

0.732-1.000 cubic CsCI fluorite
1.000- dodecahedral

Table 2.3 work well for many ionic solids. Some exceptions are ZnS and

HgS which have r./r" ratios of 0.52 and 0.68 respectively. The deviation here can

be accounted for because these materials have a large degree of covalent bonding.

Additionally, there are a number of solids which are expected to have the CsC1

structure which instead have the NaCI structure. This is partially accounted for

since the percent change in the packing density of CsCl and NaCI in the 0.732-

1.00 range is very small.

Metallic Solids

In the covalent solids the concentration and types of bonding electrons

determines the structure, and in ionic solids the relative atomic sizes and

stoichiometry are the dominant factors. For metallic solids, it is reasonable to
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suggest that all of the above factorsare correlated to the stability of phases. For

systems with the same number and types of valence electrons, different phases that

form should be _orrelated principally with the relative atomic radii. Likewise, for

• systems with the same relative atomic radii, the observed phases should be

correlated principally to the concentration and types of valence electrons. These

correlations, in general, are observed. Even systems which have strong Lewis acid-

base interactions seem to be subject to these correlations. However, the strength

of acid-base interaction can result in strong local ordering. As a consequence, the

acid-base alloys form ordered versions of the expected structures. The strength of

the interaction,also,can result in increasing or decreasing the normal composition

range of stability of the expected phases.

Hume-Rothery rules

Hume-Rothery observed that for a large number of non-transition metal

systems, the observed phases are strongly correlated to the average number of

valence electrons per atom. Table 2.4 shows the maximum ranges for which each

of the phases are observed.

Table 2.4. The Hume-Rothery rules.

valence e" observed high-temperature structure

0-1.5 body-centered cubic (bcc)

1.7-2.12 hexagonal close-packed (hcp)

2.5-3.0 face-centered cubic (fcc)
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Hume-Rothery observed that this correlation did not work when transition

metals were present in the alloy mixture. Hence, the presence of d electrons in

the alloy meant that the phases could not be correlated to the overall valence

electron concentration even though most transition metals formed the simple bcc,

hcp, and fcc structures.

It should be noted that the ranges given are the maximum ranges. The

range of stability is narrowed by lowering the temperature or introducing atoms

with different atomic radii. When the relative radii differ, other structures such

as the Laves, _, and _ phases are stabilized.

Engel-Brewer extension to transition metals

Whereas Hume-Rothery considered only the total number of electrons, Engel

and Brewer state that not only the number but the types of electrons in bonding

affect the observed structure.[1-5] They state that it is the s and p electrons only

which affect the structure. The d bonding is considered to be only nearest

neighbor bonding and, consequently, it does not fix the long range order. The s

and p orbitals will have some overlap with second nearest neighbors which will

be a larger function of orientation than the d bonding. The end result is that the

s and p electron concentration independent of the d electron concentration can be

correlated to the observed structure.The difficulty in the Engel-Brewer correlation

is determining what percentage of the valence electrons are in s and p orbitals and

what percentage are in d orbitals. This can be accomplished by using a Bom-
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Haber-type cycle as explained in section 2.2.

Summary and Use of the Engel-Brewer Correlation and Atomic Size Correlation

Table 2.5 is a smmnary of how the valence electron concentration is

. correlated to the structures which can form. The concentration of the p valence

electrons increases going down the table. The number of s electrons is assumed

to be equal to one. For the total number of s and p electrons as correlated to the

structure add one to the values listed in the first column.

Table 2.5. Structure-valence electron correlation

p s+p+d* structure

0-0.5 bcc

o.s-o.7s Cr3Si
0.2-0.9 5.6-7.7 o-Sigma

0.2-1.0 7.1-7.8 P

0.2-1.0 7.0-7.7

0.2-1.0 6.4-7.3 R

0.3-1.0 6.3-7.0 x(a-Mn)

0.7-1.1 hcp

1.5-2.0 fcc

" this parameter varies if one component has no d valence electrons.

In addition to the ranges presented in Table 2.5, the structures, if they

form, will appear in the following order of increasing s+p electron concentration.

bcc _<Cr3Si _<o __P _<_ _<R _<x(a-Mn)_< hcp _<fcc

In conjunction with the information in Table 2.5 and the above trend, Ta'le 2.6
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shows how the relative atomic ratios and stoichiometry are related to the observed

structures.

Table 2.6. Structure-relative atomic size con-elation.II3,14]

rA/rs stoichiometry structure

1.00-1.37 Any bccCcI2)

1.00" Any hcp(hP2)

1.00" Any fcc(cF4)

>0.81 AsB° Cr3Si-A15(cP8)

--1.0-1.1 0.15B-0.88B o-D8b (rP30)

1.09- I. 12 0.14B-D.40B P(oPS6)

1.10-I.I 8 0.50B-0.57B _-D85(bR13)

1.05-I.12 O.10B-O.82B R(hRS3)

1.02-1.21 A2Bs-A_B2 x-A12(cI58)

1.19 A_B Ti2Ni-E93(cF112)

1.00 A2B,ABz* MozSi-C1 lb(tI6)

1.081-1.499 A2B Curtd-C16(tI12)

1.225 ABz Laves

" emphasizes that one factor is dominant over the other.

bcc: random mixing favors the 1.00 and ordered mixing favors the 1.37

A is the more electropositive element

B is the more electronegative element

The use of Table 2.5 and Table 2.6 is sufficient to limit, often uniquely, the

number of phases that are expected at any specified alloy composition. There

are a number of areas where apparent conflicts in stability can occur. If a conflict
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in stability is expected at a specified size ratio and s + p electron concentration,

the simple phases, body centered cubic, hexagonal close packed, and face centered

cubic, are normaliy preferred to the other more complicated structures. The Engel-

• Brewer correlation, although not absolutely precise, allows a simple and

remarkably accurate method for predicting many equilibrium phase diagrams.

2.6 Exp!alnln_ the EngeJ-Brewer Con'elation

At this point, it is important to elucidate the factors underlying the Engel-

Brewer correlation so that the extent of its validity can be clearer. The

correlation, although remarkably accurate, has limitations, for there _:_ some

examples in which the correlatiozi is inconsistent with the observed structures.

Hume-Rothery in a review of the Engel-Brewer discusses some apparent limitations

of the correlation in the followingexamples.J6]

Na and Li have been reported to have close-packed structures at low

temperatures. [10-11] Since each has only one electron, the 1.7 s + p electron

limit is obviously not reached in these structures. Brewer has noted that these

phases were obtained only by cold working the alkali metals at low temperatures,

and consequently, he has expressed reservations about the hcp phase being the

stable phase at low temperatures.[12] Another contradictory example is Be which

has a bcc structure above 1250°C, and this structure is expected to have 2 s + p
,e

electrons which exceeds the 1.5 electron limit for the bcc structure. However, the
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promotion energy to transform s2 to sp is large. A better representation for this

phase may be sl"Spo's. This coition is more consistent with that of the

observed bcc structure in the Engel-Brewer correlation.

T;.ebccversusclo_epackedstructures(hcpand fcc)

SincetheI electronmetals,namelyLiand Na,aretheoneswhichseem to

oppose the Engel-Brewer eoxcelation, an explanation for their behavior is of most

interest and will be pursued here. For the alkali metals, there will be very little

difference in stability between the hcp and fcc phases since there is no directional

bonding and the nearest neighbor bonding is identical in the two phases.

However, the bonding in the bcc structure differs significantly from that of the

dose-packed phases. In every system where a close packed phase and the bcc

phase compete in stability, the bcc structure is always more stable at high-

temperatures. The only exception is iron which is stable in the bcc phase at low

temperatures, tramfcrms m thc_ fcc phase as the temperature is increased, and

finally transforms back to the bcc phase at high-temperatures. The stabilization

of the bcc phase over the close-packed phases with increasing temperature can be

explained by considering the enthalpy at OKand the heat capacity as a function

of temperature for each of the p1_ses.

The greater packing densityoftheclose-packed phases would be expected

to yield a more negative enthalpy for the close-packed phase at OK. There is an
t,

effect on the stability as the temperature is raised due to the change of the
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entropy and the enthalpy. This contribution is a function of the difference in the

heat capacity of the two phases. The heat capacity of each phase is in turn

related to the frequency of vibrations in the lattice by the Debye theory of solids.

. Consider the following reaction

2.1 A(bcc) _A(fcc) ; AG=AH°0-TASO0+ACO

AH°0 = enthalpy difference at absolute zero, negative

AS°0 = 0 from the third law

ACO= _COT" ACo ffi entropy and enthalpy change as the temperature is

increased, positive.

2.2 AC° = 0J'TAcpdr- ToJ'TAcpffl"dt

From the Debye theory of solids the following is given

2.3 cp _ cv ffi 9R(T/O) 3 oJ_/T Xt'eX/(eX-1)z (ix

If this equation is integrated numerically as a function of 1"/o then AC° can be

accurately fit by the following polynomial equation

2.4 ACOT-ACO 0 = A(Tle=c)(e_Je,cc-1)+B(T/e_c):i(el=_e_==-l)3

A = -12.1915; B = -12.3826

Rz - 1.000000 = correlation coefficient squared

range 0.0 < T/O < 10.0

e_c¢ - Debye temperature for the fcc phase

0_¢ - Debye temperature for the bcc phase

Also note that
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h -- Plank's constant; % = Debye frequency; 1_ - Boltzman's constant

The Debye temperature is related to the structure, the strengthof the

bonds, and the reciprocal of the mass of the atoms. Since there is no mass

change,onlythestructureand thebond strengthvarybetweenthefccand bcc

phases. Because of the denser packing of the fcc structure and because there is

expected to be greater bond energy for the fcc structure, the value of Orcc is

expected to be larger than e_c. This implies that e_e/e_c c < I which results in

a positive contribution to the stability in Equation 2.4. Consequently, increasing

thetemperature will favor thebccstructure.

From packingdensityconsiderations,theclose-packedphasesareexpected

to be more stable at lower temperatures. This condition seems to be true for Li

and Na. K, Rb, and Cs, however, have not been observed to transform to either

of the close-packed phases at lower temperatures. Either the transformation

temperature is to low for atomic rean'angement to occur, or these phases are

stable in the bcc structure down to OK. The latter possibly implies that the

enthalpy of formation for the bcc phase at OK is more negative than for the fcc

phase. This is may be possible since the orbitals in K, Rb, and Cs are more

delocalizedthaninLiandNa. The increasedpackingdensityofthefccphasemay

notprovideany increasedoverlapforK,Rb,and Cs. Regardlessofwhichphase
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is stableat low temperatures,increasingthe temperaturealwaysstabilizesthe less

dense bcc structure because eb==/e_== < 1.

The stability of hcp versus fcc

Since the packing density for spherical particles is nearly identical in these

two structures, one would expect that the difference in stability is due primarily

to the difference in directional bonding of the two systems. By examining the

symmetry of the two systems, fcc and hcp, one will note that there is a difference

in the orbital splitting due to the crystal field effect. For visual simplicity the

orbitals in Figure 2.6 are drawn discretely rather than as bands. The point group

of the fcc structure is Fm3m with the point symmetry 0 h. The point group in the

hcp phase is P6y/mmc with a point symmetry of D_. The splitting of the orbitals

from group theory is given in Table 2.7.

Table 2.7. Orbital splitting in fcc and hcp.

orbital FCC HCP

s A,.
P Tlu Azu" Pz

El," Px'Py

d Tz. - dxy,d_.dxz El. - dxz.d,a

E. - d=Z.dxz'yz Ez, - dxZ'YZ.dxy

/q," d,z
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Note that there is a difference in the orbital splitting in the p and d orbitals.

Suppose that the A2uorbital in hcp is lower in energy than the Elu orbital in hcp,

and that the A.auorbital in hcp is lower than the Tlu in fcc but less than the Elu

in hcp. Figure 2.6 shows this schematicaUy. It can be seen that ff about 1 p

electron is present then the hcp phase will be favored, but ff their are 2 or more

p electrons present then the fcc will tend to be favored. This, of course, will vary

slightly due to the relative position of the orbitals, and this also assumes that

splitting in the d orbitals does not contribute substantially to the stability.

However, a similar argument with the d orbitals will result in the same conclusion

if the dz2 orbital is lowest in energy.

One Electron Two Electrons

HCP FCC HCP FCC

 ;o00  ;o00

Figure 2.6. One p electron suggests that the hcp phase has the minimum
energy whereas two p electrons suggest that the fcc phase has the
minimum energy.
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As supporting evidence, it is common to observe in the hcp structures that

the c/a ratio is smaller than the ideal. This is consistent with the stronger overlap

of the Pz orbital with second nearest neighbors that is suggested here. Table 2.8

. shows a few examples comparing the ideal c/a ratio to the observed c/a ratio

reported in Pearson's handbook of lattice parameters.II5]
q

Table 2.8. Ideal versus observed c/a ratio.

phase c/a electronic configuration

hcp(ideal) 1.633
Li 1.637 s
Na 1.634 s

Be 1.5681 sp

Mg 1.6236 sp

Ba 1.578 sp -stable at high pressures

Sr 1.63 sp -stable only if H added

Sc 1.592 spd

Y 1.5719 spd

La 1.637 spd

"li 1.5879 spd2

Zr 1.593 spd2

Hf 1.583 spd2

Tc 1.605 spds

Re 1.6146 spds

Fe 1.603 spd6 -stable at high pressures

Ru 1.583 spd6

Os 1.5790 spd6

Co 1.623 spd7

Zn 1.8562 spd TM

Cd 1.8856 spdTM
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The only exceptions to the c/a ratio being less than ideal seem to be Zn

and Cd which have a considerably larger than ideal c/a ratio. For these systems

the p orbitals are more contracted relative to the s orbital, lt may be that the p

orbitals do not extend far enough in space to overlap with second nearest

neighbors. To compensate for this the opposite effect occurs. The c/a ratio

increases to align the Pz orbitals on the first nearest neighbors for better overlap.

This, however, does not explain why Zn and Cd would prefer the hcp structure

unless the Pz overlap is better in the distorted hcp structure than for the

degenerate p overlap in the fcc structure.

Note, also, in Table 2.8 that the c/a ratio for both Li and Na in the hcp

structure are close to the ideal. Since there is no p or d bonding in these systems,

a distortion of the c/a ratio from the ideal is not expected.

The effect of d electrons

The effect of d electrons on the structure is uncertain. It is known that for

a large number of systems that the s+p valence electron concentration alone is

sufficient to determine the equilibrium structure. For the hcp and fcc systems, the

nearest neighbor environment is similar enough so that the d-d bonding would be

nearly the same in energy. Hence, one would not expect the d bonding to make

a large difference in the relative stability of the hcp and fcc phases. For the close

packed relative to the bcc phases, the d electrons probably play some roll. For

example, lithiura has already been mentioned as having the cubic closed packed

38



structure at low temperatures and the body centered cubic structure at high

temperatures. The electronic configuration is s1 for lithium. Vanadium solid,

however, is in the bcc structure at high temperatures and at low temperatures.

Vanadium has the configuration sld4. Perhaps the d-d bonding in vanadium is

stabilizing the bcc structure. Still the s and p orbitals should tend to dominate the

stability since their orbitals are more extended in space relative to the d orbitals.

Correlation using Hybridization

Hume-Rothery has approached the topic of explaining the Engel-Brewer

correlation between electron concentration and structure.[16] His approach is to

consider all hybrids which direct their orbitals toward the nearest neighbor atoms

for each of the three common structures: bcc, hcp, and fcc. The closer the

electronic configuration of the metal matches those of the hybrids which direct

their orbitals toward nearest neighbors, the more that that particular structure will

tend to be favored. Considering the electronic configurations of the hybrids should

give some idea as to the number of s, p, and d electrons as they correlate to the

observed structure. Table 2.9 summarizes the hybrids suggested by Hume-Rothery

that are directed toward nearest neighbor atoms.

Note that in the configurations which have their orbitals directed to the

nearest neighbors, the real configuration would be expected to be a mixture of

these configurations. Looking only at the number of p electrons, it can be seen

that ff there are no p electrons, the expected structm'e tend to be bcc. As the
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number of p electrons is increased the expected structure would tend to change

to hcp, around one p electron. As the number of p electrons is further increased,

the fcc structure will be stabilized. This trend is consistent with the Engel-Brewer

correlation. The weakest point to this approach is that the stability is attributed

entirely to o bonding. Some stability will, of coarse, be due to _rbonding of the

orbitals. These hybrids also indicate that the s and d electron concentrations will

also contribute to the relative stability.

Table 2.9. Structure - Hybrids Corrn_tion.[18]

crystal structure hybrids assumed

bcc sd3 closest neighbor(pure g)

d4 closest neighbor(pure g)

d3 second closest neighbor(pure g)

hcp sdz neighbor in basal plane(pure g)

pds neighbors in planes above and below

spd4 " " (mixed g and u)

fcc p3d_ mixed g and u

2.7 The Calculation of Phase Boundaries

Knowledge of atomic size and electronic configuration can be used to

predict which structures can or cannot form. These parameters are sufficient for

the prediction of the maximum range of stability of a phase within an intermetallic

system. To predict the real range of stability, some knowledge of the cohesive
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energy as a function of concentration is necessary. This is often reduced to a

simple pairwise interaction model. The simplest non-ideal case is Hildebrand's

regular solution theory which is reviewed later.II7] From his theory, the

• interaction can be pr_.dicted from the enthalpy of vaporization and the molar

volume of the constituent elements. For a large number of systems, this approach

or slight modifications to it are sufficient to complete the information needed to

predict phase diagrams.

Currently, the acid-base interactions which occur in intermetaUics cannot be

modeled quantitatively. As a consequence, to obtain intermetaUic phase diagrams

of these alloy systems, either they must be determined experimentaUy or some

model of the cohesive energy as a function of composition must be generated.

This is one of the specific goals for which this project is aimed. The end result

would be the ability to predict a reasonable equilibrium phase diagram for any

intermetaUic system.
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Chapter 3

3.1. Introduction to "Itmmmdynamic Activities.

The thermodynamic quantity that is of interest in this work is the partial

molar Gibbs energy of vanadium in the noble metals as a function of

concentration. Normally the parameter called activity or fugacity is used in place

of the partial molar Gibbs energy. The relationship between the activity or

fugacity and the partial molar Gibbs energy is given below.

3.1 (0G/0XA)T,p _- _A--'_ _°A "_" RT/naA

or equivalently as

3.2 (OG/0XA)ToP-- _A- a'A + RTInfA

Note that the Gibbs energy in Equations 3.1 and 3.2 and also elsewhere is divided

by the total number of moles in the system.

The relationship between activity and fugacity is

3.3 aA = fA/fOA

when

a°A = 1 = the activity of the pure component A
f'A = the fugacity of A under standard conditions

Note that '

3.4 _'A= #°A" RTlnf°A
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and

_°A-- the chemical potential of the pure element

the fugacity f is defined such that

3.5 fA-" PAas PA-" 0

PAis the partial pressure of the gaseous species A.

The activity is defined here such that

3.6 aA--, XAas XA-. 1

where

XA= the mole fraction of substance A

In some cases, such as dilute solutions, it is more convenient to define the limiting

conditions on the activity as foUows

3.7 aA--- XAas XA--- 0

Note that the activity coefficient for alloys is defined

3.8 gA = aA/XA

where

% = the activity coeffcient of component A

The physical meaning of activity is less clear than the physical meaniv.g of

mole fraction. One way to describe activity is as the escaping ability of an atom

- in a solution relative to its escaping ability in the defined reference state. The

activity coefficient is a measure of the interactions of A atoms with its neighbors

relative to the interactions of A atoms with its neighbors in the defined reference
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state. The activity coefficients of A and B can be approximately related to the

enthalpy of formation by the following equation ff the excess entropy is neglected.

3.8 AHf _ RTXAln% + RTXsln%

Vaporpressure measurements

One way to obtain activities of constituent elements in alloys is through the

measurement of gaseous species in equilibrium with an -alloy solid at a specified

temperature.

For

3.9 A(s) = A(g)

using PA= fAthe activity is given by

3.10 aA = PA/P°A

where P°Ais the partial pressureof A(g) in equilibriumwith A(s) in its standard

state. J. Bulatzik[1], D. E. Peterson[2-4],and IC A. Gingerich,et al.[5] have used

this approach to measure activitiesof the elemental constituentsin these acid-

basestabilizedalloys.

Equilibrationmeasurements

An alternate method for obtaining thermodynamic activities is to equilibrate

the alloy with a material of known thermodynamic properties. More specifically

we equilibrate the alloy with an oxide or cprbide of known thermodynamics. This
tj

is a good approach for the systems studied here because the thermodynamics of

the group IV and V transition metal oxides and carbides are well known. Also the

platinum-group metals have the fortunate property that their oxides and carbides
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are either barely stable or unstable. Because the noble metal oxides and carbides

have small heats of formation, the high noble metal content alloys are fairly

resistent to ternary oxide or carbide formation. In general, for many of the acid-

. base(NM)-O or acid-base(NM)-C ternary phase diagrams few ternaryphases have

beenfound.[6,7]IntheV-NM-O andtheV-NM-C systemsno ternaryphaseshave

beenfoundwhichmightinterferewithequilibrationmeasurements.Fortunately,

for these systems when ternary alloy formation does not occur, alloys nearly void

of oxygen(carbon) can be equilibrated with oxides(carbides) nearly void of noble

metal. In thisway, thethermodynamicsof thebinaryoxide(carbide)fixthe

thermodynamics of the ternary system to a good approximation since little noble

metal is observed to be present in these oxides. The activity calculated by

consideringthebinaryV-O ortheV-C equilibriacan be usedintheequilibriaof

the ternary VoO-NM or the V-C-NM systems.

3.2. Temaxy Phase Equih'bria.

As mentioned, there are two typesof equilibriaused here,the carbide

equilibria,and theoxideequilibria.The V-O,theV-C binaryphasediagramsare

presented in Figures 3.1 and 3.2 respectively.

• The Oxygen-Vanadium System

The vanadium oxides have a number of interesting properties and,

consequently, have been proposed for a variety of uses. For example, they have
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been proposed for use as the internal lining in nuclear reactors.J9] Also, they

have been proposed for use as thermochromic switches on solar cells to keep

them fromoverheating.II0] Many of the vanadium oxides undergo semiconductor

to metal transitions which affect both the electrical conductivity and the optical

reflecti_ity. This system contains two seriesof MagneRiphases. One series, which

extends from VzO3 to VOz, is of the form VnO2n.1 and it is structuraUysimilar to

the TiOz.x phases. Another series, which appears in the range VOz to VzOs, is of

_heform V,,02,.1. There are actually two structuralforms of VO2reported in the

literature,one correspondingto the limiting condition of each MagneUiseries.[ 11]

Of primary interest in this system is the large number of stable oxides which

occur. Consequently, there are many two phase equilibria where the activity of

vanadium is fixed and readily calculated.

The stable oxides of interest in the oxygen-vanadium system at 1000°Care,

V40, V20, VO, V203,V3Os,V40z, VsO9, V6Oll,VzO13,VsO_s,VOr As seen in the

phase diagram there are some additional phases which are stable at lower

temperatures. The large number of phases would at first seem to imply that a

large number of points in the activity versus concentration curve can be obtained

for vanadium with noble metals. This, unfortunately, is not the case. There is a

very smaUactivity drop across the %0 phase. Hence, the V40-V:,Oequilibria and

V20-VO equilibria yield two points very close in activity and therefore in

composition of the alloy phase in equilibrium with oxide or carbide pairs. In
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addition, there is an enormous activity drop across the V203 phase, about six

orders of magnitude at 1000°C.[12] The activity of vanadium is so low in phases

which contain higher than 1.5 V/O atom ratios that they are in equilibrium with

. nearly pure noble metals. Generally, these points yield no useful information.

Since the equilibrated alloy has so lirde vanadium in it, the amountcannotbe

measured accurately and, consequently, the activity coefficient cannot be accurately

obtained. Consequently, there are really only 3 useful points obtained from

ternary oxide equilibria in the vanadium-oxygen system. For noble metals which

interact very strongly with vanadium, the V20_/V30s equilibria is also useful.

Consequently, for the V-Pt and the V-h" systems the fourth equilibria point is

useful.

The Carbc_-Vanadium System

There are four carbide phases of interest in the V-C carbon system at

I OO0°C,V2C,V,Cs, VC, and C. Consequently, there are three different equilibria

of interest in the V-C system: V2C/V4Cs,V4_C , and VC/C. In other words,

there are three pairs of alloy compositions for which the activity of vanadium can

be obtained from ternary carbide equilibria. However, the activity drop across

V4Cs is extremely small.[13] Therefore, the equilibria V2C/V4Cs and V4Cs_C are

. nearly identical in activity and hence in composition. The two equilibria in effect

yield only one datum point. Consequently, the ternary V-C-NM(noble metal)

equilibria can only provide two useful points of the activity versus concentration

of vanadium curve.
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By using both carbide and oxide equilibria a total of five useful data points

can be obtained. Consequently, other experiments are required in order to obtain

a more complete picture of the interaction of vanadium with the platinum-group

• metals. To achieve this, the high-temperature galvanic cell is used.

3.3. The Galvanic Cell Technique.

Temm7 oxide and carbide equilibria are only able to give a few points in

the V-NM titration curves. To obtain data points at other compositions, that is

points where only one oxide phase is present in the composite, the high

temperature galvanic cell is needed. Using the Gibbs phase rule we know that for

a two component system, if the temperatureand pressure are fixed, then there can

only be two phases in equilibrium. More importantly, for a two phase mixture at

a constant temperature and pressure, the activities of each of the components are

fixed since the degree of freedom is zero. If there is only one oxide phase present,

then more information is needed to fix the activity since the degree of freedom is

one, but only the activity of one component is needed since it will fix the activity

of the other.

The Gibbs Phase rule is

- 3.11 C-P+2=F

C = the number of components, P = the number of phases, F = the number of

degrees of freedom. For a two component system C = 2. With two phases P =
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2. This implies that F = 2. Or if temperature and pressure are fixed F = 0.

Pt - Pt +

p oh_8h VO / V 2 0 3

_o_- ,85ThO z/,15YO 1, 5
OW

PJ_ Ta/TazO 5

Figure 3.3. A schematic of the electrodes an electrolyte
in a high-temperature galvanic cell.

In oxide systems, the activity of oxygen can be calculated using a high-

temperature EMF technique. This is an electrochemical cell which measures the

ratio of the partial pressure of oxygen at the two electrodes. Figure 3.3 outlines

the basic concept behind the galvanic cell operation. The electrolyte is an ionic

conductor for oxygen ions. The electrodes on each side of the electrolyte contain

various oxides which have a fixed Po2 in equilibrium with them at a specified

temperature. For the reference electrode, the partial pressure of oxygen that is

equilibrium with it must be well known at the temperatures of interest. The
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Nernst equation relates the EMFgenerated to the difference in the natural log of

the partial pressure of oxygen. See Equations 3.13 and 3.14.

Ionic Conductors

The operation of the galvanic cell requires an electrolyte which ionically
a

conducts the species of interest and additionally has a low electronic conductivity.

In this case, O2"ions are the conducted species. This typically requires a

temperature greater than 800°C for adequate conduction in the thoria based

electrolytes. The electrolytes used here are all based upon the fluorite structure,

CaF2, yt_a doped thoriafgDT), lanthana doped thoria(LDT), and ThOr The

electronic conductivity is low compared to the ionic conductivity in these systems.

Consequently, these materials make good electrolytes for measuring

electrochemically the partial molar Gibbs energy of oxygen in various systems.

Table 3.1. Pressure of CaFz_g) in equih'brium with CaFz(S).[14]

temperature(°C) pressure of CaFzCg)Catm.)

800 4.0 x 10"13

900 2.2 x 10"1°

1000 6.3 x 10.9

1100 1.1 x 10-7

. For YDT, LDT, and ThO2, the amount of vaporization of the electrolyte is

insignificant at these temperatures.
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In many ways the best electrolyte to be used for our experiments would

seem to be CaF2. However, this electrolyte does not work well at temperatures

nearing 1100°C. CaF2 vaporizes causing a depletion of the electrolyte during an

experiment. Table 3.1 shows that the partial pressure of CaF2(g) in equilibrium

with CaF2(s) at temperatures nearing 11OO°Cis large enough that a significant

loss of the electrolyte wiU be observed.

For the proper use of ionic conductors, it is necessary that the ionic

conductivity of the electrolyte is large compared to the electron conductivity of

the electrolyte. The ionic transference number is the parameter of an electrolyte

system which is used to describe the ionic conductivity relative to the total

conductivity. It is defined as follows.

3.12 rion -- oton/'(Ttotat ; Otota t -- (T|on'l'O'h'{"(Te

where

oio_ - the ionic conductivity

oh = the conductivity of holes

% = the conductivity of electrons

There are two factors which contribute to the non-ionic conductivity, the

conductivity of holes which is dominant at high Po2, and the conductivity of

electrons which is dominant at low Po2. The EMFis related to the difference in

the logarithms of the partial pressure of oxygen of the two electrodes and to the
i

ionic transference number by the foUowing equation.
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3.13 E= RT/4F_zt o_P_htShttond/nPo2

If tio_>0.99 over the range of oxygen partial pressure, then the EMF is given

accurately by the following equation.

• 3.14 E= (KT/4 F)In (pO2hiIh/po2tou)

The ionic transferencenumber is a function of temperatureand partial pressure

of oxygenin equilibriumwith the electrolyte. The plot of tton=0.99 as a function

of reciprocal temperature versus partial pressureof oxygen is the electrolytic

domain of the electrolyte. Some plots for these systems are given in Figure 3.4.

The lower sloped line divides the electron conduction region below it from the

ionic conduction region above it. The upper horizontal line divides the hole

conduction region above it from the ionic conduction region below it. Note that

doping ThO2 with Y203 increases the range in which the electrolyte is useful. The

plot for CaF2 in Figure 3.4 is the electrolytic domain for the conduction of fluoride

ions not oxide ions. Worrell, however, has shown that the electrolytic domain for

CaF2 for the conduction of oxide ions is nearly the same as for the conduction of

fluoride ions.[15]

Doping of the fluorite structure phases will in general increase the ionic

conductivity of the electrolyte. Y203 and La203 have structures similar to the

• fluorite structure and, consequently, a large amount of these phases can be

dissolved in ThOr The result is the increased production of vacancies suitable for
Q,

oxygen ion conduction and, as a result, an increase in the net mobility of oxygen

55



ions. This can be seen by comparing the electrolytic domain of YDT with that of

pure ThO2 in Figure 3.4. The increased conductivity of YDT makes it useful at

higher temperatures and larger ranges of oxygen pressures. The degree of change

in the ionic conductivity can be calculated as a function of doping concentration.

I
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Figure 3.4 The electrolytic domain for some electrolytes

Mechanism of Ionic Conduction

Lasker and Papp have used the mechanism of oxygen transfer to derive the

relationship between ti_ and the mole fraction of the doping material.[16] This

approach uses the theory of vacancies and interstitials developed by Wagner and

Schottkey. [17] An important conclusion in Wagner's and Schottkey's theory is
,i

that defect concentrations canbeunderstood thermodynamically by treating them
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as chemical components. More specifically, the equilibrium concentrations of

defects can be related through a balanced chemical equation and the law of mass

action.

• Consider a solid electrolyte such as YDT. At any oxygen pressure, an

oxygen on an oxygen lattice site can break away as a doubly charged oxygen ion
o

leaving a doubly ionized vacancy on an oxygen site. The equation for this process

is written as the following.

3.15 0 o = Vo'" + Oi"

0 o = oxygen on an oxygen lattice site

Vo-- = doubly charged(positive)vacancyon an oxygen site

Oi" = doublycharged(negative)oxygen interstitial(i.e, not on an oxygen site)

Using the law of mass action the equilibriumconstant is expressedas follows

3.16 I_ = [Vo"][O,"]

The activity of oxygen on oxygensites can be incorporatedinto the equilibrium

constantsince this is essenfiaUyconstantif the formation of Vo'" and Oi" is small.

At high partial pressures of oxygen, electronic conduction is primarily

through positively charged holes. They are created by oxygen extracting electrons

while being incorporated into the solid. This is given by the foUowing equation.

- 3.17 1/202(g) = Oi" + 2h

The law of mass action yields the following relationship
aD

3.18 _ = [Oi"] n. 2 Po2"I/z; n. = concentration of holes
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At low partial pressures of oxygen, the predominate electrical conduction is

through electron conduction. Oxygen atoms on lattice sites will have a tendency

to leave to form oxygen gas. This results in a doubly charged vacancy remaining.

This is described in the following equation.

3.19 0 o = 1/202(g) + Vo'" + 2e
,m

Again the law of mass action gives the following

3.20 Ks = [Vo"]n.aPo21/2; n, ffi the concentration of electrons

As in Equation 3.16, the activity of oxygen on oxygen sites can be incorporated

into the equilibriumconstant. The three relationships, 3.16, 3.18, and 3.20 are

all necessary to relate the ionic transference number to the three equilibrium

constants and the concentration of dopant.

The general equation for conductivity is defined in arbitrary units as

o = [charge][concentration][mobility]

For oxygen ions this equation becomes the foUowing

3.21 _ioo= 21el([Vo"]Uv+ [Oi"]ui)

le[= themagnitudeofthechargeofan electroninappropriateunits.

uv - the mobility of Vo", and u i = the mobility of Oi"

In equation 3.21 only the magnitude and not the direction is of interest.

Since

3.22 ['Vo"] - 1/2 [YOl.s]
a
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for ThO2 doped with YzO3 or LazOr This equation will deviate some for large

dopings of YOI.5 and LaOl.s.

#

[Vo"] >> [0_ ']

. Hence,the equationfor iomcconductivitysimplifiesto the follo_g

3.23 eion= lel%[YOm.s]
,m

For n-type conductivity, the electrical conductivity is given by the following

3.24 % = leln,u,

By substituting the value of n° from Equation 3.20 the folIowhlg is obtained

3.25 % = 21/zK 31/z IeIu,Poz"1/4 [VO 1.5] "1/2

This results in the transference number for low oxygen potentials

3.26 rion = 1/[1 + aPoz-I/4[YOl.s] "]/z

where

3.27 a = 2 I/z K3l/z ud/u v

and a is a constant ff u° and uv are independent of the Yz03 concentration.

For p-type conductivity, the processis similar

3.28 % = lel_uh

Substituting for nh the following is obtained

3.29 oh = 2"1/ZKzl/zKl"'/z Ie ,,z
This gives the ionic transference number for high oxygen potentials

3.30 tion ffi 1/[1 +/gPozl/4[YOI.5] "I/z],=

where

59



3.31 p = (K.t/2I_)1/zun/uv

and p is a constant if un and uv are independent of Yz03 concentration.

From Equations 3.25 and 3.29 the electrolytic domain as a function of

dopant can be obtained. In this way the variation of an electrolyte performance

can be infen_d as the dopant concentration changes. Note that the constants a

and p can vary some with large changes in the doping concentration of Y01.s or

La01.5"

Interfacial Kinetics

Not only is the mechanism of ionic transfer important to the performance

of solid electrolytes, the interfacial equilibrium between the electrolyte and the

electrode can be very important. Several studies have been performed on the

interfacial equilibrium between a gas and the electrolyte for applications in fuel

ceUs.[18,19] These studies report that the interfacial equilibrium is in general

much faster for solid electrodes than for gaseous electrodes. This indicates that

interfacial equilibrium is not a problem in our experiments. In other words, there

will be no appreciable voltage drop due to non-equilibrium conditions at the

interfaces. In addition, the Ta/Ta20 s electrode used here is known to be a good

reversible reference electrode.J20] Additionally, the apparatus is operated under

an extremely high impedance, on the order of 1015 ohms. Because of this the

flow of ions through the electrolyte is very small which further reduces to
B

possibility of interfacial non-equilibrium. Consequently, the mechanism of oxygen
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transfer at the electrode-electrolyte interface is not expected to have any influence

on the measured EMF.

Sourceo/ Errors

Therearea varietyoferrorswhichcanaffecttheaccuracyofgalvaniccell

measurements.The threemost common are mixed conduction,reactionsat

electrode-electrolyte interface, and reaction short circuiting caused either by

porosity of the electrolyte or by contaminates present in the helium carrier gas.

Note the following definition for description.

3.32 EMFc.tt = EMFnet 4- EMF,cptte d

where

EMFcett= thevoltagegeneratedby thegalvanicceil.

EMFrmt = thetotalvoltagereadby thevoltmeter.

EMF_tl,d = thevoltageappliedinoppositiontothegalvanicceil.

EMFtr_ - thevoltagethegalvaniccellisexpectedtoproduce.

Mixed conduction: In this case tto,,<l and EMFcett<EMFtru¢ This is usually

a consequence of one or more of the following problems: impurities in the

electrolyte obtained during fabrication, interdiffusion of impurities from the solid

electrodes during use, or operation of the galvanic cell outside the electrolytic

. domain of the electrolyte. Mixed conduction can be identified by applying a

known EMF in series with the galvanic ceil. If the EMFcett does not vary as a

functionof EMFspptied,then there is no mixed conduction.
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GaseousShortCircuiting:In general EMFcett<EMFtrm for this error, but

this is not strictly the case. One cause of this error arises from diffusion of neutral

Oz(g) through a porous electrolyte. The effect of this mechanism is to reduce the

measured EMF. Another common example of this error arises from the

vaporization of the electrode materials or from reactions with gaseous impurities.

Carbon monoxide or carbon dioxide are common impurities in carrier gas systems.

Consider this reaction

3.31 CO(g) + 1/202(g) = C02(g)

If CO(g) or C02(g) is present in a significant quantity, then it will interfere with

the measured EMF. Because of the difference in Poz between the electrodes, one

electrode will favor the formation of CO2 and the other electrode will favor the

formation of CO. The result is that the EMF_t will be lowered.

If there is vaporization of one electrode or ff the impurities in the carrier

gas are at different concentrations surrounding each electrode, then it is possible

for the EMFc,tt to be larger than the real EMFtr_. To help prevent the problem

of gaseous short circuiting, it is important to use dense electrolytes and a pure

carrier gas environment.

In general, the error of gaseous short circuiting can be identified by varying

the gas flow rate and looking for any change in the EMFcett.

Electrode/Electrolyte Interfacial Reaction: ff there is an interfering chemical
o

reaction at the interfacial surface, this can usually be identified by a slow drift of
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the EMF over the duration of the experiment. This drift must last significantly

longer than the normal drift expected for the cell to reach a steady-state EMF in

the system. The best way to check for this problem is to look for discoloring of

. the electrolyte after the experiment and to check the observed EMF with that

calculated from other data like heat capacity and enthalpy of formation data.
m

More details on the effects of this error are given in Chapter 6.

Other Interferences: There are numerous other effects which can add to the

uncertainty of galvanic cell measurements. They, however, seldom cause large

errors. A partial list is as follows: electrode-electrolyte interface non-equilibrium,

bulk non-equilibrium of electrodes, diffusion potentials, contact potentials, and

thermoelectric potentials.

3.4. The Activity of Vanadium: Sample Calculations.

To calculate the activity of vanadium in the composites, the proper reaction

equilibria must be considered.

Calculating the activity in the oxide or carbide equilibria

To demonstrate how the activity is calculated in the two phase oxide or the

two phase carbide in equilibrium with a one phase alloy, the following sample

. calculation is presented.

Using the well known equation
41'

3.34 AG ffi AG° + RTlnQ; Q ffi KffAG ffi 0
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For the composition where VO and V203 are in equilibrium with a V-NM(noble

metal) alloy, the proper reaction to consider is as follows.

3.35 3VO(s) = V203(s) + V(alloy)

if

aGffi0
m

and assuming

av_ffil and avo=l

then

3.36 0 = aGf°(VzO3) -3aGf°(VO) + RTlnav

This equation is temperature dependent. However, the Gibbs energy of formation

of VO, and V203 are well known as functions of temperature. By inserting the

values of the free energy of formation for the oxides at the temperature of interest

into Equation 3.34, the activity of vanadium is readily obtained.

Calculating the activity when using the galvanic ceil.

For alloy compositions in equilibrium with only one oxide, further

information is needed to calculate the activity of vanadium. In this case, we use

the high temperature galvanic cell to obtain the fugacity of oxygen in the oxide

phase. The cell data can be used in conjunction with the Gibbs free energy of

formation data for the oxide to obtain the activity of the vanadium.
qll

For a V-MN(noble metal) alloy in equilibrium with one oxide a sample
41,

calculation is given. The most common case here is V203 as the oxide which is
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inequilibriumwiththealloy{s).

Consider the following equation

3.37 1/2V203(s) = V(alloy) + 3/4Oz(g)

in equilibrium

&Gffi0

and assuming

av_=l

then

3.38 0 =-1/2_Gf°(V203) + RTlnav + 3/4RTlnPo z

Once again, the Gibbs energy of formation for V20_ is well known and the partial

pressure of oxygen in equilibrium with the composite can be obtained from the

high temperature galvanic cell. This results in the activity of vanadium being fixed

and easily calculated.

The calculation of thermodynamics in this fashion involves several

assumptions. First is that the oxide or carbide can be properly equilibrated with

the alloy. If there are any ternary phases present, some alloy compositions will

not equilibrate with pure oxides. The second simplifying assumption is that the

activity of V20_ and VO are nearly equal to 1. This causes these terms to be

" dropped in the calculations given. This latter assumption is described in more

detail in Appendix B.
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Calculationof the partial pressureof oxygen using the galvanic ceil.

A typical cell will have two solid oxide electrodes. The cell we studied

most thoroughly is the

Pt//Tafra2Or,//YDT//VO/V2Oy//Pt
di

cell. The operation of the galvanic cell is in essence an instrument which

measures the difference in the logarithms of the oxygen partial pressures between

the two electrodes(see Figure 3.3). Remember that the EMF is given by the

Nernst equation as a concentration cell where the concentration difference is in

the natural log of partial pressures of oxygen.

3.39 E=-(RT/4F)ln[Po2h|0h/Po2t°w]

This is the general equation obtained when tjo. _ 1 over the range of PO2t°" to

POzhi_. At the Ta/TazO 5 electrode, the following reaction occurs in either forward

or reverse direction.

3.40 0.8Ta(s) + O2(g)= 0.4Ta2Os(s)

and at the VO/V:,O3 electrode this reaction will likewise occur

3.41 4VO(s) + O2(g) =2V203(s)

The partial molar quantities of reference electrodes are often found in the

literature. If AGo2 is not available, it is easy to calculate. In Equation 3.24 the

followingis true

3.42 AG°=-RTInCa°'4T.2Os)/CPo2a°'sTa)= ACoG/0X_)
b.

assuming
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aT_OS : 1

ata _ xT. (given from the phase diagram of Ta-O)

3.43 0 = 0.4AGOf(TazOs) . 0.8RTInXr.. RTInP°2

Equation 3.43 can be solved to give the relationship for inPo2 as a function of

. temperature for the Ta/TazOs electrode. Likewise a similar treatment yields the

Po2 in equilibrium with the VO/VzO3 electrode. In the Ta/TazOs//YDT//VO/V203

system, the EMF is fixed and can be readily calculated. The calculated EMF can

in turn be checked against the observed reading to confirm that the galvaniccell
is functioning properly.
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Chapter 4

4.1. Ezpedmen_ Techniques.

" Many of the experimental techniques for the study of ternary oxide or

carbide equilibria and galvanic cell measurementg have been described previously

by area, Kouvetakis,and Gibson.[1-3] Consequently, procedures will be reviewed

but not discussed in detail unless they deviate significantly from those of the
l

aforementioned.

Before Sample Preparation

Our goal in sample preparation is to make dense pellets in which the oxide
C"

or carbide grains have good interfacial contact with the alloy. The close contact

ensures that equilibrium between the alloy and the oxide or carbide really makes

the activity of vanadium equal throughout the sample. In addition, high porosity

in the composite would mean moresurface area where contaminants and surface

thermodynamics could interfere with the bulk properties.

The first step in sample preparation is to create a series of three phase

equilibria for the ternary system. These compositions should cover all reasonable

possibilities of the tm'tmrryphase equilibria. For the V-O-Pd diagram this involves

" guessing the composition of the alloy that would be in equilibrium with the

following oxide pairs: V40-V20, V20-VO, VO-V203, and V203-V305. Also, this
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involves guessing what composition of oxide will be in equilibrium with the two

phasealloymixture,V(Pd)-Pd(V).Samplesarecreatedovertheentirerangeof

possibilities with at least one representative of each possible ternary equilibrium.

After the true ternary equilibrium diagram is completed, then any alloy-oxide or

alloy-carbide composition, if needed,is easilyprepared.

8ample Preparation and Analysis

Figure 4.1 outlines the schematic for samplepreparation used here. Some

of the specifics of the instruments used in each step of preparatiofi are described

, in appendix C. In the first step, appropriate amounts of powder are mixed and
",P .I- --

pressed to yield a pellet with the desired overall composition. (The starting

materials used are given in Appendix A, and the purity and particle size of the

- starting materials are given in Appendix F) Six to twelve glass beads are put

in each sample vial to help homogenization. The powders are then mixed for 3

to 5 hours on a mixer. In addition, some mixtures are g_ound in a mortar and

pestle before and after mixing to help decrease the par_.ddesize and complete the

homogenization.

In the second step, the powders are pressed in a 7/16" steel die with 10000

to 15000 lb loads to make a pellet composite. Smaller loads are used on powders

composedofsmallerparticlesizes,andlargerloadsareusedon powderscomposed

oflargerparticlesizes.
• • a,
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Figure 4.1. schematic of sample preparation
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In the third step, the sample is sintered under heat and pressure to

mmdmize the density of the composite material This step is described further

under hot pressing in section 4.2.

Fourth, the sample is equilibrated around 1000°C under a vacuum. The

necessary equilibration time is somewhat uncertain for these systems. For some

systems enough data are available to cstimate the time necessary. (Appendix D)

Weight losses and equih'bration times of ali samples prepared are given in

AppendixA.

, ' In the fifth step, the sample is analyzed. The constime_..t phases are

identified by X-ray diffraction, and the compositional analysis is done by
]

wavelength dispersive X-ray analysis(microprobe analysis), or by energy dispersive

- X-ray analysis(EDAX) on the scanning electron microscope(SF2¢I). The best

technique for compositional analysis is the electron microprobe analysis technique

which can provide the composition of the oxide 6r carbide grains as well as the

aUoygrains.

Lastly, to confirm the phases present in the composite, X-ray powder

diffraction is used. From these three techniques, it can be determined if the

composite is satisfactorily equilibrated. Equilibration is suggested in X-ray

, diffraction by sharp well defined peaks. In addition, the X-ray diffraction pattern

should be comprised of a maximum of three phases. If four phases can be

identified, the sample needs further heat treatment. Unequilibrated samples are
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easiest to identify from microprobe analysis.

A line scan of a the sample shown in Figure 4.2 shows ff the grains are

homogenous and hence equilibrated. The line scan shown shows a sample which

, is well equilibrated. The line scan is a good indicator of sample equilibrium, but

it is not sufficient to prove that the sample as a whole is in equilibrium. The
w

compositional analysis of the oxide, carbide, and alloy grains should be uniform

for each phase throughout the sample. If a significant deviation in composition
I

through out the sample is observed, the sample needs fin_er heat treatment.

,, iii
!

lO0

9o

BO
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c:L _.
.,-, 50
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Figure 4.2. Line scan of an equilibrated V-Pd-O sample.(237B)
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If the sample is equilibrated, then the number of oxide, carbide, and alloy

phases are determined. If there are two oxides or two carbides and only one alloy

phase then the activity in the alloy is fixed and caloxlated as demonstrated in

section 3.4. If there is only one oxide in equilibrium with either on p or two alloy

phases, then the partial pressure of oxygen in equilibrium with the sample is

determined by using the galvanic cell technique. The calculations for this

procedure are also demonstrated in section 3.4. The mole fraction of the alloy(s)

in the composite is given by the microprobe analysis and in two cases by energy

, 'dispersive X-ray analysis on the scanning electron microscope. _ These data

comprise ali the information that is needed to compose the activity versus

concentration titration curve for vanadium in any of the noble metals.

4.2. Some Procedures.

Hot pressing.

Hot pressing is a technique through which dense sample pellets are

prepare& This is done by simultaneously heating the sample and applying

pressure. Almost ali samples prepared were imbedded in boron nitride powder

before hot pressing. This technique follows the method of Cima.[4] The 7/16"

size pellet is imbedded in boron nitride powder which in turn is inside a 1/2"

graphite die. A few samples which are intended to be in equilibrimn with graphite
,s

are imbedded in graphite powder instead of boron nitride before hot pressing.

4"'
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The hot pressing cycle begins by heating the graphite die slowly to the desired

temperature. Usually it takes about 10-20 minutes for the system to reach

temperature, 1000°C-1200°C. The sample is then pressed for 10-20 minutes at

. loads around 4,300 Ibs for the oxides and 5,400 Ibs for the carbides. The

temperature is maintained around I000°C-1200°C. Finally, the sample is annealed

for 5-15 minutes at 1000°C-1300°C before turning off the filament. The annealing

alleviates any residual strain in the pellet from hot pressing.
I

After removal, the pellet is cleaned, and as much of the boron nitride is

, ' removed as possible. Next, the pellet is sanded to remove the 0utex 1.ayexof the

pellet, and lastly, it is sonically cleaned in alcohol.

Polishing by impregnation.

- The standard polishing procedure used by Cima and Kouvetakis has been

improved. Since the samples prepared are composites of an alloy and an oxide

or an alloy and a carbide, obtaining a smooth polished surface is very difficult

because the ceramic component tended to be very brittle and the alloy component

tended to be very tough. Typically the surface is pitted after polishing and only

a few areas of the sample are satisfactorily polished. If the mount is impregnated

with _tal Bond 501(Aremco) before polishing, the pores of the carbide or the

oxide are filled and the ceramic part is strengthened.

_ The preparation of a sample for microprobe analysis or EDAX begins by
a . .

cutting a pieces from the sample pellet and mounting it in Konductomet I(Epoxy
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or Bakelite is also used). The surface is lightly sanded to expose the samples in

the mount. Next the mount is placed on a hot plate and Crystal Bond 501 is

melted into the surface of the sample. The mount is left on the hot plate until

bubbles cease forming from the seepage of the C_tal Bond into the mount. At

this point, the Crystal Bond has filled up the pores in the oxide or carbide. This

strengthens the carbide or oxide and decreases the amount of pitting which occurs

during polishing. Consequently, a much smother polished surface is obtained.
!

Besides the impregnation of the sample, the remaining part of the procedure

, ' is identical to that of Cima and Kouvetakis.[2,4] The mount is placed in a brass

holder to keep the surface flat and to prevent rounding during polishing. The

sample is polished down to a 1 micron or to 1/4 micron diamond paste on a

, nylon cloth. After polishing, the mount is placed in acetone for at least 20

minutes to remove the Crystal Bond. This material is soluble in acetone and will

leach out of the mount during this time. Lastly, the mount is sonicaUy cleaned

before preparing it for use in microprobe analysis or the scanning electron

microscope.

Making,SolidElectrolytes

Yttfia doped thoria(YDT), lanthana doped thoria(LDT), and pure thoria

electrolytes are made according to Cima's method.[4] The YDT used is composed

of 15 mole % YOI. s and.85 mole % ThO 2. Likewise, the LDT used is composed
• . •

of 15 mole % LaO1.5 and 85 mole % ThO2. The mixed powder of the electrolyte
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is cold pressed at about 12,000 Ibs load in 1/2" steel die. The surfaces of the cold

pressed electrolyte are cleaned using the edge of a glass slide. The samples are

then placed, usually three at a time, in the Thoria furnace (A high temperature

vacuum furnace see appendix C). The chamber is backfired about 50% with

hydrogeru(In the future 3-4% hydrogen in argon will be used) The furnace is

ramped up to about 1900°C over a period of about 4 hours. The samples are left

at about 1900°C for 20-60 minutes, then cooled Slowly over a period of about 4
!

hours. Occasionally the electrolytes were left too long in the ftmaace and when

, ' removed they were observed to be blackened. The blackened electrolytes are

heated in air at about 900°C for 1 day to reoxidize the electrolyte. Reduced

electrolytes are black and oxidized electrolytes are cream colored. Normally, the

- electrolyte that is used in the galvanic cell is White. Also, occasionally, a small

amount of contamination can be seen on the electrolyte after sintering. This is

usually caused by contamination with the steel die or from handling the electrolyte

with steel tweezers. The contaminated area is sanded off before use ff the area

is small. If the contaminated area is large, then the sample is discarded.

Since C.aFz is not radioactive, preparing it for use as an electrolyte is much

easier. CaFz powder is cold pressed with at least 100_90 lbs load in a 7/16" steel

die. The pellet is then hot pressed according to the procedures outlined in hot

. pressing. Boron nitride was used to encase the pv.llet, and the temperature at

which the sample was hot pressed is around 900°C. The OaFz electrode was then
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heated in air for I day to encourage the growth of small amounts of CaO in the

electrolyte since the CaFz is to be used as an oxygen conductor.[5]

Flow Diagram of the Galvanic Cell

The schematic for the galvanic cell is shown in Figure 4.3. The design is

Cima's[1] with some modifications. Helium is used as the carder gas. The helium

first flows through a liquid nitrogen trap, which acts as a first stage gettering

system for impurities. Secondly, the helium flows over hot zirconium in two

gettering furnaces. The first is held at 900°C throughout the experiment. The

second is held at 600°C throughout the experiment. The zirconium foil in thet.

gettering f_nace picks up impurities such as carbon monoxide and oxygen. The

purpose of the two furnaces held .at different temperatures is to facilitate the

. gettering of the hydrocarbons such.as methane' gas. The first furnace is held at

900°C to induce cracking of the hydrocarbon to graphite and hydrogen. The

second furnace is held at lower temtmramres, since hydrogen is soluble in

zirconium at lower temperatures. Inside the main furnace, there is some

additional zirconium foil to getter any oxygen or other contaminants that may

degas from the wails or the ceramic components during the experiment. On the

helium exit line the total pressure and flow rate are measured.

• .Q
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- Figure 4.3. Schematic of galvanic cell internals

Internal Assembly of the Galvanic Cell.

The internal setup of the galvanic cell is depicted in Figure 4.4. Two sets

of paired alumina disks were prepared such that the two electrodes and the

electrolyte could be assembled as a unit outside the apparatus. There were two

+reasons for this. First, the unit could be preassembled while another exper/ment

was running. Second, this also permitted the e!_trodes and the electrolyte to be

. annealed before inserting into the inconel chamber. Assembling the apparatus in

this manner was easier than the previous method of Cima. In Figure 4.4 some of
a

the main components of the inner assembly are depicted and labeled. The whole
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assembly is held together by tension rods which are not pictured. Stainless steel

springs are used to hold the tension rods during the experiment. Their purpose

is to help maintain good contact between the electrodes and the electrolyte

throughout the experiment.

Inconel Tubing Electrodes and Electrolyte .

I

"_ _. ".

Flow "-• /

Thermocouple Platinum Electrodes

- TensionRods not Drawn

Figure4.4.Lnnerassemblyofthegalvaniccell.

Data acquisition in the galvanic cell.

Since C_'s use of the galvanic cell apparatus, a new data acquisition

system has been installed. A series of four computer cards, two internal and two

external, obtained from MetraByte Corporation are used to interface our IBM PC

with the furnace, voltmeter, and thermocouple for data acquisition and experiment

automation.

The system was updated with a 12 bit D/A convener with 2 channels. One

is for controlling the power to the furnace, and the other is for nmning automated
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polarization experiments. Also, the system was updated with an 8 channel 12 bit

A/D converter for measuring the cen voltage and temperature. Some parameters

on the data acquisition system and its accuracy are given in Appendix C. The

system is designed for a remote voltage setpoint to control the main furnace.

The voltage output is -5 to +5 volts. -5 volts corresponds to zero power and +5

volts corresponds to fur power. The first channel on the D/A converter remotely

controls the furnace power, and the second ch_el on the D/A converter is
I

hooked in series with the cell for use in the polarization experiments. Figure 4.5

, shows the schematic of how the D/A and the A/D converters are wired to the cell

and voltmeter.

Furnace +/-5V

ol],er 0 +l-lr Voltmeter

1011 Output Input
Amplifiers

+/-sv +/-svi Cell EHF

+/-iV

5x Cell
Printer D/A Gain

Computer +/-sv
Thermocoup

A/D 200x Gain
Cold Junction

Figure 4.5. The electrical schematic of the galvanic cell.
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The polarization routine

As mentioned in Chapter 3, a mixed conductor can be identified by applying

a known EMF in series with the galvanic cell and measuring the total EMF. Such

a routine has been implemented. The voltage source is driven by the second

channel on the D/A converter, and any voltage can be output to within +_I mV

of the desired value. The program "RUNCELL"is designed to implement this

routine either automatically or manually. If automatically done, the applied EMF

is maintained during the experiment such that the net EMF of the cell plus the

, applied EMF will be near zero. If manually done, the EMF applied remains

constant, but it is adjustable at any time throughout the experiment.

The microprobe analysis.

Microprobe analysis was the primary tecl_'que used for obtaining the alloy

compositions in equilibrium with the oxide or carbides. This technique was also

used to confirm the phases which were identified by X-ray diffraction. This

technique, in general, was very successful, except for identifying the oxides above

VzO3. They were usually too porous to get accurate compositional measurements.

In addition, VzO and V40 are very difficult to differentiate by X-ray diffraction.

Their structures are very similar, and from X-ray diffraction, the multicrystaline

pellet does not give accurate enough intensity measurements to differentiate the

two phases. The microprobe analysis, however, used in conjunction with the X-

ray data is helpful for differentiating the two phases.

An important problem in microprobe analysis is the difficulty of measuring
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oxygen in vanadium. This is the worst case for measuring oxygen by microprobe

analysis in the periodic table. The Ira line in oxygen is absorbed by the La line

in vanadium. The Ka oxygen line is so close to the La line in vanadium that

about 95% of the photons emitted from oxygen are absorbed by vanadium. This

makes the compositional analysis for oxygen very difficult.
h

To check the accuracy of the measurements on the vanadium oxides, a

series of Standards were made: V40, V20, VO, V203, VO2, V20s. The composition
!

of oxygen and vanadium was within .1 percent of the formulas as written. It was

, observed that the oxygen analysis was always too low, but the vanadium analysis
•_ ._.

was still accurate. By adjusting the mass absorption coefficient of oxygen in

vanadimn, the oxygen analysis could be fit within 2 mole percent in the range 0-

: - 60 atomic percent oxygen. Above this composition, the mass absorption coefficient

of oxygen in vanadium could not be adequately adjusted. The vanadium

compositional analysis was always within .5 percent of the known composition of

the standards. Consequently, the oxygen composition could be obtained by

difference.

Carbon and oxygen contamination was checked for in several samples.

Some carbon samples were checked for oxygen. The limit of detectability is about

. 5 atomic percent oxygen, and no appreciable amount of oxygen was ever detected

in the carbon samples. Likewise, some oxygen samples were checked for carbon.
. .

The limit of detectability for carbon is around 1 atomic percent, and no

. 8S

,., _ ", ...... '_ ..... ' ....



appreciable amount of carbon was ever detected in any of the samples.

See Appendix C for additional information on immanent specifications.

• . o
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Chapter 5

5.1 The Thermodynamics of the Vanadium Oxides

In order for accurate determinations to be made of the activities of

vanadium in the noble metals by oxide and carbide equilibria, the thermodynamics

of the oxides and carbides of vanadium must be known accurately. Fortunately

there is a considerable amount of data available for these systems. However,

there is considerable discrepancy in the literature over the correct values. Several

authors have reviewed the available thermodynamics of the vanadium oxides[1-

3], and the discrepancy in the literature is apparent in each review. Briefly the

then_odynamic data will be reviewed here.

The Higher Oxides

Thermodynamic data for many compounds can be compiled in a dense

form by the use of the Giauque function, -(G°-H°_)/RT. Basically this function

is the entropy at 298K plus the change in enthalpy and entropy as a function of

temperature. This function is considered a good function for fitting by

polynomials because the function changes slower with temperature than either the a

entropy or the enthalpy components. (Appendix E) For VO, V03/2, VO2, the

Giauque function is obtained primarily from data tabulated by Gurvich.[4] For
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the Magnelli phases, the Giauque function was taken as a linear function of the

VO3/2 and the VO2 functions. The justification for this is given by Brewer and

Ebbinghaus. [1]

To complete the thermodynamic data the enthalpy of formation at 298K is

needed to calculate activities. It is important to note that VO2 and VOs/3 undergo

phase transitions at 339K and 430K respectively. The enthalpies of formation

extrapolated to 298K and listed for these two compounds correspond to the high

temperature structure. There are two reasons for doing this. First, the high

temperature phase is structurally similar to the other Magnelli phases. Second, the

assumption that the Giauque function is a linear function of oxygen concentration

would not be valid if the enthalpy of formation for the low temperature phase is

used. The enthalpies of formation with their reference sources are listed in Table

5.5. For the Magnelliphasesthe enthalpyofformationwas calculatedfrom

galvanic cell and gas equilibration data.[5-7] Kleppa also measured the enthalpy

of formation for many of these phases.[8] It was concluded that a more accurate

representation of the Gibbs energy could be obtained if the enthalpies calculated

from gas equilibrationand cellmeasurementswere used. Table5.1 liststhe

Giauque function for most of the oxide phases of vanadium.

89



Table 5.1. G_uque function of the vanadium oxides.[1]

-(G°-H°_)/RT=A+BT+CT2+DT s (kK/mole of species as written)

species Tmln Tmx A 103B 106(: 109D

VO(s) 1000 2100 1.316 7.004 -1.359 0.1476

VO_/z(S) 1000 2300 2.516 8.576 -1.999 0.2372

VOs/3(s) 1000 2100 2.843 9.013 -2.075 0.2461

VOr/4(s) 1000 2100 3.006 9.321 -2.113 0.2506

VO9/s(s) 1000 2100 3.104 9.362 -2.135 0.2533

VO11/6(s) 1000 2100 3.169 9.449 -2.150 0.2551

VO1]/7(s) 1000 2100 3.216 9.512 -2.161 0.2563

VO1s/s(s) 1000 2100 3.251 9.559 -2.169 0.2573

VOIT/9(s) 1000 2000 3.278 9.595 -2.176 0.2580

VO19/10(s) 1000 2000 3.300 9.624 -2.181 0.2586

VOz(S) 1000 1900 3.496 9.886 -2.226 0.2640

The Lower Oxides

For the lower oxide thermodynamics, there are many conflicting reports. [1-

3,9-16] Tetot and Picard [9,10] have extensively reviewed the existing data and

have done their own painstaking analysis of the suboxide systems. They used

YDT(85 mole% ThO_ and 15 mole% YO1.s) as an electrolyte. We also began by

using YDT as the electrolyte in our experiments. YDT is known to be a good

electrolyte for solid state systems with low partial pressures of oxygen.

Additionally, we were encouraged by Tetot and Picard's apparent success with the

electrolyte when used with the vanadium oxides. However, it was discovered
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during our experiments that this electrolyte is a poor choice for the vanadium-

oxygen system because there is a reaction at the electrode-electrolyte interface.

As a result, the data of Tetot and Picard have been assessed as inaccurate and

have been discarded. More will be said about this in Chapter 6. The data which

seemed to be most reliable and reasonable are the data of Vasireva.[ll-13] They
.

used a ThO2 electrolyte which was doped with 1% CaO. Most importantly, they

took their data toward the beginning of the experiment which is consistent with

our conclusions in Chapter 6 that only data toward the beginning of the

experiment is reliable.

The activity of vanadium in the V40-V20 and the VzO-VO equilibria were

calculated in two ways. The first way follows.

The partial Gibbs energy of oxygen in vanadium for the two phase mixtures is

given below using Vasil'eva's data.

5.1 8V(s) +Oz(g) =8VOw4(s)
AG°o_(kK) = -116.79 + 22.610(T/1000); 1147-1336K

5.2 8VO1/4(s)+Oz(g) =8VO1/z(s)
AG°o,,/R(kK) =-101.02 + 21.875('1"/1000); 1123-1370K

5.3 4VO1/z(s) + Oz(g) =4VO(s)
aG°o,,/R0dO = -95.556 + 18.166(I"/1000); 1138-1328K

The Gibbs energy of formation for rO1/z can be obtained simply by adding 5.1 and

5.2 then dividing by eight. The Gibbs energy of formation for VO can be obtained

by adding 5.1, 5.2, and 2 times 5.3 then dividing by eight. The free energy of

formation data for VO1/4 and VO1/2 are given in Table 5.3. The formation data
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for VO and VOz/z are given by Brewer.[17]

Using the Gibbs energy of formation data evaluated from Equations 5.1-

5.3,the Gibbs energy for the following reactions can be obtained.

5.4 2VOlt4(s)=VOw2(s) + V(s)
AG°/R0dO = 1.97065 - 0.09189(T/1000)

5.5 2VOw2(s)=VO(s) + V(s)
AG°/R(kIQ ffi 3.3369- 1.0204(T/1000)

For each of these equations the activity of vanadium is readily calculated

by assuming that the activity of the oxides are equal to l(Appendix B). The

results are given in Table 5.2.

There are considerable homogeneity ranges in the lower oxides.

Consequently, the activity of the oxide may change significantly as a function of

composition. Not only does this affect the assumption that the activity of the

oxide is unity, it also affects the accuracy of adding Equations 5.1, 5.2, and 5.3

together because VO_/2 in equilibrium with VOw4 is different from VO1/2 in

equilibrium with VO. However, there are some data by Naito,et a1.[17-19] on the

vaporization of the vanadium oxides that implies that the activities of the phases

VOw4and VOwz vary little as a function of composition. Consequentl]; little error

is introduced by the first method. (See Appendix B)

The second approach is to use the Gibbs-Duhem relation. Vasireva [11-13]

has evaluated the partial pressure of oxygen in equilibrium with vanadium-oxygen

alloys for a considerable number of compositions. These data can be fit and
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integrated to give the activities of vanadium in equilibrium with the lower

oxides. (Table 5.2.) Comparing these values with those values obtained in the first

method one can see that the difference is relatively small. The final value taken

is obtained by averaging the log of the activity of the values obtained from each

technique. The resulting averages are tabulated in Table 5.7.
o

Table 5.2. Activity of the two phase lower oxides.

T=900°C Gibbs-Duhem

phases av (1*t Method) av (2r_ Method)

V-V40 7.4849E-01

V40-VzO 2.0431E-01 1.4402E-01

VzO-VO 1.6112E-01 1.1690E-01

T= 1000°C Gibbs-Duhem

phases av (1*t Method) av (2_ Method)

V-V40 7.4670E-01

V40-VzO 2.3313E-01 2.0357E-01

VzO-VO 2.0147E-01 1.7358E-01

T = 1100°C Gibbs-Duhem

- phases av (1st Method) av (2_ Method)

" V-V40 7A498E-01

V40-VzO 2.6096E-01 2.7352E-01

V;zO-VO 2.4385E-01 2.4326E-01
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Table 5.3. Thermodynamics of formation at 1273K.

phases Z_G°e/R0dO z_H°e/R(kK) aS°e/R reference

VO1/4(s) -10.997 -.+0.55 -14.60 -2.83 1

VOl/2(s) -20.152 _ 0.60 -27.23 -5.56 1

VO(s) -38.014 _ 0.16 -50.31 -9.65 17

VO_/2(s) -53.692 _ 0.13 -72.03 -14.40 17

5.2 The Thermodynamics of the Vanadium Carbides

The thermodynamics of the vanadium carbides are calculated similarly to the

thermodynamics of the higher vanadium oxides. The Giauque function for C(gr)

is given by Brewer.II7] The data for VC0.sswere obtained from data tabulated

by Storms.[21] For VC0._s(V2C)and VC0.zz(VC),to obtain an accurate Giauque

function was more difficult. Carlson, Ghaneya, and Smith [22] have reviewed the

thermodynamics of the V-C system. From the Sz¢s values and the heat capacity

equations they give, a Giauque function for these phases was calculated. Between

these two phases there is the V4Cs phase. They have calculated the Gibbs energy

of formation of this phase from a linear interpolation of V2C and VC. This

indicates that the activity drop across this phase is expected to be very small.

Consequently, the equilibria between VC/V4Cs and V4Cs/V2Care nearly identical.

This means that the value of the activity for either equilibria can be obtained by

considering only the equilibria V2C/VC.
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Table 5.4. The Giauque function for the vanadium carbides.

-(G°-H°z_s)/RT=A+BT+CT2+DT _ (kK/mole of species as written)

species T,,in Tmx A 10_B 106C 109D

VC0.ss(s) 1000 2500 1.286 5.3200 -1.006 0.10278

. VC0._s(s) 1000 1600 1.7259 10.2944 -3.8252 0.66624

VCo.rr(s) 1000 1600 1.3855 10.2656 -3.6191 0.62773

5.3.TheThermodynamicsofV(s),O2(g),andC(gr).

The thermodynamics of V(s), O2(g), and C(gr) are needed to calculate

thermodynamic equilibria of our carbide and oxide equilibria. The Giauque

functions for the elements are given in Table 5.5. Also, Table 5.6 lists ali the

enthalpies and entropies at 298K for the elements, oxides, and carbides of interest.

From all the thermodynamic data the activity of vanadium can be

calculated in the binary oxide and binary carbide equilibria of interest. Table 5.7

lists the activity of vanadium in each potentially useful equilibrium.

Table 5.5. The Giauque fimctioa for related elements.[17]

-(G°-H°z,_)/RT=A+BT+CT2+DT3+ET 4 (kK/mole of species as written)

species Ta| n Tmx A 103B 106(: 109D 1012E

C(gr) I000 3000 -0.1600 1.9380 -0.2790 0.0206

O:,(g) 1000 3000 22.987 4.5769 -1.2107 0.2154 -0.01686

V(s) 1000 2300 2.023 3.942 -1.141 0.2465 -0.0224

V(1) 2000 3800 0.037 5.164 -1.119 0.1542 -0.00923
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Table 5.6. Entropy and enthalpy at 298IC

species AH°_,__ S°z_8/R reference

VCo.M(S) -12.25 ± 0.40 3.326 ± 0.015 23

VCo._(s) -8.046 ± 0.31 3,236 ± 0.015 22

VCo.rr(s) -11.95 ± 0.72 3.1536 ± 0.005 22

VO(s) -51.927 ± 0.11 4.030 ± 0.048 1

VO3/z(s,l) -73.293 _ 0.10 5.691 (--.0.02) 1

VOsrs(s) -77.728 (±0.03) 6.164 (±0.02) 1

VO_/4(s) -79.884 (±0.03) 6.414 (±0.02) 1

VOg/s(s) -81.107(__.0.03)6.564(--.0.02) 1

VO11/6(s) -81.915(__.0.03)6.664(±0.02) 1

VO13/z(s) -82.402(_+0.03) 6.735(±0.02) 1

VO1s/s(s) -82.868(±0.03) 6.789(±0.02) 1

VO1z/9(s) -83.139(±0.03) 6.830(±0.02) 1

VO19/1o(S) -83.357(±0.03) 6.863(±0.02) 1

VOz(s) -85.311± 0.10 7.189± 0.015 1

V(s,l) 0.00 3.573± 0.01 17

Oz(g) 0.00 24.661__0.0006 17

C(gr) 0.00 0.69± 0.01 17

values given are per mole of species as written
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Table 5.7. Activity in two phase regions at selected temperatures.

phases T(lO _G_/R av reference

V40-VzO 1173 -2.068 __.0.30 1.715E-01 11-13

1273 -1.934 2.178E-01

1373 -1.812 2.672E-01
i

VzO-VO 1173 -2.330 __.0.35 1.372E-01 11-13

1273 -1.940 2.178E-01

1373 -1.948 2.421E-01

VO-VzO 3 1173 -6.330 _ 0.46 4.533E-03 1,5-7

1273 -6.297 7o106E-03

1373 -6.299 1.018E-02

V203-V305 1173 -30.678 __0.25 4.383E-12 1,5-7

1273 -30.682 3.409E-11

1373 -30.696 1.952E-10

V3Os-V40 z 1173 -32.993 -+ 0.25 6.092E-13 1,5-7

1273 -32.292 9.621E-12

1373 -32.090 9.378E-11

VzC-VC 1173 -7.425 +_ 0.90 1.783E-03 17,22

1273 -8.042 1.805E-03

1373 -8.661 1.822E-03

VC-C 1173 -11.458 -r,-0.32 5.727E-05 17,22

1273 -11.395 1.295E-04

• 1373 -11.333 2.601E-04
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5.4. The Thermodynamics of the Reference Elecuodes.

The thermodynamics of the reference electrodes used in the galvanic

cell are also important. The primary quantities of interest are the partial pressures

of oxygen that are in equilibrium with the reference electrodes at a specified

temperature. For some systems like Ta/TazO s this information is well known. If
a

the partial Gibbs energy of oxygen in to the reference electrode is not known, it

can be calculated using the method outlined in section 3.4. Table 5.8 Usts the

thermodynamics for the reference electrodes which are used here.

Table 5.8. Partial molar quantities for some two phase oxides at 1273K.

1273K 1273K

phases AGoz/R(kK) Poz(atm.) AHoz/R(kK)ASoz/R reference

VO-V203 -62.492 --+0.20 4.789E-22 -93.497 -24.356 7

V203-V30s -30.591 - 0.15 5.770E-11 -53.985 -18.720 7

V3Os-V40z -25.070 -+ 0.10 2.800E-9 -47.866 -21.739 7

Ta-Ta20s -71.579 -+ 0.15 3.803E-25 -96.819 -19.83 24

NbO-NbO 2 -63.839 _ 0.15 1.663E-22 -81.905 -14.19 2

values given per mole of species as written

VO-V20_ data extrapolated from data below l l00K
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5.5. Thermodynamics for the Galvanic Cell System.

From the method outlined in section 3.4, a relationship between the activity

of vanadium and the observed EMFcan be derived where the reference electrode

. is Ta/Ta20 s. The partial thermodynamics of this reference electrode are given by

Tetot and Picard.[9] The thermodynamics of the vanadium oxides are obtained

from the review by Brewer and Ebbinghaus.[1] Since the cell data was only valid

at one temperature namely 1273K(see Chapter 6), these equations are only for T

= 1273K.

A system with V20_

For a composite which contains V203 and an alloy

V20_/V(NM)//YDT//Ta/Ta 20s

where V(NM) is one or two vanadium noble metal alloys and YDT is yttria doped

thoria or another electrolyte where tt_ = 1, the equation that relates the EMF,

E in volts, to the activity of vanadium is given by

5.6 /nav = -27.3473E- 0.00607 +- 0.5

For a system with VO(s)

For a composite which contains VO equilibrated with one or more alloys

VO/V(NM)//YDT//Ta/TazO s

the following is the equation used which relates the activity of vanadium to the

EMF observed.

5.7 inav = -18.23151E- 1.74725 ± 0.5
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Chapter 6

6.1. The Ternary Eqm'h'briumPhase Diagrams.

The phase equilibria obtained from the equilibrated phases given in

AppendixA fortenternarysystems,V-NM-C and V-NM-O, areshown inFigures

6.1-6.10.No isolatedternaryphaseswerefoundinanyofthesystems.However,

not every possible equilibrium has been determined. It is possible that some

ternaryphasesmay yetbe found.A largeintersolubilityoftherutilestructures

was discovered. VO2 dissolves into IrO2 and IrO2 dissolves into VO2. Whether

or not the phases are completely miscible has not yet been determined. Likewise,

the degree of solid solubility of VO2 in RhO2 and RhO2 in VO2 has not been

determined. Thereisa similar intersolubilitybehavior of the rutilestructures in

the Cr-lr-O and the C,r-Rh-Osystems. Maestro, et al reporta complete miscibility

of CrOz in IrO2 and CrO2 in RhOz.[1] As a result, it would not be surprising to

find that the systems RhO2-VO2 and IrOz-VO2 are in actuality completely

intermiscible.

•. Ali tie lines for the three phase equilibria have not been experimentally

determined, yet some of the tie lines have been inserted since other known
#

equilibria fix their location.
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Figure6.1.Thevanadium-rhodium-oxygensystematI000°C
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Figure6.2.Thevanadium-rhodium-carbonsystematIO00°C
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Figure 6.3. The vanadium-palladium-oxygen system at IO00°C
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Figure 6.4. The vanadium-palladium-carbon system at I O00°C
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Figure 6.5. The vanadium-iridium-oxygen system at 1000°C
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Figure 6.6. The vanadium-iridium-carbon system at 1000°C
106



,,|

0

V Pt
VaPt VPt VI_ VPi

Figure 6.7. The vanadittm-platmum-owgen system at 1000°C
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Figure 6.8. The vanad/um-platinum-carbon system at IO00°C
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Figure 6.9• The vana_um-ruthenium-carbon system at 1000°C
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Figure 6.10. The vanadium'°smium'carb°n system at IO00°C
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Comparisonsof Diagrams

A considerable amount of information about the relative strength of V-

NM(noble metal) interactions can be determined from the ternary equilibria alone.

For example, the carbide equilibria show that nearly pure Os and Ru are in

equilibrium with VC and C, whereas the compounds VIr3 and _ are in
t

equilibrium with VC and C in the V-IX-Cand the V-Rh-C system respectively.

These facts imply that the interactions with Ix and Rh are stronger than the

interactions with Ru and Os at the activity of vanadium fixed by the VC/C

equilibria. In other words, the larger the fraction of vanadium needed in a noble

metal alloy to reach a specified activity of vanadium the stronger are the V-

NM(noble metal) bonds at that activity. Using this type of reasoning the relative

strengths of interaction can be determined at the fixed activity of vanadium given

by each binary oxide or binary carbide equilibria. Table 6.1 depicts ali the relative

strengths of the interaction according to this method. From Table 6.1 it can be

seen that the relative strength of interaction varies as a function of the activity of

vanadium. For example, the ternary phase equilibria demonstrates that V-Rh

interactions are stronger than V-Pt interactions at high activities of vanadium, and

at low activities of vanadium V-It interactions are stronger than V-Rh interactions.

. It should be noted that the change in the order of the relative strengths

of interactions is due partly to a mismatch of the phase equilibria in the binary
D

intermetallic systems being compared. More specifically, a slight change in activity
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can correspond to a large change in composition across a two phase boundary.

For example, the activity change across the two phase region of VRh3-Rh is zero,

but in the V-Pd system at this composition range there is a single phase and the

activity changes considerably over this region. Comparing the relative strengths

of interactions as has been done in Table 6.1 could only be completely valid if the
t

phase diagrams were identical for each of the V-NM(noble metal) systems. For

this reason, the comparisons in Table 6.1 should only have a moderate emphasis.

The activities and compositions of ali the points obtained by ternary oxide or

ternary carbide equilibria are given in Appendix H.

Table 6.1. Re.ladve strengths of interactions at each bir,ary equilibria near 1000°C.

Lowest activity of V Highest activity ofV

vc-c vo-v2% v2c-vc v2o-vo v,o-v2o

Strongest

Pt, Ir Pt Ix [r,Pt Rh Rh,lr

pd,Rh Ir,Rh Pt Rh Pt Pd

(Ru) Pd Rh Pd Ir,Pd Pt

(Os) Ru Pd

Os Ru,Os

Weakest
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6.2. The Galvanic Cell Experiments and Res_dts.

Since ali useful ternary oxide and carbide equilibria have been

experhnentally determined, the high ter_,perature galvanic cell must be used to

determine any additional points in the activity versus concentration curve. The

experiments performed here were modeled after those of Tetot and Picard.[2]
#

Using a 15 mole percent YO1.s stabilized ThO2 electrolyte, YDT, they measured the

partial fr_ energy of oxygen in the lower vanadium oxides, O/V<1.5. They

report that long equilibration times are required to reach the "true" EMF. For the

system

VO/V203//YDT//Ta/Ta20 s

they obtained a value of 73 mY at 1050°C. The identical experiment was

undertaken here, and the value obtained was 73.1 - 0.8 mV at 1050°C. Our

result was taken after the EMF stopped decaying which took several days. This

observation is consistent with Tetot's and Picard's. Our reproducibility of their

experiment is encouraging but misleading. The observed value of 73 mV at

1050°C is inconsistent with the EMF which is calculated from heat capacity and

enthalpy of formation data of VO, V203, Ta, and Ta20s. From the thermodynamics

of the electrodes, a value of 191 _+30 mY is expected. This drastically differs

- from what is observed. To explain and resolve this discrepancy a number of tests

and comparisons have been performed on the galvanic cell.
|
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Testing the GalvanicCell

The First Test-Addition of cell voltages.

The first test experiment wa_ comprised of three cell runs in which the

addition of the net reaction of two rims will yield the net reaction of the third.

For this reason, the EMF of the two cells should add up to the EMF of the third.

Each of three systems are listed along with the EMF as a function of

temperature. The correlation coefficient, r, is given to indicate both the linearity

and the reproducibility of the EMF.

[high Po2]//[electrolyte]//[low P%]

6.1 VO/V2Oy//YDT//Ta_azO s
EMF = 141.35('1"/1000) - 114.9 ;1173-1373K
r - 0.994

6.2 VO/V2Oy//YDT//NbO/NbO2
EMF =-56.56(T/1000)+ 37.5 ;1173-1373K
r = 0.97

6.3 NbO/NbO_/YDT//Ta/T%O 5
EMF = -35.56(T/1000) + 177.8 ;1173-1373K
r = -0.998

The uncertainty in the EMF in each case is _+1 mY. Adding the reactions for cell

6.2 and 6.3 yields the following.

VO/VzO_/YDT//NbO/NbO 2

plus

NbO/NbO_//YDT//T_azO s
I

yields
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6.4 VO/V2Oy//YDT/INbOINbO_/YDT//Ta_a205
EMF=-92.12 (T/1000) + 215.3

The EMF in Equation 6.4 deviates significantly from the EMF in Equation

6.1. The deviation is easier to see in Table 6.2.

Table 6.2. EMF com_(mV)

.f

T(K) Eqn. 6.1 Eqn. 6.4

1123 43.8 111.9
1173 50.9 107.2
1223 58.0 102.6
1273 65.0 98.0
1323 72.1 93.4
1373 79.2 88.8
1423 86.2 84.2

If the cell were behaving properly, the EMF of Cells 6.2 and 6.3 should

add up to that of Cell 6.1. As can be seen in Table 6.2, this is not the case.

However, it is interesting to note that the EMF values are in closer agreement at

higher temperatures.

Since the voltage cannot be thermodynamically added, there must be some

problem within the experiment. This result was our first indication that the values

obtained from Tetot and Picard are incorrect. What is the cause of the

. discrepancy? The first likely possibility is short circuiting due to mixed conduction

within the YDT electrolyte. For several of the above experiments, the ceU was

polarized with a known voltage. This technique is described in Chapter 4, and the
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symbols and definitions are the same as used in Chapter3. Note that

F.,MF_t t = EMF_t + F-,MF_tl, d

The EMFc,t t remained unchanged as a function of EMFsppti_" Consequently, there

is no mixed conduction. Since the problem is not due to mixed conduction, it

must be due either to gaseous short circuiting or to an interfacial reaction. No
m

change in EMFc, tt was ever observed with the helium flow rate. Consequently,

the problem is not likely to be due to gaseous short _ting, but rather to an

interfacial reaaion.

The Second Test - Interfacial Reactions

There are a variety of factors which can affect the EMFof the galvanic ceU,

EMF_,tt. One factor is the reaction of the electrode with the electrolyte to yield

a compound which interferes with the measured EMF. 11.L. Jones, et al have

studied the reaction of sodium vanadium bronzes with YzO3, CeO2, ZrO2, GeO2,

and TazOs.[3] They show that at 700°C ali these phases Witl react with V20s

except GeOz. 7aO2 reacts, but slowly. We have studied here the reaction of

VO/V203, NbO/NbOz, and Ta/TazOs pellets With various electrolytes: YDT, LDT,

ThO2, and CaFz. Also, V203 and Cr203 powder have been checked for reaction

with the YDT and LDT electrolytes. Our results show that there are reactions

taking place at the eiectrode-eiectrolyte interface in most of the systems mentioned

above. Table 6.3 summadzes the rest,lts observed.
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Table 6.3. Electrode.electrolyte interfacial reactions.

Sintered Pellets

electrode electrolyte temperature duration observation(color)

PH, = I atm:

. Ta/TazO s YDT 13000(: 20hr.
1350°C 46hr. N.IL

NbO/NbO2 YDT 1300°C 20hr.
1350°C 46hr. small RXN(light brown)

VO/VzO3 YDT 1300°C 20111".
3S0°C 46hr. RXN(bdark bzown)

PH, = 0 atm:

NbO/NbO z CaF2 1100°C 24hr. unknown(sliver color)

Ta CaF2 1100°C 24hr. large RXN(brown)

PNc- 0.5 atm:

VO/V20 _ ThO2 1000°C 120hr.
1100°C 8hr. N.R.

Ta/Ta20 s ThOz 1000°C 120hr.
1100°C 8hr. N.R.
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Table 6.3 Continued

Powders

powder electrolyte temperature duration observation

P_, = 0.67 atm:

VzO3 YDT 1200°C 48hr large RXN

VzO3 LDT 1200°(:: 48hr medium RXN

Cr203 YDT 1200°C 48hr small RXN

Cr203 LDT 1200°C 48br very small RXN

Large RXN = Discoloring which penetrated several mm into sample.

Small RXN = Discoloring present on surface only and easy to remove by sanding.

The interfacial phases were identified by X-ray diffraction. In every case,

X-ray diffraction of the electrode in contact with the electrolyte showed no

observable reaction. However, the X-ray pattern of the electrolyteoften showed

some extra peaks from which a likely interfacial phase could be matched.

The reaction layers for most of these samples are very thin and,

consequently, are difficult to identify. The peaks for the interfacial compound are

barely separable from the noise in most cases. The d spacing and intensity, I,

values for the suggested interfacial compounds are compared with the d-I values

of the suspected interfacial layers in Appendix G.
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ldentificalion oi interlaces

The interface on the CaF2 with Ta or Ta/Ta20 s has not yet been identified.

However, for both Ta or Ta/Ta20 s systems, the same interfacial phase is formed.

Therefore, it is likely that the interfacial phase is a CaxTayFz compound. In other

words, it is devoid of oxygen.

In the V2Os-YDTsystem, the interfacial phase seems to be YVOs, and in the

VzOs-LDTsystem, the interfacial phase seems to be LaVO3. Our belief is that the

V203 is diffusing into the YDT or LDT pellet during the cell experiments. The

result being that the electrolyte becomes doped partly with V203 in the surface of

the electrolyte. The diffusion continues until the saturation limit of V203 in YDT

(or LDT) is reached. At that point YVO3 (or LaVO3) precipitates out of the ThOz

solid solution. The YVOs/YDTinterface has a characteristic Po2 which is probably

what gives rise to the characteristic 73mV at 1050°C in the

VO/V2Os//YDT//Ta/Ta20 s

system.

The initial diffusion of V20_ into YDT or LDT should not drasticallyaffect

the cell EMF or more generally it should not affect the electrolytic properties of

the YDT or LDT. It would be worthwhile to confirm this postulate. Some samples

.. doped with V203 in ThO2 should be prepared to see how much V203 can dissolve

in ThOr Additionally, the ThO2-V20_ system should be tested to see how it
v

behaves as an electrolyte.
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For NbO/NbO z in contact with YDT the phase YNbO4 seemed to match

most closely the residual peaks in the X-ray pattern. This result is consistent with

Meschter's result.[4] He also identified YNbO4 as the likely RXN interface for the

NbO_Nb204. s electrode in contact with the YDT electrolyte at slightly higher

temperatures.

The search/or a good electrolyte

The Third Test - Observed versus calculated EMF.

A large number of electrolytes have been explored in an effort to identify

the best electrolyte for use with the vanadium-oxygen system.

Figures 6.11-6.21 encompass examples of ali the electrolyte systems tried.

In these figures, the natural log of the time in hours from the beginning of

measurement is plotted on the X axis. TheEMF and the temperature are plotted

on the Y axis. The reason for plotting the X axis on a logarithmic scale is so that

the fluctuation of the EMFcan be seen at the beginning of the experiment, the

long term drift can also be seen toward the end, and the optimum EMF can be

seen toward the center of the plot. Note that the initial points plotted are not

from the beginning of the experiment, but from the beginning of data acquisition.

In every system, the cell EMFat low temperatures can be nearly any value,

and it is not correlated to the EMF measured at high temperatures. At low

temperatures there is little conductivity in the system, and, consequently, the cell
v

behavior resembles that of a capacitor. Interestingly, at this stage the EMF is
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hypersensitive to static electricity anywhere near the apparatus. Consequently, any

movement near the apparatus can cause the cell EMF to change dramatically.

This behavior is not observed when the cell is at its operating temperature, 800°C-

, 1200°C. As the electrolyte is heated up, a transition point occurs from

capacitor-like behavior to battery-like behavior. At the transition point oxygen

ions have started to diffuse into the electrolyte. Since the electrolyte is initially

neutral, itwilltake awhile for the electrolyte to become saturated with oxygen

ions and, consequently, for the system to reach a steady exchange rate of ions

through the electrolyte. As a result, the EMFwill go through dramatic changes

during the transition because the exchange rate of ions in and out of the

electrolyte is unbalanced. This phenomenon is also observed any time the cell

temperature is changed, but it is most pronounced during the initial heating. Note

that the transition of the electrolyte from non-conducting to ionically conducting

gives rise to the large changes in EMF that can be seen in Figures 6.11-6.21.

While the apparatus is cooling, the same dramatic changes that were

observed upon heating are not observed. During this time the EMF changes very

little. Presumably the oxygen ions become trapped in the electrolyte upon cooling

which causes voltage drop to become fixed. The cell EMF takes a considerable

amount of time to decay in this state since the leakage current due to ionic or

electronic conductivity is very small at lower temperatures. In every case, the

cell EMF is observed to approach a constant as the apparatus is cooled.
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In each of the systems presented in Figures 6.11-6.21, the true EMF can be

calculated from heat capacity, entropy, and enthalpy of formation data. These

figures reveal that only the system of

NbO/NbO_//YDT//T_a20s

Figure 6.19, behaves properly for any length of time. The systems with VO/V_O3

and YDT or LDT approach the true value at the beginning of the experiment but

slowly decay to some other value, Figures 6.11-6.14. The EMF for the system

VO/V,Oi/CaF//Tarr%0,

increasesslowlywithtime.Thisiscontrarytothesystems

VO/V203//YDT(or tDT)//Ta/Ta20 s

which are always observed to decay with time. The drift toward larger EMF's is

possible since CaF2 is used as the electrolyte. The Ta in the Ta/T_O s electrode

seems to react strongly with CaF, which in turn lowers the activity of oxygen at

the surface of this electrode. Since the EMF is proportional to the ratio of the

high partial pressure of oxygen to the low partial pressure of oxygen, and the

partial pressure of oxygen will be reduced at the low side, Ta/Ta20 s, the cell EMF

will be increased.

Since the VO/V203 electrode reacts with YDT and LDT the use of an

intermediate layer as a barrier to reaction was considered. Cr203 can be in

equilibrium with a large number of vanadium oxides. [5] Since this was true, it
t

was of interest to place a small layer of Cr203 powder between the VO/V203
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electrode and the YDTor LDTpellet. Ideally, the dropin the partial pressure of

oxygen across the Cr203 interfacial layer would be zero. In this manner, the

thermodynamics of the vanadium-oxygen electrode could hopef_ly be obtained.

As can be seen from Figure 6.18, the result is promising. The drawback of this

technique is that Cr203will contaminate the electrode and, consequently, degrade

its usefulness.
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6.3. The Solution to the Galvanic Cell Problems.

For the short term

Sincemost of the vanadium-oxygen galvanic cell test experiments, Figures

6.11-6.14, and 6.21, only operate satisfactorily toward the beginning of the

experiment when YDT or LDT is used, only data taken from the first day of the

experiment is considered. Normally, it is observed that the EMF approaches the

true value toward the beginning of the experiment and then it slowly decays•

However, if an electrode contains a large fraction of alloy and hence a small

fraction of oxide, the EMF decay rate is more rapid and the true value is not

reached even toward the beginning of the experiment.

If a reaction that occurs at the electrode/electrolyte interface is the cause

of the erroneous EMF that is approached in the experiments, then it is reasonable

to suggest that the larger the exchangeof oxygen and oxygen ions through the

interface the longer the electrolyte will be useful. If a large fraction of the surface

is composed of V-NM alloy, then one would expect the oxygen exchange at the

interface to decrease. Consequently, the interfacial reaction interferes with the

observed EMF more rapidly, and often the EMF will never reach the true value

before decaying.

• For high alloy content electrodes a very thin layer of VzO3 powder is placed

between the V-NM-O electrode and the YDT or LDT electrolyte. The V203 layer

equilibrates quickly with the electrode during the experiment and provides an
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increased exchange_rate of oxygen to oxygen ions at the electrolyte interface. For

most of these experimental operations, the electrolyte is replaced while leaving the

electrodes and the VzO] layer intact and the experiment is repeated a second time

to confirm the results. If there is a discrepancyin the results, the second run is

accepted as correctsince the V203interfacial layer will be better equilibrated with

the vanadium-oxygen electrode in the second run.

For the Ion8 run

Ultimately, it would be nice to find an electrolyte which works well for use

with the vanadium-oxygen system. A variety of electrolytes have been tried here

with only limited success. The best approach now conceivedwould be to try using

YDTor LDTat lower doping concentrations of YzO_and La20_respectively. This

should increase the lifetime of the electrolyte since the activity of YzO5or La203

in ThO2 will be reduced and hence the interfacial reaction will be slowed.

However, lower doping concentrations will decrease the ionic conductivit,/of the

electrolyte which will in mm increase the time nec_ to reach a steady state

EMF. Consequently, any net improvementobtained by lower doping of Y203 or

La203is uncertain.

It is interesting to note that in the experiment using ThOz as the electrolyte,

Figure6.15, the long term limit of the EMFwas larger than for the experiments

using YDT. ThOz is a mixed conductorat these partial pressures of oxygen and

temperatures.J6] The fact that a mixed ionic conducto:"shows a larger EMF than
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a purely ionic conductor confirms our conclusion that there is a significant problem

with the purely ionic conductor. X-ray diffraction showed a small reaction of ThO2

with V203 to yield ThV20z. This reaction is similar to that observed for YDT and

- LDT. However, the reaction is much slower and consequently less likely to affect

thecellEMF.

Exploration into the use of other electrolytes should eventually yield one

which operates well with the V-O system. It is likely that CaFz can be used with

the V-O system but for any length of time only at lower temperatures. However,

an alternate reference electrode to Ta/Ta20s would be required for this system

since Ta reacts strongly with the CaF2 electrode and interferes with the c_ll EMF.

Alcock has proposed a novel electrolyte which may be suitable for these

systems.[7] This electrolyte contains a mixture of 70 mole percent of SrF2 and 30

mole percent of LaFs in which a small amount of SrC)is dispersed. The SrO helps

enhance the conduction of oxygen ions. This electrolyte has a _'ast response time,

and it can be used at temperatures up to 1200°C which exceeds the useful

operating temperature for CaF2 by at least two hundred degrees.

6.4. The Electnxie-ElectrolyteInterfacial Reaction

Since it is clear that the YDT and the LDT electrolytes are interacting with

the vanadium oxides, the following question arises. What amount and type of a

reaction layer can the interface of the electrode and the electrolyte tolerate before
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the EMFis affected noticeably? Thereare four types of reaction layer which wiU

be describedbefore an answer to this question can be attempted. The following

are the four types: First, the reacting layer is only ionically conductive and not

electricallyconductive. Second, the reacting layer is only electrically conductive

and not ionically conductive. 11drd,the rmterial is insulating. And fourth, the

reaction layer is both electricallyconductingand ionically conducting.

6.5. E ffi (1/4S)JbtE,iond#oz + (1/48)J ©tx.i. d#o2

tE,to. ffithe ionic transferencenumber of the electrolyte

t_.l_ = the ionic transference number of the interfacial layer
a = the chemical potential of oxygen at interface a

b = the chemical potential of oxygen at interface b

c = the chemical potential of oxygen at interface c

a b c

Figure 6.22. Schematic of reaction interface: A and B are the electrodes, E is
the electrolyte, and I is the interfacial reaction layer.
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Case 1

tloiOn = 1; oton ffi large and % + % = small

If the reaction layer is predominately an ionic conductor, then no change

. in EMF would be observed. The reaction layer would function as an electrolyte

in series with the old electrolyte. This is not the case for the vanadium oxides

used with YDT or LDT electrolytes since an erroneous EMF is observed.

Case 2

tl.to n ffi ?; oion ffi small and % + oh = small

If the reaction layer is predominately an insulator, then the value of the

cell EMF will be unpredictable. As the insulating layer becomes thicker, the

behavior of the cell will approach that of a capacitor. This type of reaction layer

could be tested for by touching the floating lead on the galvanic cell (not

grounded) and observing if there is a net change in EMF The static electricity on

ones hand will be absorbed by the cell and the measured EMF will change

acco:dingly. This behavior is not observed at high temperatures in any of the

systen_+,studied here.

Case 3

tr.lon ffi O; olon = small and % + % = large

• If the layer is electrically conductive and not ionically conductive, then

according to Equation 6.5 the cell EMF will tend toward that EMF which

corresponds to the partial pressure of oxygen of the reacting layer at the reaction
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layer-electrolyte interface. However, this case is really a kinetic problem. If the

interfacial compound equilibrates quickly with the electrode, then the cell EMFwill

be nearer the true value. In this instance the Po2 drop across the reaction layer

is minimized. Consequently, the partial pressure of oxygen in the reacting layer

will be close to that of the electrode. If the kinetics are faster at the reaction

layer/electrolyte interface, then the reaction layer will have a different partial

pressure of oxygen than the electrode. This will affect the cell EMF. The cell

EMF in these errors shouid not be affected by polarization. From X-ray diffraction

data, the reacting layer in these experiments appears to be YVO3 for V-O

electrodes in contact with YDT and LaVO3 for V-O electrodes in contact with LDT.

Consequently, the errors we have observed are best identified as Case 3 errors.

Case 4

0 < t_.tm < 1; oim = large and % + oh = large

The reaction layer can be a mixture of electronic and ionic conductivity.

In this case, the net effect will be similar to that of Case 3. This effect can be

isolated by running the cell under an applied voltage by using the polarization

routine described in Chapter 4. If this factor is significant some variation of

EMFc,tt as a function of EMFscptis_ should be observed. If the cell EMF, EMFcett,

is obtained at zero current, the Case 4 error is reduced to that of Case 3. For the

vanadium oxides, this experiment was done and the decay rate seemed to be

slowed some, but the situation in our experiments seems to resemble Case 3 more
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closely.

The Case of YDTand LDTwith vanadium oxides

It appears that YVO3 and LaVO5 are predominately electrical

- conductors in which the oxygen exchange rate is considerably faster at the

electrolyte-reaction layer interface than at the electrode-reactionlayer interface.
d

As the reaction at the electrolyte interface begins, the interfaciallayer is too small

to interfere with the oxygen equih'briumbetween the VO/V,O_electrode and the

electrolyte. As the reaction layer increases, the EMF of the cell is slowly

overpowered by the reacting interface. If an electrode which is about half oxide

and half metal is used, it would not be surprising to find that a smaUer reaction

layer is requiredto interfere with the EMF. The exchange rate of oxygen to oxide

ions at the electrode-electrolyte interface would be smaller to begin with.

Consequently, a smaller reactionlayer would be required to interfere with the cell

EMF. A thin layer of V203 powder at the interface was tried to insure the

maximum exchange rate of oxygen across the electrode-electrolyte interface and,

consequently, to maximize the useful time of the electrolyte.

6.5. Some Other Tests on the GalvanicCelL

" There are some other tests and effects to consider about the operation of

the galvanic cell which have not yet been discussed. Most of these are related to

experimental parameters or conditions under which the galvanic cell is operated.
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See Appendix C or Chapter 4 for relevant description of the apparatus and

components.

Effect of the liquid nitrogen trap

The gettering effect of the liquid nitrogen trap in the galvanic cell is
.i

unknown. It is designed to help reduce the impurities flowing into and out of the
b

apparatus. Running experiments without liquid nitrogen has not been tried, and

it is likely that the experiment will still function properly without it. However,

the gettering foil if the trap is not used in the furnaces will be expected to oxidize

more rapidly.

Effect of the gettering furnaces.

The two gettering furnaces shown in Figure 4.3 are designed to purify the

helium carrier gas. The gettering system is designed to pick up impurities such

as carbon monoxide, carbon dioxide, oxygen, and methane gas. The helium carrier

gas that is used is ultra high purity helium, rated 99.999% pure. When the

furnaces are turned off the cell EMF remains constant. Such a result indicates

that the gettering furnaces are non-essential and that the helium used might be

pure enough in itself to run the experiment without a gettering system. However,

there is some additional zirconium foil within the cell chamber which getters

impurities within the sample chamber. The cell apparatus has not been operated
e

without the gettering foil within the sample chamber so the necessity of its

presence is not known.
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Effect of flow rate.

Variation of the helium flow rate through the cell apparatus is a good way

to check for gaseous reactions with the electrodes. Periodically in most

experiments the flow rate was varied and the cell EMF was checked for any
P

resulting variation. No significant change of the EMF was ever observed.
o

Consequently, it has been concluded that gaseous short circuiting is not affecting

the EMFobserved. Gary BuUard has discussed this problem in detail for electrodes

like the Mo/MoO 2 electrode.f9]

Effect of pressure changes.

Typically the cell chamber is backfilled with 1/2 to 2/3 of an atmosphere

of flowing helium. For several runs in the VO/V203//YDT//Ta/Ta20 s system, the

roughing pump valve was opened during the experiment to force a rapid

evacuation of the helium carrier gas from the cell chamber. Oddly, the EMFwas

observed to increase with a sudden decrease in pressure. If left under vacuum,

the EMF then decayed slowly with time. This effect must be caused either by the

differencein porositybetween the two electrodes or by the temperature gradient

created across the sample due to the rapid evacuation of the apparatus.

Effect of oxygen in system.

The operating galvanic cell used here measures a partial pressure of oxygen

at least as low as 10 "_ atm. However, the best that the oxygen partial pressure

in the cell chamber could be expected to be is about 10"1° _tm. The observed

EMFcould only be valid ff the kinetics of the electrode-electrolyte equilibrium are
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much faster than the kinetics of the gas-electrolyte equilibrium. In support of this

statement, N. L. Robertson and J. N. Michaels report that the equilibrium between

gaseous species and the electrolyte is relatively slow. [8]

Despite the slow reaction between the gas and electrolyte, there is a limit

to the amount of oxygen the systemcan tolerate. It has been observed that small

leaks or a large amount of degassing from the internal alumina parts can cause the

EMF to decay. In other words, oxygen will interfere with the observed EMF,but

the partial pressure of oxygen in the carrier gas need not be on the same order

of magnitude of that being measured by the electrolyte.

El/ect o/sur[ace contaminalion on the electrolyte.

To manipulate the YDT and LDTpellets outside of the apparatus, tweezers

coated with teflon tape are used. It was observed that if a metal surface was used

to manipulate the electrolytes, the electrolyte surface would inevitably become

scratched. A scratch would inevitably leave behind some surface contamination,

namely iron, which would interfere with the electrolytes performance. If a

scratched electrolyte was used, then the electrolyte lifetime was limited. After

running properly for awhile, the cell EMF would decay• By naming the

polarization routine discussed in chapter 4, it was discovered that the scratched

electrolytes, after time, had become mixed conductors.
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Chapter 7

7.1. Activity _ at Infinite Dihaiom

The experimental values

The activity coefficients at infinite dilution for V, Nb, and Ta in the noble

metals are reviewed in Table 7.1. Some of these values are known more precisely

than others. Some values are not well known because the data available are

sparse. However, the infinite dilution parameter can still be estimated. If there

is a data point for V, Nb, or Ta in a dilute solid solution of noble metal, then the

infinite dilution parameter is extrapolated from the regular solution equation as

follows.

7.1 Clog',ll)ICX2)2 _ Clog,h")

If there are no data for dilute solutions, then the activity at the noble metal solid

solution boundary is set to the lowest known activity in the system and the

activity coefficient is extrapolated to zero concentration using Equation 7.1. This

approach yields a lower bound on -los'I". For some systems the activity of V, Nb,

or Ta is known for the region which is composed of the noble metal and the ,a

adjacent phase. For this equilibdmn, the activity at the noble metal phase
..

boundary is easily obtained and the activity coefficient at infinite dilution is
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Table 7.1. Activity _dea_ at infinite dilution (T=127310.

system -io_" technique reference

• Vanadium
V-Co 0.0 -+ 0.4 nitride equilibria 2

V-Ni 2.35 ± 0.10 galvanic cell 3,4
V-Cu -2.39 -- 0.35 5

V-Ru 3.4 -- 0.3 carbide equilibria

V-Rh 5.25 ± 0.25 galvanic ceU(YDT/LDT)

V-Pd 5.93 ± 0.08 galvanic cen(YDT/LDT)
V-Ag -2.5 ± 0.5 phase diagram est. 6

V-Re -1.8 ± 1 phase diagram est. 7
V-Os 3.0± 0.3 carbideequilibria

V-lr 8.11 ± 0.5 galvanicceUCYDT/LDT)

V-Pr 8.8± 1 oxideequilibria

V-Au 0.95" ± 0.05 galvanic cell 8

Niobium

Nb-Co 0.49± 0.02 galvanicceU(LDT) 9

Nb-Ni 0.5< X <3.7 carbide,nitrideequilibria 2,10

Nb-Cu -3.0 ± 0.4 phase diagram est. 6

Nb-Ru <4.6 carbide equilibria 2
Nb-Rh 8.71 b ± 0.08 galvanic cell(YDT) 2,11

Nb-Pd 9.41 ± 0.10 galvanic cellCYDT) 6,12

Nb-Ag <-2 phase diagramest. 6

Nb-Re <3.7 carbideequilibria 2

Nb-Os 4.2± 1 carbideequilibria 2

Nb-lr >5.9 carbideequilibria 2,6

Nb-Pt >7.3 carbideequilibria 2,6
Nb-Au .....
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Table 7.1. Continued.

system -log,ye technique reference

Tantalum
Ta-Co 2.26 _ 0.25 galvanic celICCDT) 13

Ta-Ni 4.6 -4-0.2 from formation energies 6,14

Ta-Cu <-2.3 phase diagram est. 6

Ta-Ru <5.0 carbide equilibria 2

Ta-Rh 10.88 b -- 0.08 galvanic celI(YDT) 2,15

Ta-Pd 9.5 - 2 carbide equilibria 2

Ta-Ag <-2 phase diagram est. 6

Ta-Re <4.2 carbide equih'bria 2

Ta-Os 4.5 _ 0.4 carbide equilibria 2

Ta-Lr >6.5 carbide equilibria 2,6

Ta-Pr 12.4 galvanic cellCI'DT) 16
Ta-Au .....

a Estimated from data at 973K

b Data actually from 1200K

estimated from equation 7.1. If the maximum solubility of the acid metal in the

noble metal is unknown, then the solid solution boundary is set at a value known

to be greater than the true boundary and the activity coefficient is extrapolated

to zero using 7.1. In this case, an upper bound for -log_° is fixed.

Generaltrends

Observations by row

From Table 7.1 some observations can be made about the infinite dilution

parameters. The -Iog_° parameter tends to be largest for the group XB transition
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metals, Pd and Pr, and drops sharply at the group )aB transition metals. From

group X toward the left in the transition series the coefficient deceases. Wengert

showed that the activity of zirconium at infinite dilution in platinum group metals

• demonstrates the same trend.[1]

Observationsbycolumn
t

From Table 7.1 the following trends are observed. Intexactions are stronger

for niobium than for vanadium, and the interactions are stronger for tantalum than

for niobium. Interactions with platinum are stronger than with iridium,

interactions with iridium are strongerthan with osmium,and interactions with

osmium are stronger than with gold. A similar trend is observed with the 4d

transition metals. In general, interactions for acid-base systems at infinite dilution

increase going down a column in the periodictable as summarized in Table 7.2.

Table 7.2. Order of decreasing interactions.

strong to weak comments

1 Ta>Nb>V acidity with any noble metal

2 Pt>Pd>Ni ba_,ity with group V transition metals

3 Ir >Rh > Co " "

4 Pt>Ir>Os>Au " "

5 Pd>Rh>Ru>Ag " "

Some exceptions to the above rules are found for weakly interacting systems.

Thesecan be accountedforbyrememberingthat the interactionat infinitedilution
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is only par_y due to the bond strength. The is an additional contribution from the

stain energy induced by putting an atom of mismatched size into the solvent

lattice. This effect is considered in the next section. The relative strength of

interaction in Table 7.2 agrees with Brewer's predictions.J17]

Explanation of trends.
*¢

The relative strength of the interactions can be explained by considering the

size and number of overlapping orbitals. More specifically, the overlap of the

nonbonding d orbitals of the noble metal with the vacant orbitals of vanadium

will be the primary contribution to the increased stability of the alloy phases.

The trends by periodic row

As atomic number increases across a row in the periodic table, the size of

the atomic orbitals decreases. Furthermore the d valence orbitals will decrease in

size more than the s and p orbitals. For Pd and It, the d orbitalsare extended

enough m provide substantial overlap with the acids like vanadium. For Ag and

Au the orbitals are too contracted to provide significant acid-base d-d bonding

stability. In other words, the nonbonding pairs on Ag and Au do not overlap

much with the metals which contain vacant d orbitals.

The trends by _riodic c01unm

The 5d orbitals are more extended than the 4d orbitals which in turn are

more extended than the 3d orbitals. Consequently, 5d-5d overlap would be

expected to proved the greatest stability and 3d-3d overlap the least stability. This

type of reasoning is consistent with the trends observed in Table 7.1.
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7.2. Modeling the Activity C,oeflicient at Infinite DlJutiolL

The theory

One very important point in the acid-base intermetallic titration curve is the

activity coefficient at infinite dilution. Schaller[18-21] has proposed a relatively

good model for predicting this parameter. In his model, the partial free energy at
lP

any composition is divided into two parts.

7.1 AGif:AGIfd+AGi Ee; AGjE : RTin'yI

_Gt s_is the excessfree energydue to size effects, and AGte" is the excessfree

energy due to electronic effects. Schaller has calculated the partial free energy due

to size effects at infinite dilution by using a continuum elastic approximation. [18-

21] For AGtEd,Schaller, et al obtained the following equation.

7.2 AGie_(xtffi0) ffi (VI-V,)B_, - [V,B,/[b,(1-b,)]][C_i(I"_)/V,) - 13

B, is the bulk modulus of the solvent, the noble metal, and b, is the derivative of

the bulk modulus as a function of pressure. Relevant values for these parameters

are tabulated in Table 7.5. V, is the molar volume of the solvent, and Vi is the
m,,,

partial molar volume at infinite dilution of the solute. Relevant values for Vt are

given in Table 7.6, and relevant values for V, are given in Table 7.4.

SchaUer states that the electrical contribution to the partial free energy at

infinite dilution is approximated by the following equation.

7.3 AGiSe(xt=0) .u zi(@lF - @,F)

Where z t is the valency of the solute in the solvent, @tF is the Fermi level

of the solute, and @,Fis the Fermi level of the solvent. Schaller's data which are
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given in Table 7.3 demonstrate that his approach to calculating the activity

coefficients at infinite dilution is fairly accurate for a wide variety of systems. For

some systems like the Th-Pd system, the calculated versus experimental values are

wed agreed, but for others like the Ce-Pd system, the calculated versus

experimental values deviate considerably. Often, the correct choice of the valency,

zt, is uncertain. A more logical choice for z I or a better equation for the excess

partial Gibbs energy at infinite dilution may yield better agreement between the

experimental and the calculated values.

Table 7.3. _N_aller's Table of comparisons.

solvent is palladium

solute z_alecalc. _ieexp. z I T(°C) reference

Y -450 _+60 -320 +_3 3 750 21,26

Ce -697 _ 80 -390 -4-10 4 750 21,26

Th -396 _+60 -410 4. 10 4 800 18

Ag -70 -+ 20 -21 _+8 1 19

Cd -128 +_25 -96 -+ 2 2 19,24

In -182 _+35 -167 _+4 3 19,24

Sn -153 .4.40 -209 _+4 4 19,24

Zr -334 -4-30 -352 _+4 4 950 19,24

units of AC,ie are lO/mole of solute
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Details of the electronic contribution to the partial Gibbs energy

Derivation of the eauafion

Defmkion of symbols:

A = acid = left hand transition metal
1¢

B = base = right hand transition metal

a = structure of A at room temperature(temp, at which work function is obtained)

p = struc_a'e of B at room temperature

flA"= density of states of element A in structure a

More definitions:

7.4 n.A -- E'CA,a)_rftCA'a_tA"(E)dE = E'CA,a)Jr_tCA,_)fl_(E)dE ffi # valence e" on A

7.5 neS - r_tCS,a)flsaCE)dE: _ rttcs,a) fianCE)di/: # valence e" on B-- ES(il,a),Y E"_B,B),l

E°(A,a) : lowest energy valence state of A in _h.e_ s_ucture

E.fCA,a) = highest energy valence state of A in the a structure - Fermi level

= "h"

The following derivation only applies strictly at OK.

Consider the followingreaction

7.6 NaACs)+ NsBCs) - NAxaBxI(s)

where

_ Na = # of A atoms, Ns - # of B atoms, and N - Na + Ns

From Equation 7.6 it follows that

7.7 AHee = CNa+_ _ fElCU,#)flas#CE)EdE""V'ES(AB,B)J
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.NA • r':/CA,,) nAaCE)EdEE°(A.m)J

-N, ,.(,oB)J"'tc''B'n_(E)EdE

AHE"is the integralexcess enthalpy due to electroniceffects.

Take the derivative with respect to NAyields

: rE/CA,,)flA'CE)EdE7.s _HA'" ,.(u,_,;'t(A''n,,_(E)E_ -,'(A,.)_

=/=_ r f'=/(-,,s) n_CE)EdE]_" u, t...ALE.(U._)j

At the limit of NA ffi 0 or XA= 0 the followingare true

E.cu.nJ',A'.P, a,,B(_.)EdZ-.,.(.._)f','.P, n.BCF.)EdZ

and

O/_, r rs/(u,$) flAB(E)EdE._AHuB/ANA ifthedelia'saresmallenoughUAIALEe(AB,B)J

AH_/AN A -,-Cnen- n.A)EJ:CB,P)asNA -,0

yields

__-- . fEI(A,') flA'CE)EdE7.9 AHAEeCXA----O)E,(B,B)f E)'(B'B) n_CE)EdE E'(A,m)J

-(n, m- n,A)E.f(B,p)

Since

_A'e(xA=o)._A"CXA=O)if_]A"(XA=O)iSsman

then

7.10 AGAEe(xA----0) --'--E,CB,B)fE_(D'B) n/(_-)_-d_ - EO(A.B)fE_(A'B) fl2(E)EdE

rE/CA'B)f/_(E)EdE rE/cA'=)flA=(E)EdE-(nes -neA)E.f(B,_)E'(A,_)J " Ee(A,m)J

For the transformation

7.11 A==A p
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= retcA,,) flAaCE)EdE7.12 AH,>n E'(A,_)J 'Et(A'#) OA#(E)EdE " Ee(A,a)J

Next, make the assumption that the density of states function is the same shape

for Ap and Bp. In other words,

. 7.13 Q_(E) = a/(E+C)

Which implies that
t

7.14 E°CB,P)= E°CA,P) - C

and

7.15 E'(B,p) = Eoe(A,p)-C

where

E'(B,p)istheFermilevelB wouldbe expectedtohaveifB onlyhadneAelectrons

insteadofn.e. Consequently,

E'(B,p)_<Ef(B,p)

since nes > nea.

Divide the Fast term into two parts as follows

7.16 ACae*(XA=O)= e.(s,B)J'E'(s,a)n_(E)EdE + E,(s,B)J'ens,p)OsP(E)EdE

- e.CA,#)srtCA,#) flA#(E)EdE-(nee - n_)EoC(B,p) + AH0_B

Then substitute the shift in density of states for A in the p structure to B in the

p structure.

. r_,cs,p)fle#(E)EclE = rel(A,#)-CfI_(E+C)E dEE"(B,JI)J Ee(A,_)-CJ

which implies

---- rC/CA'#)n_(E)(E-C)dEe.cA,n).j enA'p)'c n_(E+C)E dE e'CA,P)J
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Then the following is obtained

7.17 _GEe(XA--O)= E.CA0P)J"EfcA°a)nAB(E)(E-C)dE- e.cA0#)j"_fcA.p)fl_(E)EdE

+ _,cs,#)SEfcs.p) [Is#(E)EdE -(nes - n A)E.f(B,_) + AHa,B

By simplifying this yields

7.18 A_jEe(XA--O) : (" I'EfCA'D) (IA#(E)EcJ_+ s,cs,#w""E'CA,,8)J ('El(B,#) ns#(E)EdE+ AH.,>#

-(nos - n.A)ES(B,#)

Then using Equations 7.4 and 7.15 gives

7.19 AGEe(XA=0) =-n,A(Ef(A,_) -E'(B,p))+ ,:,cs,#);_fcs,p)fls#(E)EdE+ AHa>#

-(n.' - n.A)E.f(B,p)

Let us make the following approximation

7.20 vcs,B)j"_/cs.p) nsB(E)EdE ,_ 1/2(n. m- n.A)(E,f(B,_) + E'(B,p))

And substitute to yield

7.21 AC,E'(XA=0)=-n.A(E.f(A,p)- E'(B,p)) + 1/2(n° s- n°A)(E.f(B,_) + E'(B,_))

-(n,'- n,A)EI(B,_) + &Ha,_

Upon rearrangement this leads to

7.22 aC,"CXA=O) = -n,ACEICA,_)- E'CB,#)) - 1/2Cn.' - n.A)CESCB,_)- E'CB,fl))

+ &H_#

Further simplification gives

7.23 _C-,Ee(XA=0)= -n.ACEoC(A,p)-EocCB,_))-I/2(n_s + neA)(Ef(B,_)-E'(B,_))

+ aHr, #
R

Then substituting the work functions yields
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7.24 AGE'CXA--0)= n.ACo_ - O_) + 112Cn.m+ n_)CoIB- OB') + AHa,p

Since On' is not easy to evaluate, it is noted that

ll2Cne s + n.A)CoBp- ta') = KCnon,n.A,p)

In other words, K(neS,n_,p) is a function of the number of valence electrons on

A and on B and the structure of B, the solvent. Consequently, for systems where

the number of valence electrons on A and on B are constant and the structure of

the solvent is constant, then K is constant. The final equation is

7.25 AGEe(XAffi0)ffin_(O_- Osm)+ K(n_,neS,p)+ AHpp

Letus considereachofthethreecontributionstotheexcessGibbsenergy

atinfinitedilution.

n.A(o_-Onp)isSchallez'scontributiontotheexcesspartialGibbsenergyat

infinitedilutionifo_ = o_. Equality,ingeneral,isnotfound,butitmay be a

fairapproximationforsome systemswherethea andthep structuresaresimilar.

Z(n_,nea,p)isa termwhichaccountsfortheeffectofelectrontransferon

thepartialGibbsenergyatinfinitedilution.As mentionedK isa functionof

neS,neA,andp. Consequently,thevalueofK fortheV-Pd,Nb-Pd,and theTa-Pd

systemsshouldbe equal.Infact,theywillsurelydeviatesome,buttheyshould

be relativelyclosecomparedtothevaluesobtainedforothersystems.

- Alia,#istheenthalpyoftransitionfromAatoA#. Ifthebondingenergyin

. Aa and A_ are nearly the same, then AH_# can be estimated from the promotion

energy of Aa(g) to AB(g). Where Aa(g) is gaseous species of A in the same
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electronic configuration as Aa(s). For example, if V is dissolved in Rh, then

enthalpy for the reaction

V(g)[sd4]-.V(g)[spd 3] AH_._,otlo,= AHa,p

yields approximately the enthalpy of transition. _

The assumptions and limitations
f

In the derivation of Equation 7.2:; there are a number of assumptions. Since

the validity of the assumptions affects the validity of Equation 7.25, the primary

assumptions are reemphasized here outside of the derivation.

First, the excess entropy at infinite dilution is small.

Second, the density of states function is the same shape for elements in the

same structure. That is the value of the function differs only in a constant at any

specified energy.

Lastly, the integral in Equation 7.20 is approximated by assuming that it is

equal to the difference in the number of valence electrons for elements B and A

times the average energy expected for these electrons.

By combining equation 7.25 and 7.2, a more accurate equation for the

partial Gibbs energy at infinite dilution is obtained. This equation still is lacking

in the respect that the variation of the parameters as a function of temperature are

not considered.
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In,terpretations

The three contributions to Equation 7.25 can be equated to three different

effects on the activity coefficient at infinite dilution. An analysis of each

- contribution yields insight into the interactions which affect the infinite dilution

parameters.

n_CSAa -- ¢!_ is always negative for the systems we have studied. This

term accounts for the difference in the energy levels of the solvent and solute

atoms.

K or 1/2Cn. A + n.')Comp - 4.') is a negative term for these systems. This

term accounts for the acid-base effect in the intermetallics. That is the

contribution to the stability which arises from electrons being transferred from the

B atoms to a dissolved A atom.

•xHa,p is the enthalpy of transition from Au to Ao and is always positive.

This term accounts for the difference _ structure of the solvent and solute atoms.

From Equation 7.3, SchaUer has interpreted a solute, zirconium, to donate

its 4 valance electrons to the neighboring palladium atoms. Since the energy level

of electrons is higher in the zirconium than in the palladium, it would seem that

electrons in the zirconium band will flow into the palladium band when the two

" metals are mixed. The increase in bonding he attributes is to electron transfer

from zirconium to palladium at infinite dilution of zirconium.
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SchaUer's interpretation has some problems. First, on average the orbitals

for Zr dissolved in Pd are lower in energy than orbitals involving pure Zr. Really

the electrons on Zr are not transferred, but the orbitals they occupy are simply

lowered in energy due to the neighboring Pd atoms. Since there are fewer valence

electrons on Zr than in Pd, there will be a tendency for electrons from the Fermi

level of the Pd solid solution to be donated to the dissolved Zr atoms. This agrees

with what would be expected from the generalized Lewis acid-base effect discussed

in Chapter 2. However, this is opposite to Schaller's description which is incorrect

according to the arguments presented here.

7.3.CalculatingA_ivityCcm_cients at Infinite Dilution.

As shown in Table 7.3 the general trend of Schaller's approach is consistent

with observed data. His approach to calculating the activity coefficient at infinite

dilution is applied to all the systems reviewed here. The work functions and

molar volumes for the related elements are tabulated in Table 7.4. The molar

volumes are calculated from lattice parameters. For the work functions of the

elements, a wide variation in the literature is present. The variation is large

enough that in most of these systems at least one value given in the literature will

result in the accurate calculation of the activity coefficient at infinite dilution.

Because the reported values ranged dramatically and to prevent choosing

convenient values of the work functions, the following selection rules were
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followed. If values of the work function were available for differem crystal faces,

then the lowest value of the work function was used. This was to maintain

consistency with the work functions used for polycrystaUne samples. The values

. available for polycrystaline materials were averaged. However, any unreasonably

high or low values were discarded.

Table 7.5 lists the bulk moduli for relevant elements. These data are all

taken from Landolt and Bomstein.[27,28] The derivative as a function of pressure

is estimated for rhenium and osmium based on the trends for the other elements

since no data could be found for these systems.

The partial molar volume at infinite dilution data in Table 7.6 was obtained

from lattice constants of the alloys rich in noble metals. Some data were

estimated from the molar volume of the nearest phase in composition to the pure

noble metal. These values are given in parenthesis to emphasize a greater

uncertainty for the partial molar volume at infinite dilution.

From all the data in Table 7.4-7.6, the data in Table 7.7 can be compiled.

Table 7.7 is composed of the size effect contribution to the excess Gibbs energy

at infinite dilution and the electronic contribution to the excess Gibbs energy at

infinite dilution. The valency in every case is chosen to be 3 except for systems

- where the orbital overlap is expected to be small. For these systems the valency

is chosen to be 1. Although the valency chosen is not the value of 5 expected
q,

from equation 7.25, the calculation of the activity coefficient at infinite dilution
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approximates the general trend observed. This is seen by comparing the values

for-log_ calculated in Table 7.7 with the experimental values of Table 7.1.

Table 7.4. Work fimct/on and density of relevant dements.

element work function molar volume reference

CeV) Ccm3/mole)
i

V(bcc) 4.44 23

NbCocc) 4.18 24

Ta(bcc) 4.00 24

Co(fcc) 4.40 6.7048 o 23,22

Ni(fcc) 4.91 6.58409 23,22

Cu(fcc) 4.48 7.11110 23,22

Ru(hcp) 4.52 8.1266 23,22

Rh(fcc) 4.80 8.28324 23,22

Pd(fcc) 4.98 8.84426 23,22

Ag(fcc) 4.26 10.26493 25,22

Re(hcp) 8,8602 r 22

Os(hcp) 4.55 8.42651 23,22

Ir(fcc) 5.00 8.5180_ 26,22

Pt(fcc) 5.12 9.0978 z 24,22

Au(fcc) 4.71 10.21676 23,22

The work functions and bulk moduli data which are necessary for the

calculation of the activity coefficient at infinite dilution have considerable

uncertainties. Consequently, there is a large uncertainty in the calculated activity

coefficients at infinite dilution. The use of better data for the work functions and
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the bulk moduli will clarify the degree to which Schaller's approach to calculating

activities is valid. I expect that better data will not lead to a significant

improvement in the calculation of the infinite dilution parameters unless some

. modifications to the calculations are made like that in Equation 7.25. It will be

interesting to find out ff K(n,*,neS,_) from Equation 7.25 is indeed constant for

_stems where n_, nos, andstructureof the solvent is constant.

Table 7.5. Bulk moduli data for relevant dements.

element bulk modulus, B1 dB1/dT reference
CJ/cm:b

Co 1.818E05 7.80 27

Ni 1.865E05 7.96 27

Cu 1.348E05 5.26 27

Ru 2.873E05 18.05 27

Rh 2.701E05 20.52 27

Pd 1.890E05 8.06 27

Ag 9.914E04 4.49 27

Re 3.633E05 --18 28

Os 3.772E05 .-22 28

Ir 3.595E05 23.22 27

Pt 2.726E05 13.74 27

Au 1.728E05 7.05 27

Definitions:

I_ =-I/VCdV/dP) T = I/CbIP+I_ °)

1/K I = BI = bulk modulus; KI = isothermal compressibility

bI = [d(1/K1)/dP] T = derivative of the bulk modulus with respect to pressure
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Table 7.6. Partial molar volume at/nfinite dilution.

system Vi(Xl =0) reference
(cm3/mole)

.,r

V-Co 7.2486 22

V-Ni 7.9860 22
B

V-Cu

V-Ru 8.8126 29

V-Rh 8.0226 30

V-Pd 8.3864 z 31

V-Ag

V-Re 4.0084 32

V-Os 8.1224 33

V-Ir 7.753_ 34

V-Pt 7.4246 35

V-Au 9.00 s 36

Nb-Co (10.0180o) 22

Nb-Ni 9.947 a 22
Nb-Cu

Nb-Ru I1.947s 22

Nb-Rh (9.7039 ) 22

Nb-Pd 9.71999 22

Nb-Ag

Nb-Re (11.2416) 22
lr

Nb-Os (10.974z) 22

Nb-lr 10.0131 22 b

Nb-Pt (13.762s) 22

Nb-Au 10.2168 37
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Table 7.6. Continued.

system vICXt-O) reference
CcmS/mole)

Ta-Co C9.6532) 22

Ta-Ni 10.056 22

Ta-Cu

Ta-Ru 10.329 z 22

Ta-Rh 9.834 a 22

Ta-Pd 9.6039 z 22

Ta-ag

Ta-Re CI0.458) 22

Ta-Os 10.18541 22

Ta-Lr C9.7848) 22

Ta-Pr C9.29e) 22

Ta-Au 10.570 T 38

Some of the partial molar volumes at infinite dilution that are given in Table

7.6 are put in parenthesis. The reason for this is that these values are calculated

from lattice parameters of a different phase than the stable phase at infinite

dilution. Consequently, some additional error will be added to the calculation and

the resulting values will be less certain than given. However, the amount of

uncertainty is unknown. From significant figure considerations in the calculations,

" the subscript on a value signifies that that number is uncertain.
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Table 7.7. Calculated infinite dilution parameters.

elemen_ _GtE_/R _GiEe/CRzt) z i -Iory.
CI_ CI_

Vanadium

v-co o.386,, 0.4, z
V-Ni 1.98 o -5.4s I 1.2

V-Cu -o.46 1 0.2
V-Ru 0.6300 -0.93 3 0.7

V-Rh 0.1695 -4.1e 3 4,2

V-Pd 0.3176 -6.2z 3 6,3

V-Ag 2.09 1 -0.7

V-Re -3.2s 3

V-Os 0.33:, -1.2s 3 1.2

V-It 3.6341 -6.5o 3 5.4

V-l_ 2.50 -7.89 3 7.2

V-Au 2.13 s -3.11 1 0.1
Niobium

Nb-Co 6.704 -2.5 s 1 -1.4

Nb-Ni 6.964 -8.4 r 1 0.5

Nb-Cu -3.4s 1

Nb-Ru 7.20z -3.9s 3 1.6

Nb-Rh 1.60a -7.19 3 6.8

Nb-Pd 0.7509 -9.2 a 3 9.2

Sh-Ag -0.95
Nb-Re 4.1 r 3

Nb-Os 4.3 s -4.29 3 2.9

Nb-Ir 2.089 s -9.52 3 9.0

Nb-Pt -10.91 3 -11

Nb-Au -6.1s I
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Table 7.7. Continued.

elements AGted/R aGi'=e/(Rzi) z i -log%,
(klO (klO

Tantalum

Ta-Co 5.733 -4.64 1 -0.44

Ta-Ni 7.25 s -10.5 a 1 1.1

Ta-Cu -5.5T 1

Ta-Ru 3.320 -6.0s 3 5.1

Ta-Rh 1.8080 -9.2s 3 8.9

Ta-Pd 0.5841 -11.3 z 3 11.4

Ta-Ag -3.02 1

Ta-Re 2.4 T 3

Ta-Os 2.7 8 -6.3 a 3 5.6

Ta-lr 1.6778 -11.60 3 11.3

Ta-l_ 0.0638 o -13.0o 3 13.3

Ta-Au 0.116 4 -8.24 1 2.8

aGled/R is the partial excess Gibbs energy due to dialational effects

_C;i_e/R is the partial excess Gibbs energy due to electronic effects

zt is the valency of the solvent i in the solute
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Chapter 8

8.1. Models of the Activity Coefficient as a Function of Concentration.

Modeling the activity or the activity coefficient as a function of

concentration is a difficult problem for acid-base intermetaUics. There is presently

no suitable model for predicting the thermodynamic data of acid-base

intermetallics. However, C. H. P. Lupis has a good review of thermodynamic

models available mr two component systems.[1] This chapter focuses on a few

of the simpler mathematical functions which can be used to fit the partial

thermodynamic data of these acid-base intermetallics. These functions are the Van

Laar equation[2], the cubic version of the regular solution equation[3], and an

equation derived from. synunetry considerations and the Fourier series. The use

of the first two of these functions for fitting the partial Gibbs energy in acid-base

systems are not expected to work well over large composition ranges since the

interactions are so strong in these systems. They, however, fit the data reasonably

well over a considerable range of homogeneity. The equation related to the

Fourier series also works weU.

Two models of a more fundamental nature are the defect species model[4,5]

and the associated species model.J6,7] Both of these models are usef_ for
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understanding the acid-base systems. They are, however, impractical considering

the limited number of data available and that the data are fit easily by using a

simpler function. A considerable amount of data and insight is still needed to pin

. down the best approach for fitting and ultimately predicting the activities as a

function of concentration.
d

The regular solution models.

The oldest and the simplest pair-wise interaction model is J. H. Hildebrand's

regular solution theory.[3] The regtdar solution theory states the following.

8.1 RTln. h _ OtVl[%Vd(XlV 1._.%V2)]2

and similarly

RVln'Iz = aV2[X1V1/(XIV 1+X2V2)]2

where a is related to the enthalpy of vaporization and the molar volume in the

following way.

8.2 a : [(AHbo.d,.gl/V1)I/2. (AH_ndi._/V2)I/212

and

8.3 AH_|ng = AHvao + Eprmottoa

In Hildebrand's treatment, aHv_ was used in Equation 8.2 instead of

. AH_i _. Brewer has proposed elsewhere that AH_i,¢ is the better term to

use.[8]
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If the molar volumes used in equation 8.1 are assumed to be constant as

a function of concentration, then they can be factored out to yield Van Laafs

equation.[2] In his model, the activity as a function of concentration is given by

8.4 = + BCX/X2))z

l,'t2= B/CI+B/AC)) 2
b

where

8.5 A = aV1/RT

B = aVz/RT

If the Van Laar equation is expandedin a seriesthe result is Hildebrand's

polynomial regular solution equation.[3]

8.6 In,h ffi blX22 + clX_3 + dlX24 + ...

inr:, = bz,X12 + cz,X13 + dz,X14 + ...

where

8.7 b1 = aV22/(V1RT)

b2 = _V12/(V2RT)

C1 : 2aVz2/(V1RT)[Vr/V1 - 1]

C2 : 2aVI2/('V2RT)[V1/V2 - 1]

bl/b 2 - V2/T'I

Cl/C 2 = -C_2/fV1 )2

Often only the b and c terms are needed to fit the data. If V1 = V2 from Equation

8.1 then b 1 - b 2. If only a cubic equation is used, the terms b and c can be
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related through the Gibbs-Duhem equation to yield the following relationships.

8.8 ba = b1 + 3/2c 1

C2 = -CI

. Many intermetallic systems can be fit over large composition ranges by

using the two constants b and c for Equation 8.6 and A and B for Equation 8.4.

The acid-base systems can also be modeled in these ways, but the accuracy would

not be expected to be good because of the large activity changes which occur in

acid-base stabilized systems. Consequently, this approach to fitting the activity as

a function of concentration must be used cautiously for these systems.

Pair-wise interaction including interactions with dejects.

Austin Chang and Joachim Neumann have proposed a method for modeling

systems with the CsCl crystal structure.J4] In their model, not only interactions

of A-A, B-B, and A-B are considered, but interactions with the defects are also

included. This approach is only valid over a small composition range in acid-base

intermetaUics since all pairwise bond energies are assumed to be independent of

composition. This is a poor assumption for acid-base stabilized alloys. However,

this approach works well in these systems if the range of applicability is less than

a few mole percent. Chang and Neumann have shown that this approach works

. well for the AlPd phase(stable at 44-55 % Pd at 1000°C) which is an acid-base

stabilized alloy.[4] The Austin Chang approach to modeling the activity is
,r

promising for phases like VPt and rpt v In most cases, the thermodynamic data
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can be fit with only one parameter called the disorder parameter. Any simple

ordered structurein which the types of defects are known can be modeled in this

way. For example, Edelin has applied this approach to the CoGa and NiGa

structures.[5]

This model is promising, but not enough data was obtained in the CsCl or

other ordered phases to warrant fitting it by this approach. More information on

phases like VPt and VPt3 will be needed before they can be properly modeled using

the defect interactions of Austin Chang.

Pair-wise interaction including an associated species.

The associated solution model applies to solutions where the components

A and B react in solution to give an associated species, ApBq.[6,7] The associated

species has an "effective" concentration in solution and can be treated as a third

component. The activity of both A and B will change dramatically at the

composition of ApBq. This is a convenient model since the add-base interactions

have large characteristic changes in activity at the "endpo_ts." However, the

difficulty for the acid-base alloys is to identify the composition of the associated

species.

In an associated solution, the overall composition of species A and B are

called Na and Na respectively. Some of the A and B atoms will react to give ApBq.

8.9 pA + qB - ApBq
v
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After reaction, the concentration of the species A, B, and ApBqare given by XA,

xs, and X_.

Usingmass balanceXA and Xs can be givenas a functionof the initial

- concentrations, NA and N., and the concentration of the associated species in

equilibrium, X_aq.

8.10 XA= NA- [p-NA(p+q-1)]X c

8.11 X. = N.- [q-N,(p+q-1)]X c

using a substitution for convenience

8.12 C=ApBq or Xc = X_

using the law of mass action from Equation 8.9 yields

8.13 K = XAPXBq ,yAP_llq/cxc _/C)

The regularsolutionequationfora threecomponentsysteminitssimplestform

isgivenasfollows

8.14 t._A = a_zXs2+ %Xc2+ XsXc(a_2+ %-a32)

The otheractivitycoefficients,"Isand rc,canbe obtainedby cyclicpermutation

ofalltheconstants.X¢needstobe determinedasa functionofconcentrationof

XAand Xs. Thiscanbe achievedwiththeGibbs-Duhernrelationship

8.15 0 = XAdltl'7 A + Xiidln,-/! i + Xcdh1,-/c

and the reladonsldpin Equation8.13. The resulting equadonis a fi_cdon of XA

. and X,whichinturncanbe changedto a relationshipinvolvingNAand Nsfrom

Equations8.10and 8.11.UnlesstheassociatedspeciesApBqisa simpleformula
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like AB or ABz, solving for the activity coefficient as a function of NAand Ns is

difficult. Although, this model is promising for acid-base alloys, its applicability

is limited by its complexity. This is emphasized by the fact that the associated

species,ApBq,willnormallybe a non-stoichiometriccompositionfor these

intermetallics.

Activity through symmetry in the Gibbs-Duhem relationship.

The reason symmetry is an interesting aspect to consider in the Gibbs-

Duhem relationship is that acids and bases are in many ways a symmetric

interaction. Real acids and bases, of course, will not be symmetric in the Gibbs-

Duhem relation. However, by examining the symmetric approach some insight can

be gained into what sort of functions should be considered for fitting the partial

thermodynamics in acid-base reactions.

8.16 HA ffiA" + I-I*;ZA ffi[A'][I-r]/[HA]

8.17 BOH = B. + OH" ;Ke = [B.][OH']/[BOH]

ff KA - I_ then the interaction is symmetric.

Both ideal solutions and regular solutions are symmetric in the Gibbs-

Duhem relation. For a two component system the relation is as follows.

8.18 Nad#, + X2d_z = 0

The function for the chemical potential is symmetric if

8.19 _, = f(XI)impliesthat ,uz = f(X2)
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since

8.20 a --"a° + RT/na

This implies that if the chemical potential is synunetric then the activity and the

, activity coefficient are synunetric or

8.21 a_ = g(X_) implies that az = g(X2)

and

8.22 _1 --"h(X_) implies that 72 = h(Xz)

for ideal solutions

aI = XI

for regular solutions

8.23 In'yI = b(1-X1)2= bX22

Coincidentally, the two simplest synunetric solutions to the Gibbs-Duhem

relationship are the ideal solution and the regular solution. What other synunetric

solutions to the Gibbs-Duhem relationship are there? Do any of these solutions

have any physical meaning which may prove useful in modeling the activity as a

function of concentration. We postulate that ali symmetric solutions to the Gibbs-

Duhem relationship can be given by the following equation.

8.24 In'11= IJ'XI[s(y)s(1-Y)]/Y dy

s(y) can be any function provided that the following limiting condition is true.

s(y)s(1-y) --, 0 as y -, 0 or 1

Some functions which satisfy these criteria are as follows.
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s(y) = sin_ny ; n=any integer

s(y) = 0 ;ideal solution

sO,) ffi y ;regular solution

s(y)ffieY-1

These functions can also be combined by multiplication or addition to yield

others which also satisfy the criteria. The symmetric consideration reduces the

number of functions to be considered. However, this still leaves an infinite

number of possibilities. For reasons suggested in the next section

sCv)ffisin_y

is an interesting function to consider. Note that

s(y)s(1-y) ffi (cos2_rny-1)

Conservationof functional form through the Gibbs-Duhemrelationship.

Polynomial Series

The sya_etric version of the activity greatly reduces the number of possible

functions. However, any real system is not symmetric. At best any real system

could only be approximated by a symmetric function. However, one could

postulate that the functional form should be reversible. This is better stated:

changing X with 1-X does not change the functional form but only the constants.

The conservation of functional form implies that the physical meaning of each

constant, ff any, is conserved. Additionally, in functions of this form ali constants
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can be interrelated through the Gibbs-Duhem equation independently of

composition. For any system the activity can be given by the following equation.

8.6 In'y=bX2 + cX3 + dX"4 + ...

- Note that by replacing X with 1-X does not change the functional form but only

the constants. The constant a is normally equated with pairwise interactions, the

constant b w_th the three way interactions, etc.

'rFoune Series

Using a Fourier series to model the natural log of the activity coefficient as

a function of concentration would work, but it is not the most elegant way to use

the Fourier series. One reason is that using the Fourier series in this way does not

yield a function of the same functional form upon integration through the Gibbs-

Duhem equation.

The more elegant approach using Fourier series follows. Since the Gibbs-

Duhem equation states

8.2S X_dln_1 + X2dln_2= 0

it then follows

8.26d_._= F(Xl)nq dX_; d1._2= F(Z-X2)/X_dX2

LetF(XI)be expandedina Fourierseries.

8.27 F(X1)= ao + n.Or.= anCOSf2nXI + bnsin_2nXI

ThroughtheGibbs-Duhemrelationshipthisyieldsthefollowing.

8.28 F(1-X2)=G(X2)= ao*+ n.lZ"an*cos,2nX2 + bn*sinlr2nX2
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where

Q t

an = an and bn =-b n

or Equation8.27 could be stated

8.29 G(X_)= ao + .._" a_cos_2nX_- b.s/n,2nX2

The coe_cients an and b. are given by

ao= d'F(x,)cos2,nx_dX,

b,= JIF(X1)sin2rnX1dXI

As canbe seen,thesamefunctionalformisretainedthroughtheGibbs-Duhem

relation.Theonlychangeisintheconstants.

Due to thelimitingcondition,

In"h -.. 0 as X1 -. 1 and

in,h -. Constant as X_-. 0

the following restriction on the constants is obtained.

8.30 _" an = 0

Equation 8.31 is the main restriction on the constants. However,other restrictions

also occur. Forexample, the activity of each species must be a steadily decreasing

function with decreasing concentration of that component. This will affect

relationships between constants.

Integrationof Equation8.26 results in the following general functionalform

for the natural log of the activity coefficient.

8.31 lh,h = lfXl{,.l_'anCOS2xnX+ r,.l_'bnsin2xnX}dX
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8.2. Experimental Data: Activity _cient versus Concentration.

Comparisonsof curves.

Ali plots of the log of the activity coefficient versus concentration are given

on the same scale for comparison. Recall the definition of activity coefficient

defined in Chapter 3. As

Xv -. 1 then _v -' 1 and -los% -. 0

It is easy to see that the plots for V-Ni and V-Au show much weaker interactions

than the V-Pd or V-It. There is an interesting phenomenon which is apparent if

the V-Pd and V-Rh plots are superimposed. The two curves cross at around 15

mole percent vanadium. Cima reported a similar cross over for the Nb-Pd relative

to the Nb-Rh systems.[12] This cross over impl/es that the V-Rh interactions are

stronger than the V-Pd interactions beyond 15 mole percent vanadium. At high

concentrations of noble metal, however, the V-Pd interactions are stronger than

the V-Rh interactions. Some reasons why this cross over occurs are mentioned

in Chapter 9. From the data for the Ta-Rh and the single point on the Ta-Pd

system the same cross over is expected to occur. Consequently, there is a

consistent behavior for the VB transition metals interacting with Pd and Rh. As

will be discussed later, this phenomena supports the chaxacterization of these

materials as acid-like and base-like materials.
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8.3. Fitting the Thennodynam/c Data.

The V-Pd system

There are enough data for the V-Pd system to attempt to fit the activity

over the entire composition range of the solid solution of vanadium dissolved ina

paUadium, then from this fit to integrate to obtain the activity of Pd in V as a
a

function of concentration. The Gibbs free energy of formation of V0.sPd0.s can

then be estimated.

Fitting the activity coefficient

Equations 8.4, 8.6, and 8.31 are used to fit the partial Gibbs energy of

vanadium in palladium and the partial Gibbs energy of niobium in palladium as

a function of composition. With a minimal number of parameten to fit it can be

seen that these functions reproduce the data reasonably well.

The Fourier series:

8.32 -log% ffi 1.631351J'xv[(1-cos2_rX)+ 0.75sin2_rX]/XdX

errz - 0.30138

The value of n is identified by observing where the largest change in the log of

the activity coefficient occurs. For example is the largest change is at 50% then

n=l. If the largest change is around 33%, then n=2. If the largest change is

. around 25% then n=3. If the largest change lies between these areas a weighted

average of two functions can be used. The relative contribution of the sine and

cosine functions can be estimated from the slope of the curve at zero
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concentration of vanadium. The cosine terms all have a zero slope at zero

concentration of vanadium. Lastly, the scaling coefficient is fixed by a

representative data point. In this case, it is the value of-log% at Xv = 0.1275.

The Van Laar equation:

Using the Van Laar equation the activity coefficient can be fit to the

foUowing equation.

8.33 -log% = 6.07241/(1+1.32638XF_ 2

r2 = 0.998375 ; r = correlation coefficient

etf = 0.14601

The regular solution equation:

Using the regular solution fit with a cubic term the activity coefficient can

be fit to the following equation

8.34 -log% = 2.60572Xpd2 + 3.45910X_ 3

r2 = 0.998645

err2 -- 0.13555

The Van Laar fit and the regular solution fit are obtained by the Gauss-

Newton convergence method. The correlation coefficients for the fits give some

measure of the goodness of fit for Equations 8.34 and 8.35. The err2 term is the

sum of the difference of fitted data points to measured data points squared. The

smaller errz is the better is the fit. Consequently, it appears that the regular

solution equation yields the best fit.
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Table 8.1. Comparisonof exl_fimental versusfitted activity coefficient.

Xv -log%exp. -Iog-/v8.32 -log,,iv8.33 -Iog%8.34

0.004 5.880 5.681 6.008 6.003
m

0.041 5.450 5.371 5.438 5.447

0.1275 4.511 4.511" 4.261 4.281

0.215 3.220 3.528 3.267 3.279

0.411 1.762 1.447 1.638 1.611

0.471 1.116, 0.958 1.277 1.241

0.520 0.823 0.632 1.023 0.983

0.500 0.757

* value used to fit constant

Inte_atinz V-Pd system

Equations 8.32-8.34 can be integrated through the Gibbs-Duhem

relationship to yield the following equations.

The Fourier series:

8.35 "los'b_ = 1.631351fxpd[(1-cos2xX) - 0.75sin2xX]/X dX

The Van Laar equation:

8.36 -log,hd= 4.57818/(1+0.75393Xp_) 2

The regular solution equation:

. 8.37 -iog"ypd = 7.79437Xv z - 3.45910Xv 3

Table 8.2 lists some values obtained from the Gibbs-Duhem integration. The
a

variation in activiv/of palladium in vanadium can be seen to be small at high
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concentrations of palladium. However, the deviation increases significandy with

increasing vanadium concentration. Consequently, the choice of the function used

to fit the data affects the data obtained through the Gibbs-Duhem integration. At

Xv =0.50 the free energy of formation is given by the following.

0.SV + 0.5Pd = V0.sPd0.s

AGf,10oo.c/R = -3.5 -+ 0.6 (kK/mole)

when the value for the activity of paUadium is obtained from the Fourier series

integration.

Table 8.2. Integration to obtain the activity coefficient of Pd.

X_ -Ios'7_8.35 -iog-t_8.36 -Ios_1_8.37

1.00 0.0000 0.0000 0.0000

0.95 0.0069 0.0195 0.0191

0.90 0.0314 0.0755 0.0745

0.85 0.0786 0.1647 0.1637

0.80 0.1523 0.2839 0.2841

0.75 0.2545 0.4303 0.4331

0.70 0.3852 0.6014 0.6081

0.65 0.5423 0.7947 0.8065

0.60 0.7210 1.0082 1.0257

0.55 0.9147 1.2400 1.2631

0.50 1.1147 1.4882 1.5162
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The Nb-Pd system

Using the data of Cima[14] the partial Gibbs energy of niobium in

palladium is fit using the Fourier series as has been done in the V-Pd system.

Fitting the activity coefficient

Using the same methods as in the V-Pd systenh the log of the activity

coefficient can be fit to the following equatiom.

The Fourier series:

8.38 -log'IN b ---- 2.59219 If xnb[1-cos81rX]/X dX

err2 = 1.1398

The Van Laar equation:

8.39 "log'lub= 10.9771/(1+2.91458XH_ z

r2 = 0.997015

errz = 1.1038

The regular solution equation:

8.40 -log,_mb=-15.8224X_ z + 26.3660X_ 3

rz = 0.997858

err2 = 0.54602

As in the V-Pd system, the fit using the Fourier series is not the best

. obtainable from this equation. The fit is done more by trial and error than by

any mathematical convergence method. The one point indicated in Table 8.3 is

used to fix the comtarlts in 8.39. As in the V-Pd system the value of n is chosen
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fromtheshapeof the titration curve.

For the Van Laazequation and the regular solution equation, the parameters

are fit using the Gauss-Newton method of convmgence, the correlation coefficients

for the latter two fits are also given. Once again, the regular solution equation

yields the best fit. However, the Fourier series fit seems to be better for this

system.

Table 8.3. Fitting of acfiv/ty coemc/ent in Nb-Pd system.

XMb -Zog_Nbexp. -iog_ub8.38 -log'yHbS.39 -Iog'lub8.40

0.030 9.219 9.499 9.237 9.176

0.037 8.379 9.317 8.878 8.873

0.067 8.181 8.224 7.506 7.640

0.104 6.516 6.516" 6.129 6.263

0.135 5.300 5.188 5.186 5.226

0.139 4.683 5.040 5.076 5.099

0.150 4.796 4.669 4.787 4.760

0.171 4.192 4.117 4.282 4.148

O.180 3.811 3.945 4.082 3.898

* value used to fit coefficient

Intezrating the Nb-pd Scstem

The integration of 8.38-8.40 through the Gibbs-Duhem relation yields the

equations given in 8.41-8.43.

The Fourier series:

8.41 -IOe%dffi 2.59219 if x_ [1-cos8_rX']/XdX
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The Van Laar equation:

8.42 -lOg%d = 3.76627/(1+0.343103X_q_b )z

The regular solution equation:

8.43 -los'y_ = 23.7266XMbz- 26.3660Xub _

Table 8.4. Integration to obtain the activity coefficient of Pd.

X_ -iog_F_8.41 -/og,y_j8.42 -!og%_.43

1.00 0.0000 0.0000 0.0000

0.975 0.0043 0.0182 0.0144

0.95 0.0327 0.0666 0.0560

0.90 0.2141 0.2254 0.2109

0.85 0.5009 0.4345 0.4449

0.82 0.6426 0.5733 0.6150

The regular solution equation and the Van Laar equation are the two

simplest functions to fit the natural log of the activity coefficients. They both

work satisfactorily in the V-Pd and the Nb-Pd systems over the entire Pd solid

solution range, which is surprising since the strong interactions in the V-Pd and

Nb-Pd systems would seem to disaUow the use of these functions over large

composition ranges in these systems. It can be seen upon integration that the

activity of palladium depends on the functional form used. For this reason, it is

important to obtain the best functional form for the most accurate values of the

' activity of palladium in vanadium or niobium. The use of the proper equation is

especially important when limited data are available.
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For both the Nb-Pd and the V-Pd systems, the regular solution equation

seems to fit the data the best. However, the uncertainty in the data is large

enough so that any of the other functions presented could easily be a better choice

if more accurate values were obtained. The Fourier series fit is documented since

it was tried. It fits the data reasonably. However, it is cannot be used as easily
|

as the other functions presented.

8.4. Con-eJations Between Thermodynamics and Alloy Properties.

A considerable amount of data on the thermodynamics of acid-base

stabilized alloys is presently known• However, any correlations of the increased

stability of these alloys on other material properties has not yet been determined.

Consequently, some attempt at correlating material properties to acid-base stability

is presented here. The density of states at the Fermi level, the Debye temperature,

and the hardness can ali be correlated, at least in part, to acid-base stability.

Electronicstructureof alloys

The electronic specific heat is related to the density of states at the Fermi

level by the foUowing equation•

8.44 .y - 2/3 _r2 kl2 n(E F) - 2/3 _r2 ks2 (1 +_) n0(EF)

The important aspect to note is that the density of states at the Fermi level is

directly proportional to the electronic specific heat• Since both V-Pd and V-Pt are

acid-base stabilized alloys, the enthalpy of formation of these aUoys will be
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considerably negative. For any alloy the enthalpy of formation is given by

integrating the density of states function for the product alloy minus that for the

constituent elements.

- 8.45 AHt -----0j'Sf'kxl3yflAxayCE)dE - X[0J'Ef'AflACE)dE ] - y[oj'Et'efts(E)dE]

Note that this equation is only exact at OK. As temperature is increased, the upper

limit of the integral must increase. The general form, however, remains the same.

For acid-base stabiliT.edalloys, the net effect is that the density of states will

drop in the alloy relative to the elements because of the large enthalpy of

formation. Consequently, it is likely that the density of states at the Fermi level

will also decrease in the alloys relative to the elements. Considering this argument

further, the density of states diagram for the noble metals normaUy shows a high

density of states near the Fermi level.[14] These are the nonbonding electrons in

the noble metal. These electrons are donated to the acid in these alloys. Hence

the paired electrons at the Fermi level in the base become bonding electrons in the

alloy. This, consequently, should decrease the Fermi level of the alloy relative to

the elements. Table 8.5 shows that this is indeed what is observed, at least for

systems which have a strong acid-base interaction. The only two exceptions are

the V-Au system and the V-Os system which are both weakly interacting systems.
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Debye temperatures

The Debye temperature is related to the cut off frequency of lattice

vibrations in a solid. This frequency is related to the strength of the bonds in

the alloy, the crystal structure, and the reciprocal of the average mass of the

atoms. Since the bonds are stronger in the acid-base stabilized alloys, one would

expect the Debye temperature to be larger in the alloys relative to the value

expected for a hypothetical phase of the same composition having no increased

stability. The hypothetical Debye temperature is givenas follows

8.46 (x+y)Cl/o'0) 3= xCI/ODA)3 + y(l/O0') 3

O*Dis the hypothetical Debye temperature for an alloy with the formula AxBy.

That is e°. is the value of the Debye temperature such that the low temperature

limit of the heat capacity is a linear combination of the heat capacity of the

elements.

For all the strongly interacting systems, oD is larger than o°0. The

exceptions are VOs and Vo._Ir0.3r The first is a weakly interacting system, but

the discrepancy for the second must remain unexplained or attributed to the effect

of structure on the Debye temperature.
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Table 8.5. Correlation of elecu_nic properties of alloys.[15-19]

system _ 8D(o'D)

V 9.9 399

V-P_.__!t

. 1/4V3Pt 7.19 511(285)

1/2VPt 3.38 335(242)

1/3VPt 2 2.00 314(224)

1/4VPi 3 3.24 298(217)

Pt 6.6 200

v-P____dd

1/4V3Pd 5.06 469(322)

1/2VPd 4.99 366(283)

1/3VP_ 3.S9 388(265)

1/4VPd 3 3.97 427(258)

Pd 9.42 240

V-_.._._

1/4V_Rh 2.51 485(414)

Rh 4.9 480

V-I__rr

1/4V3Ir 1.94 445(404)

V._r._ 3.67 414(405)

V._Ir.3 T 1.71 395(406)

lr 3.1 420m

191



Table 8.5. Continued.

system _ %Ce*D)

V-Au

1/4V3Au 11.1 398(246)

Au 0.729 165

V-Co

1/4V_Co 2.78 560(409)

Co 4.73 445

V-N_.__ii

V.TsNi.22 4.5

Ni 7.02 450

V-O....._ts

1/2VOs 4.76 385(438)

Os 2.4 500

-y= electronic specific heat nO/g atom K2

e D - Debye temperature in K

Physical propertiesoi alloys

The acid-base interaction in metals will affect the physical properties of a

material: tensile strength, toughness, hardness,corrosion resistance,etc. Table

8.6. shows how the hardness in the Zr-Rh and the Zr-Pd systems is correlated to

the heat of formation. Note that in th' zirconium-rhodium system, the hardness

is roughly proportional to the heat of formation. Since the acid-base intermetallic

w

interaction is roughly correlated to the enthalpies of formation, it is reasonable to

conclude that the hardness is also. This is just another example of how increased
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stability which occurs in acid-base stabilized alloys can be directly related to the

material properties. In a like manner the acid-base stabilization will be correlated

to the other material properties mentioned and should also be very useful for

. optimizing material properties.

Table 8.6. Vickers Hardness of some Zr-Rh and Zr-Pr compounds.[20-24]
tt

phase hardness (kgf/mm 2) -AH_,2_R (kK/mole)

Zr-Rh

Rh 95 0.0

Cl:J,..)lh'n 400

1/4ZrRh_ 6,50 9.35 -+ 0.48

1/8Zr3Rhs 870 _+10 10.38

1/2ZrRh -- 9.12 -+ 0.60

1/3ZrzRh 440 6.66 -+ 0.24

Zr -- 0.0

Zr-Pt

Pt 0.00

Pt.o3osZr._s_s 398

Pt.ogrtZr.9oz_ 844

Pt.135oZr._sso846

ZrPt3 15.35 _+1.01
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Chapter 9

9.1. Conclusions.
is

There is much more work yet to be done to quantitatively characterize the

Lewis acid-base intermetallic interactions. Although, enough data now exist such

that some models can be tested. However, much work still needs to be done to

develop a model which is physically accurate, relatively simpl_, ,v.ld allows for

accurate and easy calculations of the thermodynamic properties of the acid-base

There are a number of qualitative trends for the relative strength of the

interaction. These trends in light of the information presented in this thesis are

reviewed in this chapter.

Trends of relative interaction

ff any element of the group VIIIB to XB transition metalsCbase) is reacted

with any element of the group IIIB-VB transition metals(acid), then it is known

that interactions with Sd transition metals are normally stronger than interactions

. with 4d transitions which are stronger than interactions with 3d transition metals.

The complete trend is summarized in Table 9.1. This trend is a result of the fact
o

that the Sd orbitals extend further relative to the core than the group 4d orbitals,
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and the group 4d orbitals emended further relative to the core than the group 3d

orbitals. The only factors which can oppose this trend are the effect of the

number of radial nodes in the overlapping d orbitals and the elastic strain energy

induced from atoms of different size being dissolved into the solvent lattice. The

strain energy is usually a small percent of the interaction except in weakly

interacting systems. Additionally, the size of the orbitals dominates over the effect

of matching radial nodes as will be shown in the next section.

Table 9.1. Relative trends within a group

decreasing _H_

5d-5d > 5d-4d > 5d-3d

4d-5d > 4d-_ > 4d-3d

3d-5d > 3d-4d > 3d-3d

The effect of radial nodes

3d orbital wave functions have no radial nodes, 4d orbitals have one radial

node, and 5d orbitals have two radial nodes. One would expect that there would

be better overlap for d orbitals with the same number of radial nodes. If sizes

are neglected, 4d orbitals will overlap with 4d orbitals better than 4d orbitals with a.

5d orbitals due to the effect of radial nodes. To observe this the effect consider
o

the Zr-Pd(4d-4d) system versus the Hf-PdCSd-4d) system where the relative
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sizes of zirconium and hafnium are nearly equal. Consequently, the 4d and 5d

cores are about the same in size. Remember, however, that the Sd orbitals are

more extended than the 4(t orbitals. Fromthe first arguments due to size, one

. will expect a stronger interaction in Hf-Pd than in Zr-Pd. From the latter

argument due to radial nodes, one will expect a stronger interaction in Zr-Pd

than in Hf-Pal. Due to the opposing effects, the result will probably be that the

resulting interaction is nearly equal. Kleppa[1] found that the enthalpy of

formation for ZrPdis -122.6 _+7.0 lO/mole and that for HfPd is -134.8 _+7.8

W/mole. The formationenergy of HfPd is more negative by 12.2 lo/mole. This

supports the claim that the size effect of the orbitals is the dominant effect. Yet

from only one example the effect, if any, of the differingnumberof radial nodes

cannot be ascertained. The radial node effect would be expected to be reversed

for the Zr-Pt(4d-5d) system versus the Hf-lt(5d-5d) system. Fromthe first

arguments due to size of orbitals, one would expect the interaction to be stronger

in Hf-lt than in Zr-lt. Fromthe second argument due to the number of radial

nodes, one will also _t the interaction to be stronger in Hf-lt than in Zr-lt.

Consequently, one will expect that the Hf-lt interaction will be considerably

greater than the Zr-lt interaction. Kleppa[2] found the value of -191.9 +_12.4

" k2/mole for ZrPt and -227.3 _ 13.2 lo/mole for HfPt. The formationenergy is

35.4 lo/mole more negative for HfPt. This increase in stability from 12.2 lo/mole

for opposing effects to 35.4 lO/mole for complimentaryeffects is consistent with
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the explanation of effects due to size and number of radial nodes.

Trends of relative interaction as a function of increasing atomic number

For a particular acid such as vanadium, interactions increase as the atomic

number of the base is increased in any particular row of the transition series. In

all cases, there seems to be a maximum of interaction around group IXB or XB

in dilute solutions of vanadium. The maximum strength of interaction can be at

a lower group number at higher concentrations of the acid. This trend in the

relative strength of interaction is primarily a combination of two effects, one is

due to the number of nonbonding pairs on the base and the other is due to the

size of the nonbonding pairs on the base. As the atomic number is increased the

number ofnonbondingpairsincreases.(seeTable2.1)Although,as theatomic

number increases the size of the d orbitals decreases. Consequently, by the time

the group XIB metals are reached there is very little overlap and very little acid-

base interaction. On the other hand, the group VIIB transition metals have larger

orbitals for overlap, but they only contain a fraction of a nonbonding pair of

electrons. As a result, the group VIIB transition metals do not interact strongly

with the acids.

The relative strengthofinteractionasa function ofconcentration

At infinite dilution of vanadium, the interaction of vanadium with palladium

is stronger than the interaction of vanadium with rhodium. However, as the

concentration of vanadium is increased the interactions with rhodium become
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stronger than the interactions with palladium. CJmaand Brewer have explained

this phenomena already for the analogous interaction of niobium with rhodium

versus niobium with paUadium.[3] Their argument follows.

. Assuming that each of the orbitals on the noble metal takes on a different

size due to the crystal field effect, the nonbonding electrons on palladium and

rhodium are expected to be located in the lest accessible orbitals for bonding.

That is the smallest orbitals. The electronic configuration for rhodium is

approximately sp2d6 and the electronic configuration for palladium is approximately

spZd7. Consequently, rhodium has I nonbonding electron pair in its least

accessible d orbital and palladium has 2 nonbonding electron pairs in the two least

accessible d orbitals. The size of each of the d orbitals on rhodium will be

expected to be larger than each corresponding d orbital on palladium due to the

difference in nuclear charge. As a result, the least accessible nonbonding pair on

palladium will be in a more contracted orbital than the nonbonding pair on

rhodium. The other nonbonding pair on palladium will be in a more extended

orbital than the first pair which is likely to be more extended than the nonbonding

pair on rhodium. When vanadium is reacted with the noble metals in small

mounts, the strength of the V-Pd interaction is expected to be larger than the

" V-Rh interaction. AS the concentration of vanadium is increased, the more

extended orbital on the palladium will be used up in bonding and its less extended

orbital will begin to be used. At this point the interactions of vanadium with

201



rhodiumwillbegintodominateovertheinteractionsofvanadiumwithpalladium.

This qualitative argument agrees with the observed trends. Another

explanationforthecurvecrossoverfollows.Considerthatrhodiumisa mono-

base(electronicconfigurationofspZd6 correspondingto 1 nonbondingelectron .

pair)andpalladiumisa di-base(electronicconfigurationofspZdzcorrespondingto

2 nonbondingelectronpairs).Also,notethatvanadiumisamono-acid(electronic

configurationofsd4 correspondingto1 vacantd orbital).Giventhissituation,

a di-basereactingwitha mono-basewouldbe expectedtohavesharpchangesin

the activity coefficient at 33.3 mole percent vanadium and 66.6 mole percent

vanadium.Thesepointscorrespondtothe"endpoints"oftheacid-basetitration.

However,amono-basereactingwitha mono-acidwouldbe expectedtohaveonly

one sharp change in the activity coefficient occurring at 50 mole percent

vanadium. Using the following equation which is the sum of Equations 8.6 and

8.24 given in Chapter 8, the "endpoint" conditions outlined above are simulated.

9.1 -In% = X.H2 + 0_xc"N)[sinC_NX)]2/C1-X)dX

For N = 1 the mono-acidversus the mono-basecondition is simulated, and for

N ffi 2 the mono-acid versus the di-base condition is simulated. Changing only the

value of N in Equation 9.1 yields two plots for the natural log of the activity

coefficient as a function of concentration which are superimposed in Figure 9.1.

The change in the log of the activity coefficients at the "endpoints" is very gradual

for this equation which is reasonable for these metallic systems because the
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"endpoints" are not expected to be weU defined. Note, interestingly, that the two

curves cross at 15 mole percent of acid. This composition corresponds to the

point where the V-Rh versus the V-Pd curves cross, Figures 8.1 and 8.2, and this

. also corresponds to the point where the Nb-Rh versus the Nb-Pd curves cross,

Figures 8.7 and 8.8. Note that the two curves in Figure 9.1 cross a second time

at 52.5 mole percent of acid. This phenomena is not observed in the V-Rh versus

the V-Pd systems. However, the interaction of V-Rh versus V-Pd at high

concentrations of vanadium does not differ much. Note that no additional

significance to the argument for the curve cross over should be added than the

behavior observed is consistent with that expected from acids and bases.

2.5 ""'"'x mono-acid with mono-base

_ 2 _,. ------.mono-acidwith di-base
(.3 "_

1,5

g 1 N

I 0.5 ......
°*_,,s

0 " " _ " 1
- 0 mole fraction of acid

Figure 9.1. Schematic plots of the log of the activity
coefficient as a function of concentration for both a
mono-acid titrated with a mono-base and a mono-acid
titrated with a di-base.
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Modelingand fitting data

Infinite dilution parameters

Schaller's[4-6] approach to calculating activity coefficients at infinite

dilution is at least representative of the trends observed. More accurate

informationabout the work functions, the bulk moduli, and the lattice parameters

for the alloys is required to determine the extent to which this theory is valid.

The basic premises by which the activity coefficients at infinite dilution are

calculated by Schaller'smethod would seem to suggest that implementing better

values for the physical constants used will not result in significant improvements

to the calculations. However, the moderate success of his functional formwould

suggest that from experimental values for the activity coefficient at infinite

dilution, the physical parameters for each element could be calculated. Then from

these calculated pseudophysical parametersaccuratevalues of activity coefficients

at infinite dilution could be calculated for systems for which there is no data.

ActiviWcoefficient as a function of concentration.

To calculate the activity coefficient as a function of concentration for the

CsClstructure and other simple oraeredphases, the best model, provided that the

solubility range is small, is that of Austin Chang. For solid soiution ranges or

complicatedcrystal structures in any acid-basealloy, another model is necessary.

In the V-Pd and Nb-Pdsystems, fitting the log of the activity coefficient to the

cubic regular solution equation or the Van Laarequation will reproduce the data

2O4



well within the uncertainty of the experimental data. In addition, fitting the data

using the functional form obtained from the Gibbs-Duhem equation, symmetry of

interaction comideratiom, and the Fourier series also works well. This approach,

. however, is questionable in regard to whether the constants fitted have any

physical meaning. It, however, works weU as a way to fit the data, and also it

lends itself to fitting data sets which cannot be fit by the regular solution equation

or the Van Laar equation.

9.a. RemainingWork.

More data on any of the systems for which acid-base interactions occur is

desirable. Of course, more accurate data would also helpful. The absolute

accuracy of the activity coeffidents tabulated in Appendix H could be as much as

-4-1/2 in error in the term -log'Iv. This is a generous estimate. Note, however,

that some of the error is systematic because the same thermodynamic data is used

for all the V-NM(noble metal) systems. Consequently, the shape of the activity

versus concentration curve is preserved although it may be shifted or distorted

slightly. As a result, the relative error between ali points in the V-NM(noble

metal) systems is much less than _ 1/2 in -log%.

- The error in the activity coefficients is a function of several errors and

. assumptions. The compositional error is given in Appendix C under the sections

on the microprobe and the SEM. Usually, the compositional analysis is within __ 1
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mole percent. In the future, the compositional error will have co be reduced to

obtain more meaningful activity coefficients of vanadium at high concentrations

of noble metal. The uncertainty in the thermodynamics used for the vanadium

oxides also affects the accuracy of the activity coefficients calculated. These

thermodynamic calculations also involve the assumption that the activity of each

vanadium oxide phase is equal to 1. This assumption is reviewed in Appendix

B. This equlh'bration technique can be improved by better thermodynamic data

for the vanadium oxides and the vanadium carbides. Also, it can be improved by

finding better methods for converting the available thermodynamic data activities

of vanadium in the vanadium oxides or the vanadium carbides.

More data on the V-IX, V-Pr, Nb-lr, Nb-Pt, Ta-Lr, and Ta-Pt systems are

needed to see ff the interactions of Ix and Pt with the group VB transition me,,:als

exhibit the same behavior as the interactions of Rh and Pd with the group VB

transition metals. More specifically, are the interactions of group VB transition

metals with Pt stronger than w/th Lr at infinite dilution, and at higher

concentrations of vanadium are the interactions with Lr stronger than the

interactions with Pt? Experiments of this sort should help to emphasize the

similarity of these interactions to that expected from acids and bases.

Ultimately, some characterization of the interaction of mixtures of noble

metals with various metallic acids like vanadium would be insightful. For

example, titrate a mixture of iridium and platinum or a mixture of iridium and
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gold with an acidic metal like vanadium. This would be helpful in isolatLng the

contribution to stability due to the number of bonding of '_base"electrons from

the contribution to stability due to the orbital overlap of each "base" electron pair.

9.3. A Long Term Goal.

In the end, the characterization of the acid-base interaction which occurs

in intermetallic systems will enhance the ability to predict intermetallic phase

diagrams and also material properties. This grand expectation does not exclude

the need for more fundamental approaches. For the ultimate goal is to determine

and quantify the simplest set of factors which dominate the thermodynamic

stability. Consequently, all angles of approachto the problem are needed. The

Engel-Brewer and atomic size correlations are the least complicated, ali

encompassing way of predicting phase stability quickly and semi-quantitatively.

These correlations, however, are not without their limitations. Consequently,

improvements and refinements to these correlations are still needed.

9.4 The End

Since the noble metals are not as unreactive as they are often believed to

- be, they must now be viewed in a new way. The noble metals must be classified

as very reactive elements. Consequently,platinum in many high-temperature,a

experiments is not a good choice for use as a supposedly inert crucible. Likewise,

207



the use of platinum or palladium as an electrical connection in some high-

temperature systems may also be a poor choice. On the other hand, the material

properties of these highly stable alloy _'txtures will certainly be a strong function

of their acid-base strength. For any system which uses noble metals or noble

metal alloys, the use of these alloys could be optimized with a knowledge of the
m

relationship of their acid-base strength to the material properties of interest.

When alloys are among the most stable known, hard, tough, and oxidation

resistant, there can be no end to the number of applications for which they are

weU suited.
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Appendix A

CompilationofSampleeqm'l'tmuionHismrim.
u

The sample histories of all samples prepared are listed in Tables A.1 - A.10.

The starting ninth, equilibrated phases, percent weight loss, and equilibration

times are tabulated for ali samples. For equilibrated alloy compositions in the

composites see Appendix H.

Annealing times in Tables A.1 - A.IO are given in the format: the number

of hours followed by the temperature in °C in parenthesis. The percent weight

loss applies to the total weight change which occurred over ali heat treatments

and does not include weight losses due to sanding, cutting, etc. of the sample

outside of the furnace between heat treatments. Weight losses( or gains) are

attributed to vaporization of the pellet, reaction with gaseous species, or reaction

with the container.

The sample number corresponds to the page number in the notebooks

where information about that sample begins.
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Table A.1. V-Pd samples.

sample materials phases % loss annealing time, hrs(°C)

213B VO/V/Pd VO/V203/Pd 1.26 48(800), 570(1000)

237A V2OyrC/Pd V20/V 0.50 264(1150), 95(1000)

" 237B VO/VzO3/Pd VO/Pd 0.55 503(1000)

233A VzO3/Pd VzOg_V3OJPd >0.71 >128(1000)

233B V30_/Pd VzO3/Pd 20.9 240(1000), 95(1200), 72(1000)

217B VzOytV/Pd VzO/VO/Pd 0.78 594(1000)

238B V2Oyrv'/Pd V40/V20/Pd 0.08 503(1000)

239B VzOytV/Pd V20/V 0.19 503(1000)

236A VzO_Pd V203/Pd 2.64 168(1050), 128(1000)

236B V2OytV/Pd V2OyIPd 9.6 168(I050), 95(1200), 72(1000)

291A V/VO/Pd V/VO/Pd 0.40 336(1050), 128(1000)

291B VO/V203/Pd V20_/Pd 1.0 258(1000)

292A V203/Pd VzO_'V3Or,/Pd >1.57 >90(1000)

292B VO/Pd VO/V203/Pd >0.12 >128(1000)

292C VsO_Pd ? 3.64 240(1050), 128(1000)

. 293A V2OytV/Pd V3OJPd 2.73 48(800), 392(1000)

293B VzOytV/Pd VzO_Pd 1.9:3 48(800), 354(1000)

546A V/V20_Pd V203/Pd 7.09 208(1100), 170(1000)

546B V/VzO3/Pd VzO_/Pd 4.80 208(1100),170(1000)
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Table A.I. V-Pd samples, contd.

sample materials phases % loss annealing time, hrs(°C)

546C V/V203/Pd V20_Pd 4.08 208(1100), 170(1000)

301B V/C/Pd ? -0.01 22(1100), 47(1200), 75(1250),

56(1100)

470A V/CJPd VzCJVC/Pd 0.83 42(1100), 76(1000), 94(1000)

470B V/C/Pd V2C/VC/Pd 0.31 76(1000), 94(1000)

471A V/C/Pd VCJC/Pd 7.62 42(1100), 76(1000), 67(1000)

471B V/C/Pd VC/C/Pd 2.17 76(1000), 67(1000)
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Table A.2. V - Rh samples.

sample materials phases % loss annealing time, hrs(°C)

216A VO/V:,Oy/VRh 4.75 168(1050), 90(1000)
J

216B VO/Rh VO/V20_rVRh 0.23 168(1200), 45(1000)

" 297A VzO3/V/Rh VO/V 0.22 336(I050),292(1000)

297B VzO3/V/Rh V40/VzO/V 0.18 168(1300),336(I050),

292(1000)

297C VzOe/V/Rh V20/VO/V 0.30 168(1300), 336(I050),

292(1000)

473A V/V2Oy/Rh VzO/VO/V 0.44 24(1150),166(1100),113(1000)

605A V/V20_Rh V20_Rh 0.37 100(1200), 21(1100), 65(1000)

605B V/V20]P,h V2Oe/VRI_ 0.11 100(1200), 21(1100), 65(1000)

301A V/C/Rh ? -1.08 22(1100), 47(1200), 101(1250),

33(1225), 35(I150), 99(II00),

56(1000)

583A V/C/Rh VC/C/V_ 1.02 86(1100),94(1000),21(1225),

12(1175), 12(1075), 26(1000)

. 604A V/C/Rh V2C/VC/VRh 0.45 I00(1200), 21(II00), 65(I000)

213



Table A.3. V - Ir samples.

sample materials phases % loss annealing time, hrs (°C)

213A VzOyrV/lr V20/VO/IrV 3 0.20 460(1000)

294A V2Ot/V/Ir VO/V2Oy_rV3 0.13 168(1300), 381(1000)

296A V20_/V/Ir V_O3/IrV/IrV3 0.19 450(1000)

294C VzOyrVIIr VOIIrV3/V 0.06 168(1300), 628(1000)

295A V2OyrV/Ir V20/V/IrV3 0.10 168(1300), 863(1000)

295C VO/lr VO/VzO3/IrV3 1.30 672(1050), 45(1000)

294B VzO_/Ir VzO3/Ir 0.32 168(1300), 381(1000)

296B" V20_Ir V20_/Ir 0.50 784(1000)

296B" V20_/Ir V20_/lr 3 0.51 784(1000)

302A V/C/lr VC/C/Vlr3 -0.93 22(1000), 47(1200), 101(1250),

33(1225), 35(1150), 99(1100),

56(1000)

583B V/C/lr VC/C/Vlr 3 0.89 86(1100), 94(1000), 21(1225),

12(1175), 12(1075), 26(1000)

604B V/C/lr V2C/VC/V31r 0.86 100(1200), 21(1100), 65(1000)
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Table A.4. V - Pt samples.

sample materials phases % loss annealing time, hrs(°C)

214B V/V2Oy/Pt VO/PtV/PtV_ 1.3 95(1200), 72(1000)

214A V/V2Oy/Pt VO/V2Oy/VPt 1.2 95(1200), 72(1000)

" 248B V/V2Oy/Pt VO/PtV3 1.6 95(1200), 72(1000)

248A V/V203/Pt V20/VO/V3Pt 2.1 95(1200), 72(1000)

128C V_O3/VO_Pt V203/Pt 2.13 237(1200), 168(1000)

128B V2Oy/VO_Pt V2Oy/Pt 1.71 237(1200), 168(1000)

128A V203/VOt/Pt V203/VPt_ 0.69 237(1200), 168(1000)

472A V/V20_Pt VO/V20_/Pt3V/Pt 0.28 24(1150), 166(1100), 113(1000)

472B V/V2Oy/Pt V40/V20/PtV _ 0.33 24(1150), 166(1100), 113(1000)

472C V/VzO_Pt V40/V/PtV 3 0.30 24(1150), 166(1100), 113(1000)

302B V/C/Pt ? -7.53 22(1100), 47(1200), 101(1250),

33(1225), 35(1150), 99(1100),

56(1000)

582C V/C/Pt VC/C/VPt 2 0.78 86(1100), 94(1000), 21(1225),

12(1175), 12(1075), 26(1000)

604C V/C/Pt V2C/VC/V3Pt 0.58 100(1200), 21(1100), 65(1000)
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Table A.5. V-Ru samples.

sample materials phases % loss annealing time, hrs(°C)

582A V/C/Ru VC/C/Ru 1.09 86(1100), 94(1000), 21(1225),

12(1175), 12(1075), 26(1000)

Table A.6. V-Os samples.

sample materials phases % loss annealing time, hrs(°C)

5828 V/C/Os VC/C/Os 0.76 86(1100),94(1000),21(1225),

12(1175), 12(1075), 26(1000)

Table A.7. Ta-Pd samples.

sample materials phases % loss annealing time, hrs(°C)

172A Ta/T%Os/Pd T%Os/Ta_aPd 0.13 639(1100), 38(1000), 72(1150),

218(1000)

172B Ta/T%Os/Pd Ta2Os/TaPd 0.31 639(1100),38(1000),72(1150),

218(1000)
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Table A.8. Zr-Pd samples.

sample materials phases % loss annealing time, hrs(°C)

173A Zr/ZrOz/Pd ZrOz/ZrPd/Zr2Pd0.03 639(1100),38(1000),72(1150),

218(ooo)

" 173B Zr/ZrOz/Pd ZrOz/ZrPd 0.07 639(1100), 38(1000), 72(1150),

218(1000)

TableA.9.Hf-Pdsamples.

samplematerials phases % loss annealingtime,hrs(°C)

174A Hf/HfOz/Pd HfOz/HfPd/Hf2Pd0.01 639(1100),38(1000),72(1150),

218(1000)

174B Hf/HfOz/Pd HfOr/HfPd 0.04 639(1100),38(1000),72(1150),

218(1000)
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Table A.IO. Reference dectxodes.

sample materials phases % loss annealing time, hrs(°C)

319A Ta/Ta20 s Ta/Ta205 -0.01 27(1000)

319B Ta/Ta20 s Ta/Ta205 0.00 27(1000)

319C Ta/TazO 5 Ta/Ta205 -0.01 27(1000)

169A NbO_b205 NbO 2 1.7 168(1285), 30(1000)

169B NbO_Nb20 s NbO z 1.4 168(1285), 30(1000)

169C Ta/TazO s Ta/Ta205 0.70 168(1285), 30(1000)

169D Zr/ZrO 2 Zr/ZrO 2 0.26 168(1285), 30(1000)

169E Hf/HfO 2 Hf/HfO 2 0.40 168(1285), 30(1000)
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,,pena/xB

B.I. Thermodynam/cs and A._-umpfionsfor Solid Phases.

An important approximation which is used in the calculation of the

thermodynamic quantities used here is the assumption that the activity coefficient

for solid phases is equal to one. This assumption is not obvious, and in some

cases it is a questionable assumption. For phases with a narrow range of stability,

this approximation is a good one. For phases with large homogeneity ranges, this

approximation may not be reasonable. C. H. P. Lupis has also discussed this

topic.[1] A detailed description of this assumption is presented here.

Defining the Activityof a Compound

Whereas the activity of an element is a parameter which relates the partial

Gibbs energy of an element to the pure element, the activity of a compound

relates the Gibbs energy of a compound at some non-stoichiometric composition

to the Gibbs energy at a reference composition.

The generalrelationship between activity and chemical potential for any

element isi.

B.1 _A = _°A + RTInaA

and it can also be applied to any compound.
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B.2 #A_mb= #°A_ + RTInaA.Bb

a and b are the respective amounts of elements A and B respectively at the

reference composition. The terms "A..b and aAab correspond to the chemical

potential and activity of AaBb at some composition deviating from the reference

composition. At the reference composition,
e

aA._= 1

Using equations B.1 and B.2 a relationship for aA.SbCan be derived as a

function of aAand a8 from the balanced reaction of formation.

B.3 aA + bB = AaBb

0 = "Adb " a#A " bas

0 = ,°Ado - a,°A - b.u°l+ RT/n[aA,BV/(amAabB)]

since

B.4 _G°f.Aab = ._._- a._ - b._s

this yields

B.5 RTInaASaeb= &G°f.A=b+ RTlnaAdb

Since aA,abis a function of the product of aA"and a, b and aAand a. are opposing

functions as a function of composition, the product of aA"and asb changes less

dramatically as a function of composition than the activity of either chemical

component. For this reason the value aA.abtends to be a rather slow changing

function with respect to composition. As a result, aA.nbcan be assumed to be
,i,

nearly equal to one in many calculations involving solid state equilibria. For small

220



deviations from the reference state this is always a good assumption. However,

for larger deviations this assumption is questionable and some justification of its

use is necessary.

. The value of aA,sbat a composition of AxBy corresponds to the adjustment

to the Gibbs energy if AxBy is used in thermodynamic calculations as though it

were AaBb.

Using Equation B.2 and subtracting the appropriate amounts of the standard state

chemical potentials of the elements, the following is obtained.

B.6 _Aaab"aa°A"ba°. = a°Adb" aa°A"ba°. + RTInaA.Sb

this yields

B.7 AGf0A._Ib -- AG°¢°A.ab+KT/naA.ab

Equation B.7 shows how the Gibbs energy of a different composition than the

reference composition is related to the reference composition when a non-standard

composition is used in thermodynamic calculations.

Vapor pressure and the activity of a compound

Consider the equilibria of AaBb with a gas of composition AaBb

B.8 AaBb(s) = AaBb(g)

if the system is in equilibrimn, then the following is true

• B.9 0 = _°Aaa_o)" fl°A_s) + RTIn[PA.abCQ)/aA.SbCs)]

where the approximation

PAaab ---- fAa_
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is used. Equation B.9 implies that

B.10 PA_b(g)/aA_jb(s)-- constant

which then results in the following

t

B.11 aA.,_,) = PA.ab(g)/pA.a_g)

since
,D

a'A_s) = 1 ; the activity of AaBb at the reference composition

P" - the partial pressure of AaBb(g) over the compound AaBbA#mb(m)--

at the reference composition.

In some cases the vapor species will not be the same in composition as the

reference state composition of the solid. The example of V203(s) will be used to

show how this case can be dealt with.

B.12 V203(s)= VO(g) + VO2(g)

B.13 0 = _°vo(g)+ _Ovo_(g)._ov_(s)+ RTln[Pvo(g)Pvo2(g)/av:,oz(s)]

which implies that

B.14 [Pvo(m)Pvo2(.)]/av_(s)= constant

which results in the following

B.15 av_(s) = [Pvo(g)/P*vo(g)] [Pvo2(s)/P*vo2(o)]

since

a'v2o3(s)- 1; the activity of VzOz at the reference composition

P'vocg)and P'vo2cs)are the respective partial pressures of VO(g) and

VO2(g) over V20z at the reference composition.
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B.2 The Lower Vanadium Oxides: Accuracy of Assumptions.

For V40, VzO, and VO there are considerable ranges of homogeneity. At

1000°C, V40 ranges form 10.3 to 26.1 atomic percent oxygen, VzO ranges from

• 31.7 to 34.1 atomic percent oxygen, and VO ranges from 47.2 to 56.7 atomic

percent oxygen.[2] For the V-O system there are some data on the gaseous
4

species in equilibrium with the solid. Table B.2 depicts the partial pressures of

V(g), VO(g), and VO2(g) over various compositions of the vanadium oxides at

19001C At this temperature V40 and V20 are unstable. The assumption of unit

activity is least reasonable for the VO(s) phase since it has the largest range of

homogeneity. As can be seen from the point where V(s) is in equilibrium with

VO(s) and the point near the ideal stoichiometry of VOCs) the partial pressure of

VO(g) varies little. The assumption of unit activity for the VO(s) phase is

reasonable at the oxygen deficient phase boundary. At the oxygen rich phase

boundary there is a significant change in the partial pressure of VO(g) in

equilibrium with VO(s). Consequently, the assumption of unit activity at this point

is less valid. The result will be that the activity calculated for this point will be

a little bit in error.
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Table B.1. Repaned partial pressures of _ species at 1900K.[3-6]

-losP(atm)

Xo V(g) VO(g) VO2(g) activity

A

(V)0.001 5.98 - 0.58 7.73 ± 0.91 1.0

000.034 5.97 ± 0.44 6.57 ± 0.54 1.0 -

(V)0.057 5.98 _ 0.33 6.38 ± 0.58 1.0

(V)0.077 5.93 ± 0.44 6.17 ± 0.69 1.1

(V)0.127 5.98 ± 0.45 5.77 ± 0.58 1.0

O0+(vo) 6.11 5.66 0.7

Cv')+(VO) 6.11 ± 0.25 5.66 ± 0.29 0.9

(VO)O.SO5 6.03 ± 0.29 5.62 ± 0.29 1.0

(VO)+(VzOs) 6.58± 0.52 6.07± 0.40 6.91 0.4

(VO) + (V,O3) 6.$8 6.07 6.91 0.3

0/203)0.5996 6.23 6.23 1.0

0/203)0.6032 6.25 6.14 1.2

(VOz)0.6710 3.91

TableB.1showsthedatareportedforthe gaseous equilibriumofoxidesin

equilibriumwiththesolids.ThesevaluesarefromW. Banchorndhevakul,etai.[3-

6] The data show a significant deviation of avo(s) when in equilibrium with

V20_(s)and av_(s_when inequilib_umwithVO(s). The activityofthesetwo

pointsbeing0.4and 0.3respectively.Thereishowevera considerableerrorin

these points. The assumption of unit activity results in about a ± 30 mV error

in the calculated EMF for VO and V203 and about ± 0.5 error in -iog_v for

vo/v20_equilibrium.
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Apimndix C

c.1. Appm-adDescriptions.

Every operation that a sample undergoes can affect its integrity.

Consequendy, the conditions of sample preparation and analysis are of importance

in an overall assessment of the accuracy of experimental data. Therefore, some

of the relevant specificafiom of the instruments used for sample preparation and

analysis are given in this appendix.

C.2. The Thoda Furnace.

The thoria furnace is a high-temperature vacuum furnace. It was originally

designed for sintering yttria doped thoria pellets. It is also used for equilibrating

oxide-alloy and carbide-alloy composites. Quenching at the end of heat treatment

was achieved by turning off the furnace power. If the furnace was shut off when

under vacuum at l O00°C, the following quench rate was observed: 800°C was

reached in less than 3 minutes, 600°C in less than 15 minutes, and 400°C in less

than an hour. This furnace can be backfiUed with gases such as helium and

hydrogen at high-temperatures.
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Temperature measurement by

optical pyrometer: Pyrometer Instrument Co., NJ, No. 96

thermocouple: Pt-Pt(10%Rh)

. Operating parameters

Maximum operatingtemperature: 23000C
e

Optical pyrometeraccuracy:_.+20°(3

Thermocoupleaccuracy: _+.5°C

Temperature fluxuation: ± 20°C

Vacuum: < 10"s torr

C.3. The Hot Press.

The hot press is a vacuum furnace in which a graphite die is insertable.

The primary purpose of this insmanent is to sinter and densify our alloy-oxide or

alloy-carbide composites. Hot pressing insures good contact between the alloy

grains and the oxide or carbide grains. Samples are typically hot pressed in a 1/2"

graphite die in which the sample is incased in boron-nitride powder.

Operating Parameters

Maximum operating temperature: 1700°C

• Optical pyrometer accuracy: ± 30°C

Applied pressure capability: 350 lbs -2000 lbs

Vacuum: < 10"4 torr
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Temperature measureme_,t by

optical pyrometer: Leeds & Northrop Co., No. 8632-C

C.4. The Brew Aroma]ingFurnace.

The annealing furnace is our secondary vacuum furnace. It has a lower
P

temperature capability than the thoria furnace, but it is has been more reliable for

temperature measurement. Like the thoria furnace, quenching after heat treatment

was achieved by turning off the furnace power. The quenching rate for this

instrument is nearly the same as that for the thoria furnace.

Temperature measurementby'

thermocouple: Pr-Pr(lO%Rh)

Operating Parameters

Maximum operating temperature: 1400"C

Thermocouple accuracy: _+2°C

Temperature fluxuadon: _+50C

Vacuum: < 10 "s torr

C5. High-TemperatureGalvanic CelL

The galvanic cell is composed of a number of components. The primary

components and related specifications are mentioned here. Refer to Figures 4.4
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and 4.6 to see how each of the components listed fits into the configuration and

operationoftheapparatus.

Instrument components

, Main furnace: Lindberg 3 zone resistance heating fimmce, type 54357

Tube material in main furnace: Inconel 601
N

Tube materialingetteringfurnace:Inconel601

Temperaturemeasurementby thermocouple:Pt-Pt(lO%Rh)

EMF measurement by: Keithley 610C voltmeter with input impeadance greater

than 1014 ohms. Also the 0-1mA output in back is modified to _+ 1 V.

Data Acquisition Control by: IBM PC with data acquisition cards

Data Acquisition Cards from: MetraByte Corporation as follows

DAS08:8 channel 12 bit analog to digital converter

DAC02:2 channel 12 bit digital to analog converter

EXP16: converts 1 A/D channel into a port for 16 thermocouples

STA08: terminal accessory card with __ 1V to _.+5V amplifier installed

Operating Parameters

Maximum operatingtemperature:1250°C

Thermocoupleaccuracy:_+1°(: EMF accuracy:+_lmV

• Temperature fluxuation: _+2°C Applied voltage accuracy: +_.1 mV
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C.6. The X-Ray Diffzactometer.

The X-ray diffractometer used is a Siemens model D500 with an enclosed

beam which is designed for powder diffraction. Siemens Diffrac-11 software for

the PC was used to automate the instrument and to process the data to obtain d

spacings and intensities. The 20 value operates in discrete steps down to a step

size of 0.002 °. For these experiments Cu Kal,a X-ray source was used which was

operated at 40 KV and 30 mA. Typical parameters for diffraction were 20 start

= 10°, 20 end = 110°, step size = 0.1°, time/step = I sec.

Normally the solid pallet surface of the composite was X-rayed rather than

grinding the sample to obtain a powder pattern. Because of this the relative

intensity measurements are out of proportion. Regardless, most phases are still

easy to identify. The extra effort to grind up these samples is in most cases an

unwarranted effort. This is also fortunate because some samples are so hard and

tough that grinding the sample to a powder is a difficult project.

To identify phases in analyzedsamples, the JCPDS X-ray powder diffraction

file is used. For any phases not listed in JCPDS, the possible patterns are

calculated from lattice constants and structure factors using a program written by

Jeff Bierach. [1]
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C.7. The Electn_ lVlicroprobe.

Most of the compositional analysis of the composite samples was performed

on an ARL SEMQ wavelength dispersive electron beam micro-probe. The

• apparatus is equipped with 8 channels, four are fixed(Si, Fe, Ca, Al) and four are

tunable. Sincethe four fixed elements are usually not of interest in our analyses,

only four elements could be detected in each composite at a time. Before use in

the instrument, samples are polished in 1" mounts in steps down to 1/4 micron

diamond paste. The mounts are then carbon coated with 99.999% pure graphite

200-250 angstroms thick.

Operating parameters

Operating voltage: 15KeV

Sample current: -30 nano-amps

Counting time: 10 sec( or 20 see)

Take off angle: 52.5 °

Data analysis

The raw counts are adjusted for background and ZAF corrections. The Background

corrections are based on the mean atomic number method. Elements used for

backgrounds and standards normally exceed 99.99% purity. The ZAF corrections

" are from the CITZAF FORTRANlibrarycompiled by John Armstrong[2]. The

immanent operation, data collection, and data analysis is interfaced with a PC

program written by John Donovan[3].
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Accuracy of analysis

Compositional accuracy: _ 1 mole %

Compositior_ reprodudbility: +_0.2 mole %

C.8. The Scwmi_ mecmm Microscope.

The scanning electron microscope used is an ISI model WB6. The energy

dispersive X-ray analysis available on the SEM is also used for obtaining alloy

compositions in the VoOs, V-Ru_and three V-Pd samples(546A-546C). Ali other

sample compositions were obtained from microprobe analysis. The instrument is

operated and data analyzed using the EG&G Ortec System 5000 software.

Compositional analysis was standardless but included background corrections and

ZAF corrections.

Operating parameters

Accelerating voltage: 20kV

Counting time: -5rain

Data analysis

accuracy: ± 2 mole percent

reprodudbility: ± 0.5 mole percent

232



RP.ferel_es

1. J.W. Bierach, 'The Formation of Barium Titanate Ceramics by Solid State

Reaction," Masters Thesis, U. C. Berkeley (1988).

2. J.T. Armstrong, "Quantitative Analysis of Silicates and Oxide Minerals:

Comparison of Monte-Carlo, ZAF and Phi-Rho-Z Procedures," Mierobeam

. an,_y_s (1988 ).

3. J.J. Donovan and Mark L. Rivers, "PRSUPR: A PC Based Automation and

Data Reduction Software Package for Wavelength Dispersive Electron Beam

Micro-Analysis," Proceedings of the XIIth International Congress for Electron

Microscopy (1990).

233



peadix D

D.1. Eqm_"orationTime _ _on Rate.

In equilibration techniques, the problem of obtaining thermodynamic

equilibrium throughout a defined system is always of concern. During the

annealing process of the ceramic-alloy composite, there is interdiffusion of the

constituent elements. Mass transfer occurs between ali phases until equilibrium

is reached. The primary question of concern for these alloy/ceramic composites

is how long must each sample be annealed such that it is, for analytical purposes,

in equilibrium? To estimate the equilibration times necessary, the interdiffusion

coefficients and the average particles sizes of the constituents must be known.

GeneraUy we test samples for equilibration after each annealing according to the

method outlined in chapter 4. There are some data available on the interdiffusion

of vanadium in rhodium and on the interdiffusion of vanadium in paUadium.[1,2]

From these data, a worstcase scenario for the equilibration time can be calculated

for these systems. Of the other alloy systems reviewed in this thesis, only data on

the interdiffusion of niobium in palladium and tantalum in paUadium are also

available. [3,4]
v
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Table D.1. The Int_on C.oe_dent of Vanadium and Rhodium.

mole percent V D(cm2/s) at 1000°C

70 (v3 ) s.4s- 2
50 (VRh) 4.10E-12

. 45 (al) 3.85E-12

30 (VRI_) 4.89E-12

Table D.2 The Interdiffu.don Coeffident of Vanadium and Palladium

mole percent V D(cmZ/s) at 1000°C

10 (Pd) 4.19E-10

20 (Pd) 5.56E-11

25 (Pd) 4.16E-11

30 (Pd) 4.23E-11

33.3 (Pd) 2.72E-11

40 (Pd) 2.87E-11

70 ('vr) 2.11E-09

75 (V) 3.86E-10

80 (V) 1.11E-10

85 (V) 2.81E-11

Table D.1 lists the interdiffusion coefficients for vanadium in rhodium at

10000C, and Table D.2 lists the interdiffusion coefficients for vanadium in

palladium at 1000°C. For the V-Rh-O system and the V-Pd-O system the

" interdiffusion of V-Rh and V-Pd are normally the rate limiting step toward

equilibration. Likewise, in the V-P,h-C system and the V-Pd-C system, the
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interdiffusion of V-Rh and V-Pd are the rate limiting steps. The interdiffusion of

oxygen or carbon throughout the sample is much more rapid primarily due to its

size and mass, and it is not normally the rate limiting step toward equilibrium in

the composites.

b

D_I. Estimation of Equih2n-ationTime

To estimate the equilibration time we will assume that the interdiffusion of

VoPd and V-Rh are the rate limiting steps toward equilibration in each of their

respective systems. In each system, there will be vanadium particles, vanadium

oxide particles, and noble metals particles. If ali particles are randomly

distributed, a reasonable starting configuration to consider would be a vanadium

particle that is surrounded by a noble metal particles or a noble metal particle that

is surrounded by vanadium particles. In other words, we ignore the equilibration

with V203. For the applicable starting materials commonly used, the average

particle size is given in Table D.3.

Table D.3. Average Particle Sizes of Some Starting Materials.

material mesh average particle size

V -325 <42#m

Pd <l_m

Rh -400 <35_m

V203 -325 <42/_m
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As a simplification of the starting configurations of these composites,

consider an infinitely long rod of material A in which a short section of the rod

is replaced with component B, where R is the radius of particle B. This

configuration is depicted in Figure D.1. From this initial configuration, the

. equilibration time can be estimated. The interdiffusion as a function of time is

given by Fick's law.

Fick's law states

D.1 OWOt = Da2Xe/ax2

Given the following initial conditions

XB(x,0) = 1when Ixl < Rand XB(x,0) = 0when ixl >_R

and given the following boundary conditions

Xu(-_,t) = 0 and Xs(+_,t) = 0

yields

XB(x,t)-- I/2[erf((x+R)/2(tD)I/z) . erf((x-R)/2(tD)I/z)]

A B A

-R O +R --4

Figure D.1. A schematic of the initial configuration comidered for
estimating equilibration times.
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V-Rh

For the V-Rh system the limiting diffusion coefficient is about 3.85E-12

cmZ/s which occurs in the vanadium rich alloys, Since the size of the vanadium

particle is about 42_m and that of the rhodium is about 35_m, it would seem that

the best approximation would be m let A be rhodium and B be vanadium in

Figure D.1. However, these samples are also largely composed of vanadium oxides

and the vanadium particles will be reactingwith the oxides which will deplete

their size during equilibration. In this system, perhaps the more realistic

approximation would be to let Rh be the center particle and to let V be the

surrounding particles. Nevertheless, both configurations are presented in Table

D.4 since the equih'bration time is also a*|arge function of the final composition

desired.

Table D.5. Some Estimated Equih_ration Times in the V-Rh System.

limiting diffusion coefficient D = 5.45E-12 cm2/s

Rv = 21.0_m RR, = 17.5_m

Xv B=V B=Rh

10 594d 2.40d

30 63.1d 6.06d

40 34.1d 9.18d

50 20.6d 14.3d

70 8.72d 43.1M

90 3.46d 412d
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For the V-Rh-O systems, 20-30 days at 1000°C is a reasonable equilibration time

based on Table D.4. Note that the times given using V as the center particle are

overestimated because the V particle will be interacting with the V203 particles as

• well as the Rh particles.

d

v-p__dd

For the V-Pd system the limiting diffusion coefficient is about 2.72E-11

cm2/s which is also at the vanadium rich end. The small size of the palladium

particles as given in Table D.3 would suggest that diffusion of vanadium into

palladium is not the rate limiting step toward equilibration. In this system, the

vanadium particles are so much larger that the equilibration will be fixed by the

time for palladium to diffuse into vanadium. The time for the center of the

particle to reach various compositions of alloy is given in Table D.5. Note that

in both Table D.4 and D.5 the times are estimated using the rate limiting diffusion

coefficient for the alloy system and ignoring time effects due to phase nucleation

or miscibility gaps. In addition, the palladium particles are considerably smaller

that the Rh and V203 particles. If Pd was surrounded by 4 V particles, the

resulting tetrahedron would allow for a cluster of Pd particles of up to 17.4,m in

- diameter. This is the value for the Pd particles size used since the Pd particles are

likely to agglomerate in the holes.
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Table D.5. Some Estimated Equih'brationTimes in the V-Pd System.

limiting diffusion coefficient D = 2.81E-11 cmZ/s

Rv = 21.0_m Rpd= 8.7_m

Xv B=V B=Pd

10 l15d 0.12d
b

20 28.3d 0.17d

30 12.2d 0.29d

40 6.61d O._4d

50 3.99d 0.69d

8O 1.11d 4.86d

90 0.67d 19.8d

For the V-Pd-O system, 4-7 days is a reasonable equilibration time at 1000°C base

on Table D.5.

The necessary equilibration times as calculated here are consistent with the

equilibration times that were necessary in our experiments as can be seen in

Appendix A. The V-Pd samples indeed equilibrate faster than the V-Rh samples.

For the V-Rh system, annealing at 1000°C requires annealing times which are

impractically long. Consequently, for this system and others, like V-Pt or V-Ir, the

samples are heat treated at a higher temperature usually around 1300°C first.

They are then equilibrated a few days at 1000°C for the final heat treatment.

This combination of steps shortens the net equilibration time to under two weeks

whichisconsidereda reasonableequilibrationtime.
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Appendix E

E.1 The Giauque Function

The Giauque function is a convenient function to use in conjunction with

theenthalpyofformationat298K toyieldtheGibbsfreeenergy.

The variation of enthalpy and entropy as a function of temperature are

giveninEquationsE.1and E.2respectively.

E.1 ST = Su + u.fTc_rrdT

E.2 HT ffi H_ s + _TCpdT

Since the free energy is related to the entropy and the enthalpy by the following

relation

E.3 GT = HT-TST

andforthestandardstate,usuallythepuresubstance,thisbecomes

E.4 G°T = H°T- TS°T

then E.1 and E.2 can be substituted to give a relationship for the Gibbs free

energy as a function of the entropy and enthalpy at 298K and the heat capacity

as a function of temperature. Then by rearranging the expression Equation E.S

is obtained.

E.S -(G°T - H°u)/RT = S°u + _TC°_T dT- 1/T _s_TC°pdT
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Equation E.4 is the Giauque function. The contribution to the heat capacity from

the enthalpy and entropy terms are in opposite directions. Consequently, they

largely cancel each other out. This results in a function which changes slower as

- a function of temperature than either the entropy or the enthalpy constituents.

Consequently, the Giauque function is an easier function to fit than the

enthalpy or the entropy. Usually the Giauque function is easily fit by a cubic or

quartic polynomial.
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AppendixF

F.1. Starting Materials.

material supplier purity form/size

V Cerac/PURE 99.5 powder-325 mesh

C Cerac/PURE 99.99 + powder

Ru Alia Division 99.9 powder -80 mesh

Os Engelhard powder -200 mesh

Pt Aesar 99.99 powder 1.4 _m

Rh A1fa Products 99.95 powder -400 mesh

[r Orion Chemical Co. 99.9 powder -400 mesh

Pt 99.5 + powder -200 +400 mesh

[r Orion Chemical Co. 99.9 powder-325 mesh

VO Cerac/PURE 99.5 powder -100 mesh

VzOs Cerac/PURE 99.5 powder-325 mesh

V203 Cerac/PURE 99.5 powder -200 mesh .

Pd Aesar 99.9 0.4-0.5 _m

NbO Cerac/PURE 99.8 powder -100 mesh
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F.1. Starting Materials, cont'd.

material supplier purity form/size

. NbO 2 Cerac/PURE 99.9 powder-200 mesh

NbzOs Cerac/PURE 99.9 powder-325 mesh

Ta Cerac/PURE 99.98(25ppmNb) powder-325 mesh

TazOs Cerac/PURE 99.95 powder-325 mesh

VOz Cerac/PURE 99.5 powder -100 mesh

Zr Atomergic Chemicals 99.6+ powder -325 mesh

ZrOz Wah Chang RGS powder-325 mesh

Hf Orion Chem. 99.9(2.4 Zr) powder -400 mesh

HfO2 Wah Chang RGS powder-325mesh

ThO2 Cerac/PURE 99.9 powder_325mesh

Y20_ Cerac/PURE 99.9 powder-325 mesh

La203 Kleber Labs 99.9 powder -I00mesh

The purity given is the percent metals purity and does not apply to oxygen or

carbon contamination. RGS stands for reagent grade standard.
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AppendixC

G.I. Compazisonof d and ! Values for Interfacial Layers.

The intensity and d spacings for the interfacial phases obtained in the

galvanic cell experiments are given in this appendix. The most intense peaks listed

in the JCPDSX-raypowder diffractionfile for the closest match are also given.

Since the interfacial layeris verythin in most cases, the intensities are very small

for the interfacial layer. Consequently, there is some uncertainty in the phases

identified. The intensities listed are relative to the most intense peaks present.

For the YDTand LDTpellets, this is the ThO2peaks. The intensities listed for the

interfacial layer give some indication of the degree of reaction. For the YDT and

LDTsystems, the maximumrelative intensity of the interfacial phase is 1 percent

relative to the maximum peak in ThOz. Forthe CaFz system the interfacial layer

usually has more intense peaks than the CaF2. Fromthis fact it is easily concluded

that the interfacial reactions are greater with the CaFz system than with the YDT,

LDT,or ThO2 systems. Since the X-raypattern taken is of a pellet surface, the

relative intensities of the peaks of any phase can be out of proportion relative to

that expected from the purelyrandom orientation of a powder pattern. There is

some preferredorientation of the microcrystalsof the pellet surface which gives
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rise to some peaks being preferred over others. Consequently, the mismatch of

peak intensities of the interfacial phase and its like pattern from JCPDS is not a

major concern.

Anythingresemblinga peakintheX-raypatternislisted.Inotherwords,

the identification of peaks is stretched to the limit, and, consequently, some of the

peaks listed are actually background noise. Additionally, some peaks for interfacial

phases are not observed since they coincide with ThO2 or CaFz peaks and are

,consequently, inseparable.

FortheYDT, LDT, and ThOz electrolytes,thed-Ispacingsforonlythe

more intensepeaksfromtheinterfaciallayersarelistedinTablesG.1-G.6.The

less intense peaks of the suspected phase are assumed to be unobservable.
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Table G.1

VO/V:,O3 on YDT V203 on YDT TVO 3

d I d I d I

d

3.848 0.6

3.394 1.5 3.442 0.7 3.419 16

3.146 1.3

masked(ThO z) masked(ThO z) 2.792 20

2.704 3.0 2.709 1.3 2.695 100

2.644 1.3 2.657 0.5 2.634 30

2.236 0.3

1.900 0.7

1.864 0.7 1.861 12

1.716 0.5 1.712 16

1.573 0.5

1.541 0.8 1.541 0.5 1.535 60

1.352 0.4 1.348 8
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Table G.2.

NbO/NbO 2 on YDT YNbO4

d I d !

8.603 1.4 noise

7.682 1.4 noise
6

3.125 2.5 3.120 100

2.966 1.7 2.955 95

masked(ThO2) 2.734 50
2.647 0.7 2.638 50

2.534 0.7 2.525 35

1.902 1.3 1.900 75

1.857 0.8 1.856 65

1.756 0.6 1.756 40

masked(ThO 2) 1.627 45
1.508 4O
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Table G.3.

V203on LDT LaVO3

d I d I

o

missing 3.92060

masked (ThO:,) 2.771I00

2.4490.2 2.61230

2.3870.4 2.36230

2.2610.4 2.26360

2.0690.8 1.96080

1.7920.3 1.75140

1.7710.2 noise

1.753 0.3 1.751 40

1.599 0.5 1.600 80

1.459 0.4 1.456 20

1.304 0.4 1.307 30

1.297 0.4 noise

1.240 0.4 1.248 60

missing 1.18240

1.1300.3 1.13230
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Table G.4.

VzO_ on ThO2 ThVzOz

d I d I

missing 6.660 70

5.569 1.1 5.697 95

missing 5.139 75

4.488 0.8 4.888 60

missing 4.188 60

missing 3.800 85

missing 3.609 60

3.437 0.6 3.439 55

3.3500.5 3.37145

3.1290.8 3.141100

3.0690.5 3.05080

2.969 0.3 2.951 45

2.717 0.4 2.745 70

2.566 0.3 noise

1.8440.3 1.84525
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Table G.5.

Cr203 on YDT Cr20_ YCrO3

d I d I d I

,p

missing 3.634 75

2.678 0.7 2.667100 2.675 100

missing 2.621 27

missing 2.47995

2.224 0.4 2.26412

2.167 0.3 2.17640

missing 1.902 24

missing 1.816 40

masked (ThO:,) 1.67290

missing 1.524 27

1.422 0.3 1.431 40

1.355 0.3 noise noise

1.181 0.3 noise noise

1.154 0.3 noise noise

1.116 0.3 noise noise

The identification the interfacial layer is uncertain. Perhaps, it is composed of

both Cr20S and YCrO3.
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Table G.6.

Cr203 on LDT Cr20_ LaCrO_

d I d I d I

3.908 0.4 3.897 30

3.626 0.4 3.634 75

3.485 0.5 noise noise

masked(ThO z) 2.667100 2.768 100

2.741 0.6 2.744 100

2.475 0.4 2.47995

2.422 0.3 noise noise

missing 2.256 70

missing 2.230 50

missing 2.176 40

masked(ThO 2) 1.947 70

missing 1.81640

1.730 0.4 1.748 30

1.730 0.4 1.737 30

masked(ThO z) 1.672 90

1.584 0.4 1.58014 1.592 60

1.566 0.4 1.577 30

1.492 0.3 noise noise

1.225 0.3 1.229 50

The identification of the interfacial layer is uncertain. Perhaps, it is composed of

- both CrzO3 and LaCrO_.
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Table G.7. Unidentified Intedacial Phase

Ta/TazOs on CaF2

d I d I d I d I

6.033 58.8 2.004 13.2 1.460 8.7 1.144 4.1

4.647 2.8 1.840 31.3 1.357 7.2 1.092 2.8

3.010 100.0 1.755 9.6 1.301 4.4 1.063 4.8

2.728 2.3 1.588 5.6 1.203 2.7 1.042 1.4

2.603 28.6 1.571 39.5 1.196 12.8 1.004 6.6

2.388 8.4 1.504 I0.0 1.165 6.4
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Table G.8. Unidentified Intedacial Phase

NbO/NbO 2 on CaF2

d I d I d I d I

6.005 13.4 1.992 9.0 1.401 5.6 1.113 1.2

4.211 9.5 1.881 8.4 1.331 3.5 1.087 1.7

3.717 1.1 1.829 38.1 1.295 7.6 1.057 6.2

2.986 I00.0 1.751 4.9 1.268 10.2 1.020 1.7

2.584 21.7 1.715 9.2 1.215 10.6 0.997 5.4

2.427 35.0 1.578 3.7 1.188 11.7 0.966 7.1

2.336 1.9 1.562 41.0 1.157 4.7 0.941 8.0

2.220 1.6 1.487 12.5 1.136 1.4

2.103 12.9 1.449 2.6 1.124 5.3
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Table G.9. Unidentified Interfacial Phase

VO/V203 on CaF_

d I d I d I d I

4.567 0.9 2.731 0.4 1.694 0.4 1.428 0.3

3.464 0.6 2.401 0.7 1.606 0.2 1.331 0.3

2.837 0.4 2.111 0.4 1.572 0.3

2.774 0.7 2.023 0.6 1.532 0.4

256



AppendixS

H.1. The Activity _cient versus Concentration Data.
P

The activity versus concentration data for ali samples analyzed is listed in

Table H.1. Xv is the mole fraction of vanadium in the alloy. It is not the overall

composition of vanadium in the composite. The EMF corresponds to the EMF

generated when the composite was used in the high temperature galvanic cell

when a Ta/TazOs pellet was used as the reference electrode. The data in all tables

are for T = 1000°C. The values in parenthesis are the mole fractions of vanadium

in the alloy that are calculated from the initial weight of materials used.

Table H.1. VoRu: The Vanadium - Ruthenium System

sample phases Xv av -log% EMF

582A VC-C-Ru 0.0873 1.2954E-04 2.829

Table H.2. V-Os: The Vanadium - Osmium System

sample phases Xv av -IOgTv EMF

582B VC-C-Os 0.0581 1.2954E-04 2.652
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Table H.3. V-Rh: The Vanadium - Rhodium System

sample phases Xv av -log% EMF

297B V40/VzO/V 0.8842 2.332E-01 0.5788

297C VzO/VO/V 0.8645 2.105E-01 0.6135

216B VO/VzO3/VRh 0.50542 7.106E-03 1.8520

604A V2C/VC/VRh 0.53847 3.604E-02 1.174

583A VC/C/Rl_V 0.2747 1.2954E-04 3.326

605A V20_Rh 0.07708

6osB v,o/a v o. 9482

Table H.4. V-Pd: The Vanadium - Palladium System

sample phases Xv av -Iorlv EMF

292A V20_rV_Os/Pd <0.00313 3.409E-11 <7.96

236B V203/Pd 0.04098 1.453E-07 5.450 0.5755

291B V_Oy/Pd 0.12743 3.932E-06 4.511 0.4549

213B VO/VzOy/Pd 0.41119 7o106E-03 1.762

217B V20/VO/V 0.80150 2.015E-01 0.600

238B V40/VzO/V 0.86016 2.332E-01 0.567

291A VO/V/Pd 0.7600 7.813E-02 0.988 0.044

291A VO/V/Pd 0.5200 7.813E-02 0.823 0.044

233B V2Oy/Pd 0.00377 4.974E-09 5.880 0.6989

546A V20_Pd 0.0179 u

546B V20_Pd 0.1990

546C VzOy/Pd 0.3057

471A VC/C/Pd 0.2149 1.295E-04 3.220

470A V2C/VC/Pd 0.4709 3.604E-02 1.116
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Table H.5. V-lr: The Vanadium - Iridium System

sample phases Xv av -log% EMF

213A V20/VO/IrV 3 0.79653 2.105E-01 0.597

294A VO/VzOm/IrV3 0.68790 7.106E-03 1.986

583B VC/C/VIr3 0.2568 1.295E-04 3.297

604B VzC/VC/V3Ir 0.7483 3.604E-02 1.317

295C V20_IrV , 0.51227

294B V2Os/h" 0.04867

296B' V203/Ir 0.07695

296B" VzO_/IrsV 0.24520

296A VzO3/IrV/Ir3V 0.5178

296A V2Og'IrV/Ir3V 0.6678

Table H.6.V-Pr: The Vanadium- Plafinm System

sample phases Xv av -log% EMF

248A VzO/VO/V3Pt 0.8102 2.105E-01 0.604

214A VO/V20_t 0.5276 7.106E-03 1.871

472B V40/V20/PtV 3 0.8191 2.332E-01 0.546

582C VC/C/VPt z 0.3372 1.295E-04 3.416

604C VzC/VC/V3Pt 0.7428 3.604E-02 1.314

128A V2Og'Pt 0.2116

. 128B VzOy/Pt 0.02851

 2sc v2oy,pt o.o2 sa
- 214B VO/PtV/PtV 3

214B VO/PtV/PtV3

248B VO/PtV 3 0.79984
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 peaaix I

1.1. Cont_in_s Used for Sample Heat Treatments.

Annealing samples in appropriate containers is crucial to preparing pure

equilibrated samples of the desired composition. Table 1.1 summarizes the

containers used for the V-O-NM(NM - noble metal), and V-C-NM composites. In

general, most samples are annealed on tungsten foil. However, this procedure

does not seem to work very well for the higher oxides of vanadium. The oxides

above V203 interact with the tungsten foil. The result is that the sample becomes

reduced and as a consequence it is difficult to obtain oxides above V20_ after

annealing on tungsten foil. To alleviate this problem, oxides above V203 are

annealed on alumina which seems to work reasonably well.

The VC/C samples are best annealed on graphite since the samples are in

equilibrium with graphite. For samples 301A, 301B, 302A, and 302B the graphite

powder on which the samples were laid was placed directly on an alumina

crucible. The graphite reacted with the alumina and produced, most likely, an

aluminum oxide gaseous species which interacted with and contaminated the

samples. This explains the large weight gain of these samples. Additionally,

aluminum was found to be in them from microprobe analysis. Finally, the best

approach to annealing these samples was to piace some graphite powder in a
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platinum crucible and then rest the samples on the graphite powder.

The VzC/VCsamples were annealed on tungste_ foil. These samples seemed

to react some with the tungsten foil. They tended to stick to the tungsten foil

. during the annealing. The amount of reaction was considered small enoughto not

significantly affect the integrity of the samples.
p,

A particularly large amount of degassing is observed in the vanadium oxide

samples. This degassing is attributed to a small oxidized layer of vanadium 0/205)

on the surface of the oxide particulates of the unannealed composite. V2OsCs)at

temperatures above its melting point has a tendency to decompose to VOz(s) and

O2(g). The partial pressure of 02 in equilibrium with V20s and VO2 at a variety

of temperatures is given in Table 1.2. This degassing effect is best minimized by

heating the oxide samples slowly or maintaining the temperature at least 6hr at

600-700°C before taking the temperature above 1000°C.
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Table 1.1. Containers used.

sample container/lining

Low oxides(<VzO 3) Tungsten foil

High oxides(>V203) Alumina (or tungsten foil)

Low carbides(VC-V2C) Tungsten foil

High carbidesCVC-C) Graphite Powder on platinum

All other materials Tungsten foil

Table 1.2 Prmsta_ versus temperature for 0 2 gas

2V2Os(s,l) -. 4VOz(s) +Oz(g)

temperature(°C) pressure of Oz(g) in atm.

400 1.33E-11

500 6.34E-09

600 7.31E-07

700 2.23E-05

800 1.03E-04

900 3.63E-04

1000 1.04E-03

11O0 2.57E-03
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