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CHAPTER 1
INTRODUCTION

Gamma-ray detectors with high efficiency, low power consumption, low
maintenance, and small size and weight have long been nceded for many applications.
While this ideal detector has not yet been achieved, the continuing development of solid-
state photodiodes with large area and low noise has resulted in significant progress toward
this realization. Silicon PIN photodiodes (PDs) have become one of the most commonly
used photodetectors and thallium-activated cesium iodide, CsI(T1), is one scintillating
crystal that has been widely used with these PDs. Although CsI(T1) was recognized as a
scintillating crystal that could be used for gamma-ray detection as early as 1950 by
Hofstadter [HOFS50], its use has been limited due to the poor match of its emission
spectrum with the quantum efficiency of commercially-available photocathodes. However,
the CsI(TI) emission spectrum is very well matched with silicon PIN PDs, yielding a
wavelength-averaged internal quantum efficiency of approximately 90% and an external
quantum efficiency of about 70% (Geist, et al. discuss the difference between internal and
external quantum efficiency [GEI82]). Fig. 1.1 shows .aow the emission spectra of both
Nal(T1) and CsI(T1) match the external quantum efficiencies of a S-11 photocathode and a
typical PD. The original investigations of the CsI(T1)/PD detector were performed in the
1960's [FANG64, KEI68, BAT69], but it has only been in the past decade that practical
room temperature detectors have been available. CsI(T1) is an efficient absorber of gamma
rays, with a radiation length of 1.65 cm at 662 keV, a density of 4.51 g/cm3, and an

effective atomic number of 54. CsI(T]) has a refractive index of 1.8 in the visible

spectrum,
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Figure 1.1: Comparison of the emission spectra of Nal(T1) and CsI(T1) and the guantum
efficiencies of a S-11 photocathode (PMT) and a silicon PIN photodiode (PD). Emission
spectra are normalized to Nal(T1) peak emission.

Due to the poor spectral match of the CsI(Tl) emission spectrum with typical
photomultiplier tube sensitivities, the scintillation efficiency, and thus the absolute
scintillation yield, of CsI(T1) at room temperature was believed to be about 45% of that
from Nal(T1) [HEA79]. Since PDs have become available, more accurate measurements
have revealed that CsI(T1) has the largest absolute scintillation yield at room temperature of
known inorganic scintillating crystals [HOL88, SAK87, VAL93b].

The scintillation emissions of CsI(T1) have also been reported to be dependent upon
the excitation mechanism [ALA86, BEN89, HRE60, KRE87, MEI88, OWES9, ROBS9,
ROB61, STO58]. One of the CsI(T1) scintillation decay time constants is observed to be
dependent on the ionization density of particles being detected. Thus, by pulse-shape
analysis the atomic number of the ionizing particle can be determined. CsI(T1) has been
used for particle identification in light ion physics applications, and has been proposed to

be used in heavy ion physics applications by Benrachi, et al. [BEN89].



CsI(T]) crystals coupled to a PD have been studied for use in many different
applications. Kilgus, et al. [KIL90] evaluated the CsI(T1)/PD detector for use in low-level
spectroscopy, while Grassmann, et al. [GRA85] and Bluchur, et al. [BLU8S] have
proposed and are building electromagnetic calorimeters for high-energy physics
experiments and Viesti, et al. [VIE86] and Gong, et al. [GON88] propose intermediate
energy (10-100 MeV) applications. The CsI(T1)/PD detector has also been proposed to be
used in current mode to monitor quasi-monochromatic photons generated by Compton
backscattering of laser light against relativistic electrons [OHG92] and to monitor the beam
current of particle accelerators. For applications that involve imaging gamma rays, the
CsI(T1)/PD detector has several favorable characteristics. CsI(T1) is a soft, ductile material
that can be easily machined and is only slightly hygroscopic, while PDs are small, rugged,
insensitive to magnetic fields, have low power consumption, and have good long term
stability. Consequently, the CsI(T1)/PD detector is a likely candidate for many imaging
applications. Dean, et al. [DEA87] are building a imaging camera based on Compton
scattering with multiple CsI(T1)/PD detectors for gamma-ray astronomy, while others have
proposed the use of CsI(T1) in different medical imaging modalities, such as radiation
oncology and x-ray computed tomography (x-ray CT) [FAR82]. Jing, et al. [JIN92] have
cvaluated the use of CsI(T1) with amorphous silicon photodiodes for both conventional and
digital radiography. Additionally, we are interested in the imaging of gamma-ray fields in
the nuclear reactor environment.

Even though the interest in CsI(T1) is well-established for many applications, we
have found that for many of the CsI(TI) scintillation characteristics and their temperature
dependence there is poor agreement among reported values and that some of the
characteristics are incorrectly represented. Therefore, we have measured the temperature
dependence of the gamma-ray excited scintillation characteristics of CsI(T1) and we attempt
to explain our results with previously reported information regarding the solid state physics

of the scintillation process in CsI(T1) and other alkali halides. Section 1.1 is a compilation
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Figure 1.2: Schematic of scintillation process

of previously reported scintillation mechanisms in CsI(T1) and other alkali halides, while
Section 1.2 describes which scintillation characteristics are of interest when evaluating
CsI(T1) as a gamma-ray detector and discusses the previously reported values of those

characteristics,
1.1 Scintillation Mechanisms

Gamma rays interact in a detector via the photoelectric effect, Compton scattering,
and pair production creating one or more "high" energy electrons (also known as delta
rays). As these "high" energy electrons travel through the detector they transfer kinetic
energy to the detector. For scintillating crystals, some of the deposited energy will raise
electrons from the valence band across the band gap to the conduction band. As seen in
Fig. 1.2, some of the conduction band electrons and the holes left in the valence band will

recombine to emit scintillation photons (usually in the visible region of the electromagnetic
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Figure 1.3: Three interband luminescence processes that are typically used to explain the
emission of photons by scintillators.

spectrum). Recombination typically occurs after the electrons and holes move through the
bands to luminescence centers.

Some kinetic energy from the "high" energy electron will not create conduction
band electrons, while some of the conduction band electrons will return to the valence band
by non-radiative processes, and some energy will be lost to phonons while the electron is
changing energy levels in the conduction band. The scintillation efficiency is the energy
emitted as scintillation photons divided by the energy deposited by the gamma ray and has
been used as a figure-of-merit for scintillators.

The emission of photons by scintillators has been described primarily by different
types of interband radiative transitions of conduction band electrons to the valence band.
Fig. 1.3 shows the three most predominant mechanisms that are responsible for these
transitions, Edge luminescence (mechanism A) is caused by the annihilation of free

excitons and is characterized by decay times on the order of picoseconds. Both



mechanisms B and C are associated with localized electronic levels due to crystal defects,
impurities, or activators. Mechanism B represents the annihilation of a self-trapped exciton
formed by a free valence band electron and a self-trapped hole. Mechanism C is governed
by the thermally-activated migration of intrinsic or impurity centers and both B and C are
characterized by decay times in the range of nanoseconds to micruseconds [DEI92). The
following sections describe several such scintillation processes that have been reported to
be prominent in activated alkali-halides and to contribute to the CsI(T1) scintillation

mechanism,

1.1.1 Thalllum Luminescence Centers

Small concentrations of thallium (0.01 to 0.1 mole %) are typically added as an
activator to hoth pure Csl and Nal during the crystal growth process to improve the
scintillation efficiency of these crystals. Consequently, the scintillation mechanism of both
CsI(T1) and Nal(T1) is primarily governed by mechanism C in Fig. 1.3. The role of
thallium in alkali halide scintillation processes has been studied by many different groups
with somewhat inconsistent resulting conclusions [DIE72, DON68, FON68, GUT74,
GWI63, KAU70, MORS9, SEI38, SHA69, VANS6, VAN64], Thus, we will present
some of the general properties that seem to be consistent throughout.

Shamovskii and Shushkanov [SHA69) performed crystallochemical analysis on
CsI(T1) crystals to determine the crystalline structurc and how the thallium activator embeds
itself in the crystal structure. They reported that TI* embedded itself with two different
associations to the I- ions in the face-centered cubic Csl crystal; the TI* was either
surrounded by three or nine I- ions. These two different associations of T1* with I~ ions
result in two different thallium luminescence centers [GUT74).

Dietrich and Murray [DIE72] and Kaufman, et al. [KAU70] agree that there are two

different processes for the recombination of electrons (¢-) and holes (h*) with the



accompanying emission of a photon at TI* sites. First, an electron could be initially

trupped at the T1* site, followed by recombination with a hole:

e +T* =117

h* +T1° = (T1*)* > T1* + photon.
The second process is the hole being trapped first followed by recombination with an
clectron:

h* +T1* =» Ti**

e”+TI** = (T1*)" = T1* + photon.
Consequently, electrons are trapped at T1* ions as T1 centers while holes are trapped at TI*
ions as TI*++ centers. Both groups, as well as Donahue and Teegarden (DON68], Gutan, et
al, [GUT74), and Gwin and Murray (GW163], add that holes may be self-trapped at V,
centers (discussed in Section 1.1.3) that are adjacent to a TI* ion. The recombination of an
clectron with a V, center could follow either process.

Van Sciver [VANS6) reports that the transition of some of the excited TI* states,

(T1*)*, to the ground state, TI* + photon, are forbidden due to the band structure of TI* for
Nal(T1). We assume that the excited T1+* states of CsI(T1) will display similar behavior. At
high temperatures, the trapped (T1*)* can be thermally activated to a state that does not have
a forbidden transition to the ground state. However, at low temperatures the trapping of
(T1*)* will result in stored energy that will be released as thermoluminescence when the

crystal is heated.

1.1.2 F Center Luminescence

One other mechanism that has been reported to trap electrons in alkali halides is the
tormation of F centers [JOHS3, PIC66, SEI46). F centers are formed in CsI(T1) when an
clectron is trapped in an I~ vacancy, as seen in Fig. 1.4, Consequently, the formation of F
centers is an intrinsic mechanism of the crystal, whereas the recombination of these centers

with holes typically occurs at impurity or activator sites. Like electrons trapped at a Tl*



Figure 1.4: Diagram of F center in CsI(T1).
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Figure 1.5: Schematic of luminescence process at an F center.

site, F centers can recombine with holes with the resulting emission of a luminescence
photons. Johnson and Williams [JOHS3] report that F centers predominantly recombine
with V, centers that are self-trapped adjacent to a TI* site for KCI(T1), as seen in Fig. 1.5,

and Pick [PIC66) reports that most alkali halides display similar F center characteristics.



Thus, F centers in CsI(T1) probably recombine with V, centers in a similar fashion to

KCI(T).
1.1.3 V, centers

As previously mentioned, holes may be scif-trapped as V, centers adjacent to a TI*
ion. A V, center for CsI(T1) is a pair of I- ions that are coupled together to form a hole,
13, when an electron is removed, as seen in Fig. 1.6. Vy centers can be created anywhere
in the crystal, but only contribute to thallium luminescence when self-trapped adjacent to a
T+ ion. Consequently, the V; centers must move through a crystal by thermally-activated
reorientation [DIE72, MUR7S, SON70, VIT66]. As seen in Fig. 1.6, the reorientation can
be either 90° or 180° to the coupled I5;. When the third dimension of the face-centered
cubic crystal is accounted for a 60°-reorientation will also be apparent. Although there are
more possible 60°-reorientation sites, the activation energy is largest for this mode, whilc a
V, center will not move via 180°-reorientation on average because it will have a 50%
chance of going one of two directions for cuch reorientation. Consequently, 90°-
reorientation is the most likely means of transporting V, centers to TI* sites in CsI(T1).
Once at the T1* sites, the self-trapped hole can recombine with a free electron or an electron
that is either trapped at a TI* center or an F center to create a scintillation photon. Donahue
and Teegarden [DON68] and Gutan, et al. [GUT74] both conclude that the recombination

process for V| centers that are adjacent to TI* ions follows
L+TI" > LTI
e +1;T1* = (1;7)"TI* = 21" + T1* + photon,
where the e~ can be a previously trapped or free electron. This recombination process is

similar to the processes described in 1.1.1, except that the excited ion in this process is the

V, center instead of the T1* ion.
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Figure 1.6: Diagram of V, center in CsI(T1) with possible directions for 90° and 180°-
reorientation.

1.1.4 Intraband Luminescence

Although the bulk of scintillation photons are accounted for by interband
transitions, two different intraband transitions have been reported to account for
luminescence in scintillators. Cross-luminescence has been observed to account for the fast
component of barium fluoride, BaF,, and some other crystals with similar band structures
to BaF, [LAV83], while alkali halides and some other ionic crystals have been reported to
cmit intraband luminescence [DEI92], Intraband luminescence can originate in either the
valence or conduction band, while cross luminescence is only observed to originate in the
valence band, as seen in Fig. 1.7. For valence band origination, intraband luminescence is
the result of a "high" energy electron (created by a gamma ray interaction) transferring its
kinetic energy to a deep valence band electron leaving a deep hole in the upper valence band

or an inner valence band. The deep hole can then be filled by a higher energy valence band
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Figure 1.7: Schematic of intraband and cress-luminescence along with competing phonon
process for intraband luminescence.

electron accompanied by the emission of an intraband luminescence photon or relax to the
top of its valence band via phonon emission. This scintillation mechanism is characterized
by decay times on the order of picoseconds because the competing phonon process occurs
in that time frame. Cross luminescence occurs when a hole in an inner valence band
relaxes o the top of that band and is subsequently filled by an upper valence band electron
that is accompanied by the emission of a photon and is characterized by decay times on the
order of a nanosecond. For the conduction band origination of intraband luminescence, a
valence band electron is excited into the conduction band and moves toward the bottom of
the band by either intraband luminescence or phonon emission. Conduction band intraband
luminescence is also characterized by decay times on the order of picoseconds. Intraband
luminescence is one of the fastest known scintillation processes, but typically has a
scintillation efficiency of 10-4 to 10-5 for alkali halides as compared to an overall
scintillation efficiency of about 0.14 for both Nal(TI) and CsI(TI). Since intraband

luminescence is governed by the band structure of the host crystal, both the emission
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spectrum and scintillation efficiency will be independent of impurities and activators in the
crystal. Additionally, the band structure does not change significantly with tcmperature,
and thus the intraband luminescence emission spectrum and scintillation efficiency will be

approximately independent of temperature [DEI92].
1.2 Scintillation Characteristics that Affect Detector Performance

To aid investigators in assessing the use of CsI(T1) for a particular application we
have measured the gamma-ray excited scintillation characteristics that are critical to detector
performance. In addition to measuring the scintillation characteristics of interest at room
temperature, we have also measured the temperature dependence of these characteristics.
The temperature dependence of CsI(T1) is of interest for two reasons. First, the thermally
excited dark current present in silicon PIN PDs at room temperature limits the achievable
energy resolution and suggests that low temperature operation might result in better energy
resolution since the dark current will decrease exponentially with inverse temperature.
Second, some applications require ambient temperatures other than typical room
temperature. Consequently, the temperature dependence of the CsI(Tl) scintillation
characteristics has been studied in the temperature range of —100 to +50°C.

The solid state physics of the scintillation mechanism is of interest primarily to aide
in the search for better scintillators. However, the manifestations of the scintillation
mechanism comprise two important characteristics, the emission spectrum and the temporal
behavior of the gamma-ray excited luminescence. The emission spectrum is the
distribution of scintillation photons as a function of wavelength. As previously mentioned,
the emission spectrum can dictate the photodetector that will best convert scintillation
photons to charge carriers, quantum efficiency, that can be processed by electronics. The
emission spectrum averaged over the photodetector quantum efficiency along with the
scintillation efficiency determine the number of charge carriers created by a scintillation

cvent, N_.. Since the statistical fluctuations of N will be the limiting factor of detector
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energy resolution when a detector is operated in pulse mode, it is advantageous to know
both the emission spectrum and scintillation efficiency of a scintillator. Furthermore, the
scintillation efficiency can be determined by measuring the emission spectrum and the
absolute scintillation yield.

For gamma-ray excitation at room temperature the emission spectrum of CsI(T1) has
been reported to have up to four emission bands, the most prevalent of which peaks at
about 560 nm [CRA74, GRA84, GRASS, GUT74, GWI63, KRE87, LAG61, MAS66,
SCH90, TOW68). Measuring the absolute shape of the emission spectrum requires
correcting recorded data for wavelength-dependent variations in monochromator efficiency
and photocathode quantum efficiency. It is not stated in most cases whether the previously
reported emission spectra have been corrected for such variations. We have corrected our
data accordingly to yield an absolute emission spectrum shape.

The absolute scintillation yield is a dominant factor in determining the energy
resolution of a scintillation detector because the yield governs pulse amplitude, as well as
the statistical fluctuations in the number of charge carriers created and the scintillation
efficiency, Electronic noise and the uniformity of the light collection efficiency across the
volume of the scintillator are also energy resolution factors that must be considered, but the
absolute scintillation yield is typically the limiting contribution to energy resolution. Since
CsI(T1) has the largest known scintillation yield, it has the potential for producing the best
energy resolution of any scintillating crystal. Holl, et al. [HOL88] have reported that the
CsI(T1) absolute scintillation yield is 51,800 photons/MeV at room temperature, but did not
account for ballistic deficit due to the long decay time of CsI(T1). We have reported a room
temperature absolute scintillation yield of 64,800 photons/MeV using a method that
accounts for ballistic deficit [VAL93b]. The temperature dependence of the CsI(Tl)
absolute scintillation yield is also of importance because some applications require an
operating temperature other than room temperature. Previous relative measurements of the

scintillation yield temperature dependence [BLU86, GRA8S5, KOB89] give an indication of
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this behavior, but do not account for long scintillation decay time constants and the
variation of these decay times with temperature. Kobayashi, et al. [KOB89] have
demonstrated that the temperature dependence of the CsI(T1) scintillation yield for gamma
rays does not vary with incident gamma-ray energy. Thus, if the temperature dependence
of the absolute scintillation yield is measured for any single gamma-ray energy, the result
should apply to all gamma-ray energies. Additionally, the scintillation yield of CsI(TI) is
known to be dependent on thallium concentration, unlike the decay times [SCH90].
Consequently, crystal-to-crystal variations of absolute scintillation yield are expected. This
thallium concentration dependence may also manifest itself in differences in the temperature
dependence of the scintillation yield.

When a detector is operated in pulse mode, the temporal behavior of the scintillation
emissions determine the timing capabilities, high count rate limitations, and in some cases
the ability to utilize the charge carriers created by the detector. The temporal behavior is
characterized by rise and decay times that determine when scintillation photons are emitted
with respect to the gamma-ray interaction. Many scintillator applications require using
timing signals for coincidence measurements. The best timing signals are produced by
scintillators that have high light yield with fast rise and decay times. The number of
gamma-ray excited decay modes, their decay times, and their temperature dependence for
CsI(T1) have been the subject of some controversy; both one and two primary decay modes
have been reported [GRA84, GRA8S5, JON60, MAS66, MORS9, PLIS9, SAS61, SCHI0,
STOS58, VAL93a). Also, the presence of a significant exponential rise time has been
recognized, but it has only been quantified by Grassmann, et al. [GRA85] and Valentine, et
al. [VAL93a]. Table 1.1 shows the previously reported values of the rise time constant,
Tyise» ald the two primary decay time constants of CsI(Tl), T, and 1,, at room temperature.
The confusion about the number of decay modes might be due to the length and relatively
small initial intensity of the longer component. However, the longer component is

responsible for about 40% of the scintillation yield and leads to significant ballistic deficit
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Table 1.1: Published values of primary decay time constants at room temperature.

Trise Ty T2
Author(s) (ns) (ns) (us)
Benrachi, et al. [BEN89] — 700 4.0
Crannell, et al, [CRA74] _— 800 1.6
Grabmaier [(JRA84] — 980 —
Grassmann, et al, [GRAS8S5] 40 850 -
Masunaga, et al. [MAS66] — 800 1.2
Morgenshtern [MORS59] — 550 0.7
Pliavin [PLI59] _ 800 1.6
Sastry and Thosar [SAS61] —_— 900 10
Schotanus, et al. [SCH90] —_ 600 3.4
Storey, et al. [STOS58] —_— 700 —_
Valentine, et al. [VAL93a) 19.6 679 3.34

when CsI(TI) is used with commercially-available linear amplifiers. The long decay
component thus has a significant effect on pulse processing and the observed scintillation
characteristics of CsI(TI), e.g. energy resolution and light yield. Therefore, variations in
the long decay time with temperature are of significant interest. The decay times of CsI(T1)
have been reported to be independent of thallium concentration for gamma-ray excitation
[SCHY0]. This thallium concentration independence * “ould result in small variation in
decay times from crystal to crystal, independent of crystal urigin,

For current mode operation, as proposed for CsI(Tl) in high energy physics
applications, the emission spectrum and the scintillation yield will again determine N..
However, if a scintillator emits thermoluminescent light in the temperature range of
operation, current mode and some pulse mode results may be erroneous. CsI(TI) is known
to be thermoluminescent in the temperature range of ~100 to +50°C [GRA84, GUT74].
Therefore, we have investigated the temperature ranges over which thermoluminescence
occurs and whether these ranges vary from crystal to crystal.

CsI(T1) crystals from several vendors were investigated to assess the differences in
scintillation characteristics. Cubic crystals of 8 mm on a side were procured from Bicron

Corporation, Horiba Crystal Products, Rexon Components, Inc., and Solon Technologies,
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Inc. The STI crystal was chosen at random to be used for the bulk of the measurements.
To assess the performance of CsI(T1) as a gamma-ray detector, we have measured the
emission spectrum (Chapter III). the absolute scintillation yield (Chapter IV), the rise and

decay components (Chapter V), and the thermoluminescence emissions (Chapter VI).



CHAPTER 11
THEORY

2.1 CsI(Tl) Scintillation Pulses

To determine the absolute scintillation yield, the scintillation process and all of the
subsequent mechanisms for transforming the scintillation light to a usable electronic pulse
must be considered. For the present discussion, only the mechanisms that lead to
production of charge carriers in the photodetector will be considered. The processing of
the pulse created by these charge carriers will be discussed in Section 2.2, The total
number of charge carriers (electron-hole (e-h) pairs in a photodiode (PD) and
photoelectrons in a photomultiplier tube (PMT)) created by a full-energy gamma-ray, E,,
event at (=0, N (E,.T), can be written as

Neo(EynT) = [ [N, AT, nLT.0 QAT A, (2.1)
00

where N, n, and Q are the number of scintillation photons produced, light collection
efficiency, and photodetector quantum efficiency, respectively, expressed as functions of
wavelength A, temperature T, and time t.

Consistent with earlier observations, we shall assume that the luminescent states of
CsI(T1) are depopulated by exponential processes and are populated either exponentially,
instantaneously, or by a combination of both. Using these ussumptions, the total number
of scintillation photons produced at time t can be expressed as

a,(T) -
N(E,,A.T.t)aB,;;Jj-(ﬁ e g, (2.2)

17
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where a, 7). and g; are the number of photons produced per unit cnergy deposited
(integrated luminescence), the rise or decay time constant, and the emission spectrum of the
jth luminescence mode. For all luminescence processes, the characteristic time is a decay
time constant and the integrated luminescence takes on a positive value, 844¢,y>0. The
exponential population of a luminescent state manifests itself as a separate luminescence
mode in Eqn. (2.2). In this representation, the rise component behaves as a negative
integrated luminescence (ay,,<0), the characteristic time is a rise time constant, and the total
integrated luminescence for a process with an exponential population feeding an
exponential depopulation 18 a,,,+84,c,,. A negative integrated luminescence implies that
the rise component reduces the total integrated luminescence from what it would be if the
population of the luminescent state were instantaneous. If a luminescent state is populated
only by a single exponential process then the absolute value of the initial intensities are
equal, Iyecey = =l Although it is well known that the emission spectrum is dependent on
the luminescence mode for some scintillators such as BaF,, the emission spectrum of
CsI(T1) has been assumed to be independent of the luminescence mode and thus
independent of time (e,(k.T)ae(l.T)) [VAL93a]. The assumption of emission spectrum
temporal independence will be discussed further in Section 3.3, Consequently, by defining

the temporal luminescence intensity I(Tt) as the sum of the exponential components:

I(T.z)azﬂ%fle“”l"” =Y e (2.3)
Y j

where [, is the initial intensity per unit energy deposited of the j‘h exponential component,

and Eqn. (2.2) can be re-written

When the emission spectrum is normalized such that

[enTrdr =10, (2.5)
0

the integration of I(T,t) over time results in the absolute scintillation yield
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JiTodi= T a Ty = N, (T). (2.6)
0 J

2.1.1 Light Collection Efficlency, n(A,T,t)

The light collection efficiency, n, has conventionally been defined as the average
probability of a scintillation photon of wavelength A being incident on the photodetector
averaged over all possible positions of a scintillation event and directions of the emitted
scintillation light. For a highly reflective system with good optical coupling between the
scintillating crystal and the photodetector (conditions necessary to achieve optimal energy
resolution for a scintillation detector), a single photon could be incident on the
photodetector more than once. Thus, the possibility of a light collection efficiency greater
than unity cxists with this conventional definition and n is no longer a legitimate
probability. This n is also impossible to measure experimentally because an incident
photon can only be counted if it creates a charge carrier. Consequently, 1y has been defined
in this work as the average probability of a scintillation photon of wavelength A being
absorbed in or transmitted through the photodetector. For the 300um thick silicon PIN
photodiode used for determining absolute scintillation yield, it is reasonable to assume that
no scintillation photons are transmitted through the photodetector, The definition of 1 for a
PD thus becomes the average probability of a scintillation photon of wavelength A being
absorbed in the photodetector. 1 has been assumed to be independent of time, temperature,
and, as justified in Chapter V, scintillation photon wavelength. Thus we can treat the light

collection efficiency as a constant, n(A.T.t)=n.

2.1.2 Quantum Efficiency, Q(A,T,t)

Photodetector quantum efficiency is conventionally defined as the probability that a

scintillation photon incident on the photodetector creates a charge carrier, i.e., an e-h pair
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for a photodiode. This definition can be more accurately described as the external quantum
efficiency [GEI82), Q,y. and is inconsistent with our definition of n. Thus, we shall
define Q as the average probability that a scintillation photon which is absorbed in the
photodiode creates an e-h pair. This definition of Q is consistent with that of internal
quantum efficiency and is related to Q,,, by

- Qut
Q=jlu, @)

where p is the reflectance of the photodiode [GEI82). Although Q,,, and p are dependent
both on the angle of incidence, 6, and the wavelength, A, of the scintillation photon, Geist,
et al. [GEI82] have confirmed that Q is independent of the incident angle. Therefore if Q,y,
and p are known at a particular incident angle, 6, then Q can be determined for all incident

angles:

_ Quy ()
Q) = LR L. (2.8

The incident angle independence of Q lends further justification for our definitions of n and
Q. since the conventional definitions would require the angular distribution of the incident
scintillation photons to determine Q,,,. Our definitions are more rigorous than the
conventional ones because all optical properties are contained in 1| and only semiconductor
properties are contained in Q. Similarly, our definitions divide n and Q into measurable
quantities, whereas measuring the number of photons incident on a surface is impossible
unless all incident photons are detected. The internal quantum efficiency, referred to as

quantum efficiency henceforth, is assumed to be independent of ime, Q(A, T,)=Q(A,T).

2.1.3 Absolute Scintillation Yield, Nyp (T)

Substituting Eqn. (2.4) into Eqn. (2.1) and using the results of Egns. (2.5) and (2.6), the

number of charge carriers created is

Neo(Ey T) = Ey1 Ny, (T) [ 60 T) QL T)A, (2.9)
0
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where it has been assumed that quantum efficiency is time independent and light collection

efficiency is constant. The wavelength-averaged quantum efficiency, defined as
Q(T) = [e.T) QA T)dA. (2.10)
0

is the wavelength-averaged probability of an absorbed scintillation photon creating an e-h
pair in the PD at temperature T, Substituting Eqn. (2.10) into Eqn. (2.9) and rearranging

results in

N (By,
NM,.(T)--E—:-%&%. (2.11)

Thus, by determining Ne(E,.T), n, and Q and knowing E,, the emperature-dependent
absolute scintillation yield can be determined.

2.2 Charge Calibration Methods

The temporal luminescence intensity of CsI(TD) scintillation light at room
temperature is best represented by two decay components ((a;, T,) and (a3, T;) where
7,<T;), and o rise component (iyy,q, Trise) that is associated with the shorter decay

component (I} = <)

; 4 - Ay . a -
l(l) = J-e tltk +-2'¢ AT +__me l/tm'
1l 12 1mo

"‘l‘ "‘i'\ ""l‘
sle +le ke ™,

= l,(a"'"' -e"""‘“)+ l,e""’. (2.12)

As seen in Table 1.1 the longer decay time constant, T,, is expected to be on the order of

microseconds, while T, and t,,, are expected to be on the order of hundreds and tens of
nanoseconds, respectively,

After the scintillation light is converted to e-h pairs in the PD, the pulse will

continue to have the same basic shape, since the PD rise time (a few nanoseconds) is short

compared to the rise and decay time constants. The electron current pulse produced by a

scintillation event is
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1) = B Q1,7 et )4 e, 2.13)
where ¢ is the clectronic charge, and the corresponding total charge of the pulse is
Qoa = [ir0dt =eE Qe = 17, +1,%,). (2.14)
0
Defining q,=cE,n Q1,7 and q;=eEn Ql,t;, Eqn. (2.14) simplifies 1o
T
dewt -m-q:—g‘:‘*-q:' (2.15)
and Eqgn. (2.13) becomes
() = (et g7/ )4 J gt/ (2.16)
% T2

When this current pulse is introduced into a charge-sensitive preamplifier having tp=RCp
as the time constant of the charge integrator, the current pulse is integrated over the
feedback capacitor, Cp, and yields a voltage pulse with the following time dependence

qcut o=vee . A1 [ -t LTSl L T I (2,17
Cp Cp Y CP

Vpreamp(t) =
For T,,,,<<t, <<tp ANd Ty, <<T3<<Tp_the peak voltage is Ve =qce,/Cp [KNO89). Thus,
the preamplificr peak voltage is directly proportional to the total charge induced by the
CsI(TD) scintillation. Figure 2.1 demonstrates the derived pulse shapes for a CsI(T1)
scintillation pulse. This model represents an ideal preamplifier behavior, but the actual
components function consistently with this model.

When the preamplifier output pulses are subsequently shaped by a linear amplifier,
it is necessary to have an amplifier shaping time larger than four times the longest decay
time to preserve 99% of the preamplifier output pulse amplitude. Thus, some ballistic
deficit is unavoidably created when CsI(TD) scintillation pulses are shaped by commercially-
available lincar amplifiers (shaping time € 12 ps) due to the large value of T, The amount
of ballistic deficit will be smaller with increasing shaping time, thus the amplitude of the
shaped pulse will increase with increasing shaping times. The following two sections

describe why the two methods that have been traditionally used for calibrating amplifier
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Figure 2,1. CsI(T1) scintillation pulse shapes: (a) scintillation yield, (b) preamplifier input
current pulse, (c) preamplifier output voltage pulse, and (d) amplifier output voltage pulse,
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pulse height to integrated charge for systems with PDs (observing direct photon
interactions in the PD and introducing a square wave voltage pulse onto the input capacitor,

Crrests Of the preamplifier) result in erroneous calibrations due to the ballistic deficit.

2.2.1 Direct Interactions in PD

The use of direct gamma-ray or x-ray interactions in a PD has been a widely-used
charge calibration method. It relies on a full energy event, L, in the PD creating qpy=E, /e
e-h pairs, where € is the average deposited energy necessary to create an e-h pair.
Although this method accurately calibrates the amplifier pulse amplitude to the charge
created by a direct interaction in the PD, the charge is introduced to the preamplifier in a
time frame that is short compared to that characterizing a CsI(T) scintillation event. In this
case, the preamplifier output pulse rise time is short relative to most shaping times and thus
not affected by ballistic deficit. Figure 2.2 demonstrates how the ballistic deficit affects the
direct interaction calibration. To illustrate the problem, we have assumed that the total
charge created in the PD by the direct interaction is the same as the total charge created by a
CsI(T1) scintillation event (gpy=qcyp). Note that the shaped pulse amplitude of the direct
interaction pulse will be nearly constant for all shaping times, while the shaped CsI(T1)
pulse amplitude has been previously noted to increase with increasing shaping time. Thus,
due to the difference in the preamplifier input current pulse, the direct interaction calibration
will be shaping time dependent. Under these circumstances the CsI(T1) scintillation yield
inferred from this calibration method will be different for each amplifier shaping time and

will underestimate the true yield.

2.2.2 Square Wave on Cq,,,

Introducing a square wave of amplitude V onto Cr, through the test input of the

preamplifier will result in an short impulse of charge, qgw=CgyVo. that is introduced to the
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Figure 2.2. Direct interaction (DI) method pulse shapes:(a) preamplifier input current
pulse, (b) preamplifier output voltage pulse, and (c) amplifier output voltage pulse.
charge integrator. Cgg is the parallel sum of the test capacitance and any stray capacitance
(Cgq=Crest+Citray). Figure 2.3 demonstrates the pulse shapes for the square wave method
when the total charge is equal to the charge created in the PD by a CsI(T1) scintillation event
(Qsw=dcqg)- Since we again have an impulse of charge, this method produces results
similar to the direct interaction method, and the inferred scintillation yield will again depend

on the choice of shaping time.
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Figure 2.3. Square wave (SW) method pulse shapes: (a) calibration voltage pulse,
(b) preamplifier input current pulse, (c) preamplifier output voltage pulse, and (d) amplifier
output voltage pulse.
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Figure 2.4: Shaped square wave (SSW) method schematic.

The precision to which Cg, is known directly affects the precision of the calibration.
For the preamplifier used, C, was inferred from the direct interaction method to assess the
contribution of Cy,,. The resulting equivalent capacitance of about 1.27 pF is consistent
with the nominal value of the capacitance of the test capacitor (1.2 pI' + 1%) and the

addition of a stray capacitance on the order of a few percent.

2.2.3 Shaped Square Wave (SSW) on Cqg

To compensate for the ballistic deficit that is the result of the long decay time of
CsI(T1), we propose to introduce a current pulse of known total charge, qggw, With the
shape of the scintillation pulse, Eqn. (2.16), to the charge inicgrator. The shaped square
wave (SSW) method models the scintillation pulse to satisfy this requirement [VAL92a).
As seen in Figure 2.4, a square wave is introduced to the SSW circuit, and the pulse is split
into three branches, each branch representing one characteristic time (2 decays and 1 rise
time constant) and the relative contribution of that rise or decay mode to the pulse. To
simulate the characteristic time, each branch is passed through an integration stage (two

non-inverting for the decay times and one inverting for the rise time) with an RC time
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constant that represents the respective rise or decay time constant. Subsequently, the
branches representing T, and 1., are attenuated by k, and k,, respectively, to model the
contribution of the long decay time and the rise time to the pulse, relative to the contribution
of 1,. Finally, all three branches are summed resulting in a voltage pulse that when applied
to Creq Will yield a current pulse with the same shape as the CsI(T1) scintillation pulse.
The negative voltage pulse introduced to Cr,,, will behave according to

Vean(t) = ‘Vo(eﬂmc' +kye”!"er ket ) (2.18)

For this input voltage pulse, the current introduced to the charge integrator is
~-t/1¢ k e—t/tm1 kze_‘mC'

d
i(t)=CBq'a't'VCulib(l)=—Caqu("e — + } (2.19)

Te) Tca Ter

while the total charge delivered to the charge integrator is

assw = [i(dt = CpgVo(l+k; —kj). (2.20)
0

The resulting preamplifier output voltage pulse will be

Qssw e’(/TF - C?ﬂvo c-‘(/Tm +kle-'t/fc2 __kze—'tlfcr]. (2.21)
Cr Cr

Vpreamp(t) =
Eqns. (2.17) and (2.21) are identical at all times only if T;=T¢c;, T2=Tca, Trse=TCr
dcs1=qssws 91=CgqVor K1=42/q;, and ky=1,/1;. Figure 2.5 shows the results of the
SSW method when the above conditions are satisfied. With scintillation and calibration
pulses of identical shape and amplitude, the calibration of amplifier pulse height to charge
created in the PD is independent of shaping time because each amplifier output pulse has
the same ballistic deficit.

The trailing edge of the initial square wave will produce exactly the same results as
the leading edge but with the opposite sign. The negative pulses will pass through the
amplifier, but will not be recognized by the analog-to-digital converter in the multi-channel
analyzer.

In summary, the SSW method relies on creating a calibration pulse of known

charge with the same shape and amplitude as the full energy CsI(T]) scintillation pulses
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Figure 2.5. Sha{)ed square wave (SSW) method pulse shapes: (a) calibration voltage
pulse, (b) preamplifier input current pulse, (c) preamplifier output voltage pulse, and (d)
amplifier output voltage pulse.
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such that both pulses experience the same ballistic deficit. When this is realized, the
photopeak and calibration peak centroids will occur in the same channel of a multi-channel
analyzer, independent of amplifier shaping time. Since the SSW method relies on
comparing pulse amplitudes (or integrated charges) for different available shaping times,
the method will only be sensitive to rise and decay components that are similar to the
amplifier shaping times. Although the SSW method was developed for calibrating pulse
amplitude to the integrated charge created in a photodiode by a CsI(TI) scintillation pulse to
ultimately determine absolute scintillation yield, the method also conveniently results in
estimates of the rise and decay time constants and the relative contribution of the

luminescence modes. We shall use this feature in the next section.

2.3 Rise and Decay Time Constant Determination

The decay time constants and relative intensities of the decay components dictate the
high rate capabilities of a scintillator. Thus the a/'s and 7;'s in Eqn. (2.3) and their
temperature dependence are important scintillation characteristics that are used to evaluate
the suitability of a scintillator for a given application. Consequently, the temporal
luminescence intensity of CsI(T1), I(t), has been determined by both the Bollinger-Thomas
method [BOL61], as modified by Moszynski and Bengtson [MOS77], and by the shaped
square wave (SSW) method [VAL92a]. The modified Bollinger-Thomas (MBT) method
has become the standard technique for determining I(t), and was thus used both to
determine the most accurate estimates of the parameters and to confirm the applicability of

determining I(t) by the SSW method.
2.3.1 Modified Bollinger-Thomas method

The Bollinger-Thomas method was developed specifically for determining
luminescence decay times. As modified, the method uses a trigger that is correlated in time

with the initiation of the luminescence signal; a photodetector then randomly samples the
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luminescence distribution by restricting the mean number of photoelectrons generated per
trigger to much less than one. This restriction is commonly realized by creating a "poor"
crystal-to-photodetector geometry. To determine the true luminescence intensity I(t),
standard nuclear electronics, with an impulse response function G(t), are used to acquire a
timing spectrum. (The temporal representation of G(t) is discussed in Appendix D.)
Consequently, the observed luminescence intensity H(t) corresponds to the convolution of

the impulse response function and the true luminescence intensity:

H(t) = II(!')G(! -)dt'. (2.22)
0

For fitting purposes I(t) was normalized to the absolute scintillation yield, N, which is
the sum of the a's. With this normalization, each a, represents the fraction of the total light
emitted by the j process. For the case of an exponential process (aye» Trse) populating a
luminescent state (8gecays Tdecay)s the fraction of the total light contributed by this rise/decay
PAIr 18 ye+agacay-

The measured data, M,, are the number of counts in the k¥ bin (corresponding to
the time interval [,,t,+8t]) and are analyzed using a non-linear least squares fitting program
[DERY3]. The fitted number of counts in the kth bin, Fy, is determined by summing the

integral of the timing spectrum and R, the chance coincidence rate contribution to that bin:
1+t

Fo =Rg0t+ [H(t)dt (2.23)

"
The chance rate appears as a flat background on which the luminescence distribution is
superimposed. This manifestation only occurs when the chance rate is much smaller than

the inverse of the random sampling time (TAC range). Minimization of %2, where

2 2
) "'F M -'F
2 =Z(Mk°} k) =Z( kF k) , (2.24)
k k k k

results in the best estimates of the a and 7, parameters, where Fy is the best estimate of the

variance of the counts in the kb bin. The number of dimensions on the %2 surface is the
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Figure 2.6: %2 surface projected into a, space.

number of free parameters used in the fitting program, which corresponds to twice the
number of exponential components in Egn. (2.3) (one for each g; and 7)), plus one each for
the flat background or chance coincidence rate Ry, and the zero offset of the luminescence
pulse (the fixed delay time). As seen in Fig. 2.6, the fit parameter value of & is chosen at
sznln' To determine the statistical uncertainties of the fit parameters, the largest and
smallest value of each parameter on the xfmnﬂ surface are determined while all other
parameters are varied. Fig. 2.6 demonstrates this method for the parameter aj, where the
%2 surface has been projected into a; spac?. This method results in values for +0y, and
~Oy, that are not equivalent when the %2 surface is asymmetric. When this occurs, the
reported value of Oy, is the average value of the +0,; and - |, such that ajta, is reported.
For most temporal luminescence intensity timing spectra, the values of +¢ and - are
nearly equal and thus the %2 surface is approximately symmetric. This method of

determining statistical uncertainties is discussed extensively by Rogers [ROG7S5).
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2.3.2 Shaped square wave method

The SSW method, described in Section 2.2.3, was developed specifically for the
charge calibration of CsI(T1)/photodiode systems to account for the ballistic deficit due to
the long decay time constants. However, the method also conveniently resultr in estimates
of the rise and decay time constants and the relative contribution of the luminescence modes
from the RC time constants and attenuation factors, respectively. The RC constants t¢,,
e and T, are estimates of t,, T,, and t,,, when the SSW method has been successfully
applied, while k, results in an estimate of the ratio of the charge contributions from
luminescence mode 2 to mode 1, q;/q, or ay/(a,+a,,,). As previously mentioned, the
SSW method is only sensitive to rise and decay times that are on the order of the amplifier

shaping times (250 ns to 12 ps).



CHAPTER Il
EMISSION SPECTRUM

The emission spectrum of a scintillator can be used to learn about the scintillation
mechanisms of that particular material and to determine which photodetector will most
efficiently detect that material's scintillation light. Wavelengths of peak emission
correspond to the energy levels of the radiative states for that scintillator, and can thus be
used to better understand the solid state physics that govern the behavior of that scintillator.
Accurate quantification of the CsI(T1) energy levels requires measuring the fine structure of
the emission spectrum. Conversely, to characterize a scintillation material for use as a
gamma-ray detector, it is not necessary to accurately determine the fine structure of the
emission spectrum. This is because the product of the emission spectrum, e(A,T), and
quantum efficiency, Q(A,T), is integraied over all wavelengths (Eqn. (2.10)) to determine
the wavelength-averaged quantum efficiency, Q(T), where Q(A,T) for a PD is a slowly
varying function of wavelength, Thus, knowledge of the fine structure of the emission
spectrum will not significantly improve the accuracy of the calculated value of QM. To
calculate Q(T) by Eqn. (2.10), the emission spectrum must be normalized to unity (Eqn.
(2.5)). This normalization and the slowly varying wavelength dependence of the PD
quantum efficiency imply that only the coarse shape of the emission spectrum is needed to
determine Q(T).

The energy resolution of any detector will be limited by the statistical fluctuations in
the number of charge carriers created, Noc(E,.T); thus, the best energy resolution will be
achieved by a detector sysiem that creates the most charge carriers per unit energy

deposited. For many years it was believed that the CsI(T1) scintillation yield was inferior to

4
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that of Nal(T1) and thus inherently had a poorer limiting energy resolution. These beliefs
were based on relative measurements of PMT photoelectron yleld and did not correct for
the wavelength-averaged quantum efficiency. As seen in Figure 1.1, the quantum
efficiency of a typical PMT at the peak emission wavelength of CsI(T1) (560 nm) is about
an order of magnitude lower than at the peak emission of Nal(T1) (450 nm), thus resulting
in the erroneous conclusion that the scintillation yield of Nal(T1) is superior. In contrast to
PMTs, the quantum efficiency of a PD increases over the range of 300 nm to 960 nm. This
range of increasing quantum efficiency includes the emission wavelengths of both Nal(Tl)
and CsI(T), thus the wavelength-averaged quantum efficiency for CsI('T1) will be superior
to that of Nal(Tl) when both crystals are coupled to a PD. Furthermore, we can see from
Figure 1.1 that the wavelength-average quantum efficiency for a CsI(TH/PD detector will
be superior to that of the CsI(T1)/PMT, Nal(TIVPMT, and Nal(T1)/PD combinations. Thus
4 PD will be the photodetector of choice for most applications that utilize CsI(TD at room
temperature, while a PMT is still the best photodetector when using Nal(T1). Prior to the
development of silicon PIN PDs, the Nal(TH/PMT combination yiclded the largest number
of charge carriers per unit energy deposited of any scintillator/photodetector pair (at best
10,000 photoelectrons/MeV) and thus had the best possible energy resolution. With the
present commercially-available PDs, the CsI(TI/PD combination now yields at least four
times as many charge carriers (about 40,(0X) electron-hole pair/MeV) and has become the
scintillator/photodetector with the best possible energy resolution,

Changes in the shape of the CsI(T1) emission spectrum with temperature will
change the wavelength-averaged quantum efficiency and could thus change the
photodetector preference. Therefore, it is important to accurately know the shape of the
emission spectrum as a function of temperature so that an appropriate photodetector can he
chosen and the wavelength-averaged quantum efficiency can be calculated at the anticipated

wemperature of operation.
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As stated in Chupter 1, the CsI(Tl) emission spectrum and its temperature
dependence have been reporied by several authors. In most cases it is not apparent whether
the emission spectra were corrected for the spectral efficiency of the detection system used.
Not correcting for the spectral efficiency can lead to very poor representations of the
emission spectrum. For example, Schotanus, et al. {SCH90] report CsI(T1) emission
spectrum data that was not corrected for the spectral efficiency of the monochromator and
PMT and the resulting emission spectrum is peaked at about S0 nm. The authors
acknowledge that the emission spectrum probably peaks at about 560 nm. However, if
their data were used to calculate the wavelength-averaged quantum efficiency, a result at
least 5% smaller than the expected value for Csl(T1) coupled with a typical silicon PIN PD
would be realized. Therefore, correcting emission spectra data for the spectral efficiency of
the detection system is an essential part of the ahsolute measurement of e(A,T) covered in

this chapter.
3.1 Emission Spectrum Experimental Methods

The CsI(TD) crystals procured from Bicron Corporation, Horiba Crystal Products,
Rexon Components, Inc., and Solon Technologies, Inc. (STD were used (o assess the
crystal-to-crystal variations and temperature dependence of the emission spectrum; the STI
crystal was randomly chosen for the temperature dependence measurements. As seen in
Fig. 3.1, the emission spectra of the four CsI(T1) crystals were measured using a 0.128
meter Jarrell-Ash MonoSpec 18 monochromator with two different 1200 line/mm gratings,
one blazed for 300 nm and the other for S(X) nm. The monochromator entrance and exit
slits were 500 pm wide, which corresponds to a 12 nm spectral resolution. §11 keV
annihilation photons from a 0.7 mCi 8Ge source were used to excite the crystals, The 12
nm spectral resolution is not sufficient for determining the fine structure of the CsI(T])
emission spectrum, but is sufficient for identifying the major variations that affect the

calculation of the wavelength-averaged quantum efficiency. The crystal of interest was
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Figurce 3.1: Detection sysiem schematic for emission spectra measurement.

placed at the focal point of a quartz lens; a similar lens then refocuscd the emissions onto
the entrance slit of the monochromator. The crystals and first focusing lens were placed in
a separate, thermally-insulated, temperature-controlled enclosure that was optically coupled
to the PMT via quantz lenses and air gaps. A brass block served as the heat sink and source
for the enclosure. To allow low temperature operation, a constant flow of liquid nitrogen
was passed through the block. The temperature regulation was provided by a
microprocessor-controlled heating element in the brass block (temperature regulation
method A) as shown schematically in Fig. 3.2, The crystal temperature was monitored by
placing a thermocouple in direct contact with the crystal. A Hamamatsu R-2059 PMT was

placed at the exit slit of the monochromator in a thermally insulated enclosure. The PMT
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Figure 3.2: Temperature rcgulation method A

was cooled to -20°C to reduce the dark current, and a background rate of about
10 photoelectruns/second was thus achieved. The PMT was shielded from the source with
lead bricks to prevent direct interactions of the 511 keV photons in the PMT. The output of
the PMT was converted to a logic pulse by a Tennelec TC-454 constant fraction
discriminator and subsequently counted with a Jorway 84 CAMAC scaler (Fig. 3.3). To
determine the emission spectra, count rate data were acquired for 30 seconds at each 5 nm
increment over the range of 200 to 700 nm and were corrected for the background count
rate due to dark current. Data were acquired over the range of 200 to 500 nm with the
grating blazed for 300 nm, while similar acquisitions were made from 300 to 700 rm with
the 500 nm grating. The data taken with each grating were corrected for the spectral
efficiency of the monochromator and PMT.

To determine the spectral response of the monochromator and PMT, the
temperature chamber and crystal were replaced with a NIST traceable, calibrated
Hamamatsu 1.2196 Deuterium Lamp. The known emission of the lamp, normalized to

unity at peak emission, and the observed response of the system for both the 300 nm and
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Figure 3.3: Detection system and electronics schematic for emission spectra measurement,

5(X) nm gratings. normalized to always be smaller than the normalized known intensity of
the lamp, are shown in Fig. 3.4 over the range of 200 to 700} nm in 5 nm increments.
Much of the fine structure of a typical deuterium lamp emission spectrum is lost because of
the 12 nm spectral resolution of the monochromator. However, sharp peaks at about 48()
and 660 nm and a broad peak with a maximum at about 580 nm, as well as the other
general features of a typical deuterium lamp emission spectrum seen in Fig 3.4, indicate
that the emissions of the calibrated lamp are consistent with the expected behavior of such a
lamp. Two calibrated cut-off filters were used to assure that the observed response of the
monochromator and PMT were not contaminated by higher order passage of light through
the monochromator. The actual and observed lamp emission spectra have been normalized
such that the relative spectral efficiency of the monochromator and the PMT can he
determined for cach grating by dividing the observed response of the system by the known

emission of the lamp at cach 5 nm increment. The resulting relative spectral efficiency for
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Figure 3.4: Monochromator and PMT spectral efficiency calibration for
the 300 and 500 nm gratings.

the 300 and 500 nm gratings is shown in Fig. 3.5. The absolute spectral efficiency at each
5 nm increment is some fraction of the reported values. Since the CsI(TI) emission
spectrum is normalized to unit area when determining the wavelength-averaged quantum
efficiency, it is not necessary to know the spectral efficiency absolutely. The
normalizations of the actual and observed lamp emissions are irrelevant as long as the same
normalization is used for both monochromator gratings. The spectral efficiencies are
reported over the range of 200 to 500 nm and 350 to 700 nm for the 300 and 500 nm
gratings, respectively, because the emission spectra data for the CsI(T1) crystals were taken
in these ranges. The point-to-point results seen in Fig. 3.5 are smooth with the exception
of wavelengths around 480 nm for the 300 nm grating and around 430 nm for the 500 nm
grating. The former is probably due to the emission peak of the lamp at about 480 nm,
while the latter may be due to second order contamination. Data acquired with the 300 nm
grating and corrected for spectral efficiency should be reliable over the entire range of

wavelengths because the efficiency varies smoothly and never approaches zero. Similarly,
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Figure 3.5: Relative spectral efficiency of monochromator and photomultiplier tube for 300
and 500 nm gratings.
the data acquired with the 500 nm grating should be very reliable up to 600 nm and have
somewhat decreasing reliability above 600 nm as the efficiency approaches zero. The
spectral efficiency above about 640 nm is very small (between 0.004 and 0.025); this will
tend to accentuate fluctuations in the data taken at these wavelengths when the data are
corrected for spectral efficiency. The poor spectral efficiency above 640 nm also manifests
itself in poor counting statistics which will result in large fluctuations in the data before it is
corrected. Therefore, large fluctuations in the reported emission spectra are expected for

wavelengths larger than 640 nm.
3.2 Emission Spectrum Results

An example of the background subtracted data taken with each grating for the STI
crystal and the data corrected for spectral efficiency at each 5 nm increment is shown in
Fig. 3.6 where any background subtracted data that results in a negative count rate has been

omitted. Similar to the uncorrected results of Schotanus, et al. [SCH90], the 500 nm
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Figure 3.6: Example of background-subtracted and background-subtr'acted. efficiency-
corrected emission spectra data for 300 and 500 nm gratings.
grating, background subtracted, uncorrected data is peaked at about 500 nm, However,
when the data are corrected for the spectral efficiency of the monochromator and PMT, the
emission spectrum is observed to peak at about 570 nm, which is similar to previously
reported values [CRA74, GRA84, GRAS8S5, GUT74, GWI63, KRE87, LAG61, MASG66,
TOWG68]. Once corrected for the spectral efficiency, the 300 and 500 nm gratiag data agree
quite well in the overlapping range of 350 to 500 nm. This agreement confirms the spectral
efficiencies derived above. As predicted, the corrected data fluctuates drastically above 640
nm due to poor counting statistics and poor spectral efficiency. The four data points above
660 nm that are significantly above zero count rate in the background subtracted, corrected
data do not appear to deviate significantly from the other background subtracted,
uncorrected data. Similar points that are not shown in the figure appear below zero count
rate. These significant fluctuations in the resulting emission spectrum are due to dividing
the background subtracted data by the small spectral efficiency of the monochromator and

PMT at long wavelengths, as mentioned above. To avoid erroneous results when
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calculating Q(T), data points above 640 nm that fluctuate significantly from the apparent
trend have been omitted and have been likewise cmitted from the subsequently reported
emission spectra.

A comparison of the CsI(Tl) emission spectrum from the four different crystals at
room temperature is shown in Fig. 3.7 with the data normalized to unity at the peak
emission count rate. The uncertainties shown for the STI crystal are due only to counting
statistics and are typical for all emission spectra reported. The emission spectrum for all
four crystals is observed to peak between 560 and 570 nm, while a much smaller emission
band is observed to peak at about 400 nm. The 400 and 560 nm emission bands have been
attributed to F centers created by I~ vacancies and thallium luminescence centers,
respectively [GUT74, SCH90]. Although these are common scintillation processes (as
described in Chapter I), it is difficult to verify that these are the actual mechanisms that are
producing light. The peak wavelengths indicate that the luminescence energy levels for F
center-V, center recombination (Fig. 1.5) and for thallium luminescence center
recombination (mechanism C in Fig. 1.4) are 3.1 and 2.2 eV, respectively, but the 12 nm
spectral resolution of the monochromator is probably obscuring the fine structure of the
emission spectrum. Lagu and Thosar [LAG61] reported four peaks in the emission
spectrum of CsI(TI) over the same range of wavelengths. Due to the spectral resolution of
our system, three of these four peaks are probably being averaged together to result in the
observed broad emission band peaked at 560 nm, while the other previously reported peak
is probably the 400 nm emission band. Furthermore, the data reported here is not
sufficient to fully characterize the energy levels and scintillation mechanisms of CsI(T1).
Although the 400 nm emission band of the Horiba Crystal Products crystal has a slightly
smaller magnitude than the other three, all four crystals display very similar room
temperature emission spectra. As seen in Table 3.1, when the four emission spectra are
averaged over the internal and external quantum efficiency of a typical silicon PIN PD, the

resulting wavelength-averaged quantum efficiencies vary by 0.15% or less from the mean.
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Figure 3.7: Gamma-ray excited CsI(T]) emission spectrum at room temperature for
crystals from Bicron Corporation, Horiba Crystal Products, Rexon Components, Inc.,
and Solon Technologies, Inc.

Table 3.1: Room temperature internal and external wavelength-averaged quantum
efficiencies for a typical silicon PIN photodiode coupled to CsI(T1) crystals from Bicron
Corp., Horiba Crystal Products, Rexon Components, Inc., and Solon Technologies, Inc.

Crystal Bicron Horiba Rexon STI

Internal Q(25°C) | 0.896 0.898 0.895 0.897
External Q(25°C) | 0.685 0.689 0.684 0.687

Consequently, it can be concluded that variations in the emission spectrum of CsI(T1) from
vendor to vendor or crystal to crystal at room temperature are minimal. For our definitions
of light collection efficiency and quantum efficiency, the internal Q(T) is the parameter of
interest. We have also included the external values so that our results can be compared to
what is expected from the conventional definitions. The small peak that appears in most of
the emission spectra at about 520 nm is believed to be due to the recorded count rate

peaking sharply around this wavelength (as seen is Fig. 3.6). Thus, this peak is not
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believed to be a true emission peak, but an aberration of the correction for spectral
efficiency.

Since the crystal-to-crystal variations in the CsI(T1) emission spectrum at room
temperature were found to be minimal, we only studied the emission spectrum temperature
dependence of a single crystal and assumed that other crystals would behave similarly.
Fig. 3.8 shows the emission spectrum of the STI crystal over the range of -100 to +50°C
in 25°C increments, normalized to the peak emission count rate at room temperature. The
emission spectrum appears to peak between 560 and 570 nm at all temperatures, while the
400 nm band is observed to disappear between -50 and -75°C. We believe that the
decreased mobility of the V| centers that recombine with F centers to create the 400 nm
emission band with decreasing temperature and/or the decreased thermal excitation needed
to liberate the electron from the F center account for the disappearance of this band.
Although the 400 nm band is quite evident above ~50°C, its relative contribution to a pulse
will be small when CsI(T1) scintillation light is detected with a PD. This small relative
contribution is due to the relatively small contribution of the 400 nm light to the total
emission, and also due to the PD quantum efficiency increasing with wavelength in this
range. Thus the PD will be more sensitive to photons from the 560 nm band than the 400
nm band. Table 3.2 shows the expected temperature dependence of the internal and
external wavelength-averaged quantum efficiency for a typical silicon PIN PD coupled to
CsI(T1). All of the 6(’1‘) values reported in Table 3.2 were calculated using the room
temperature quantum efficiency and thus do not represent exact values of Q(T) but are
presented as an indicator of the variations in the emission spectrum with temperature. The
implications of these G(T) values are further discussed at the end of Section 4.3, The
increase in Q(T) with decreasing temperature is due to the decrease in the number of
photons emitted in the 400 nm band, thus increasing the weight of the 560 nm band. Due

to the normalization of the data in Fig. 3.8, the change in relative peak count rate observed
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Figure 3.8: Temperature dependence of gamma-ray excited CsI(T1) emission spectrum for
Solon Technologies, Inc. crystal.
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Table 3.2; Temperature dependence of wnvelen?th-averaged quantum efficiency for a
typical silicon PIN photodiode coupled to the Solon Technologies, Inc. CsI(T1) crystal.

Temperature Internal External
0 Qm Qm
+50 0.896 0.685
+25 0.897 _(.687

0 0.898 (.689
-25 0.900 0.691
-30 0.902 0.694
-75 0.907 0.702
- 100 0.912 0.709

with changing temperature is indicative of the temperature dependence of the scintillation
yield. The reported relative count rate may be complicated by CsI(T]) thermoluminescence
emissions, us will be discussed in Chapter VII. Furthermore, the change in relative peak
count rate and the area under the emission spectrum are only indicators of the scintillation
yield behavior. However, the shape of the emission spectrum is the scintillation
characteristic of interest since €(A,T) is normalized according to Eqn. (2.5), and
thermoluminescence was not observed to affect the shape of the emission spectrum,
Furthermore, using a PD to detect CsI(T!) scintillation emissions will result in the
maximum number of charge carriers created at all temperatures because of the minimal
variations in the emission spectrum shape and the resulting wavelength-averaged quantum

cfficiency with temperature.
3.3 Temporal Dependence of Emission Spectrum

Spectrally-resolved timing measurements were made to determine the dependence
of the temporal luminescence intensity of CsI(T1), I(T\1), on the wavelength of the emitted
scintillation light, as addressed in Eqns. (2.2) through (2.4). With the monochromator sct

at either 400 or 560 nm, the modified Bollinger-Thomas method (described in Chapter V)
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was used to measure I(T.t) at room temperature. Only a few percent of the emitted CsI(T1)
scintillation photons are passed through the monochromator, while the chance coincidence
rate will remain approximately the same. The algorithm used to analyze the standard timing
spectra could not be used due to this degradation of signal-to-noise. However, no
appreciable differences were detected by a visual comparison of the timing spectra acquired
from the 400 nm band, the 560 nm band, and the entire emission spectrum of Csl(T).
Consequently, we have assumed that the temporal luminescence intensity and emission
spectrum of Csl(Tl) are independent. As previously mentioned, Lagu and Thosar
[LLAG61] reported four emission bands, The two most prominent bands peak at about 565
and 595 nm and have similar peak amplitudes. [t is possible that those two emission bands
are responsible for the two primary luminescence modes and that the fraction of light
emitted in the other two bands is so small that the decay times are obscured in the timing
spectrum. Although the decay times were not resolved by the spectrally-resolved timing
measurements, it seems likely that different emission bands would have different decay
times. If cach emission band has a different temporal behavior (€,(A, T)#e(A,T)), then the

integration over time and wavelength of Eqn. (2.1) results in
N (E,.T)=E nYa () T, (3.1)
)

where 5,(’1‘) is the effective wavelength-averaged quantum efficiency of the jtb

luminescence mode:

Q,(T)= [&,(AT) QA T) dh. (3.2)
0

g {(T) is approximalely constant for all luminescence modes ( 6 ,(T)aG(T)). then Eqgn,
(3.1) is equivalent to Eqn. (2.11). Even if Gj(T) is only constant for the primary
luminescence modes (primary a; > non-primary a;) assuming that 3,»('1’)&5(’1‘) will not
introduce much error. Since about 90% of the CsI(T1) scintillation light is emitted in the

560 nm band as seen in Fig. 3.7 (or a group of a couple of bands with pcak wavelengths
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close together), the two primary luminescence modes apparently have similar values of
Q {(T). Thus, the assumption of the temporal independence of the Cal(T1) emission
spectrum (¢(A. T)=e(A,T)), and consequently the wavelength-averaged quantum efficiency,
should not introduce much error into the absolute scintillation yield determinations

described in Chapter IV,



CHAPTER IV
SCINTILLATION YIELD

The long decay constant of CsI(T1) complicates the measurement of the absolute
scintillation yield. As seen in Table 1.1, t; is expected to be on the order of a few
microseconds at room temperature and to increase with decreasing temperature. While an
amplifier shaping time at least four times longer than the longest scintillation decay time is
necessary to preserve the full pulse amplitude through the shaping and amplification
process, the largest known commercially-available amplifier shaping time is only 12 us,
When this condition is not satisfied, the amplifier output pulse amplitude is degraded by
hallistic deficit and will yield an incorrect value for the scintillation yield. As seen in Eqn.

(2.11),
Neo(Ey,T)

NAM(T)' E n (T) (2.11)
b

determining the absolute scintillation yield requires measuring the number of charge cariers
created in the photodetector, No (E.T). To obtain N (E,.T) for a PD, the amplifier output
pulse height is usually calibrated to the charge created in the PD by the direct interaction
method or the square wave method, as discussed in Sections 2.2.1 and 2.2.2, respectively.
However, an accurate charge calibration for CsI(Tl) requires using a method that accounts
for the ballistic deficit like the shaped square wave (SSW) method, as discussed in Section
2.2,3, The SSW method is a pulse mode method that was developed for the specific
purpose of calibrating amplifier pulse height to the number of electron-hole pairs created in
the PD (N (E,.T)) at any temperature, by accouriing for ballistic deficit. If the gamma-ray

energy, light collection efficiency, and wavelength-averaged quantum efficiency are known

50



51

at the temperature at which Noo(E,.T) is measured, then the absolute scintillation yield can
be calculated by Eqn. (2.11).

The temperature dependence of the CslI(T1) scintillation yield can be determined
using a method that accounts for the ballistic deficit (like the SSW method), or by a method
that is unaffected by long decay times. Consequently, an independent, current mode (CM)
method that is unaffected by long decay times was also used to measure the relative
scintillation yield temperature dependence. The resulting relative yicld data was normalized
to the room temperature absolute scintillation yield that was determined by the SSW

method.

4.1 N (E,T) as Determined by Shaped Square Wave (SSW) Method

4.1.1 SSW Circuit and Method Confirmation

An analog circuit was designed to implement the SSW method described in Section
2.2.3. The circuit diagram is shown in Fig. 4.1. A squarc wave with repetition period
much greater than both the longest amplifier shaping time constant and greater than any of
the CsI(T1) decay times is applied to the input GEN. This signal is split into three RC
integration stages. The first two stages simulate the two primary decay time constants of
Csl(T1). Each stage consists of a potentiometer (P1,P2), a resistor (R1,R2), a capacitor
(C1.C2), and a follower (A1,A2). The time constants are T =(P1+R1)C] and
103=(P2+R2)C2. The third branch, with a time constant of T¢,=(R3IIR4)C3, simulates the
rise time constant of CsI(T1). The polarity of the rise component signal is opposite of the
first two branches and is achieved with an inverting amplifier, A3, Subsequently, the
signals from A1, A2, and A3 are introduced to an analog summer, realized by operational
amplitier A4, The signals from A2 and A3 are weighted relative to the signal from Al,

The weight of che signal from A2, as determined by k;=Q,/Q,. is set by potentiometer P3
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and the resistor R7. Similarly, ky=T,./T; is used to weight the signal from A3 and is set
by P4 and R8. The output voltage of the analog summer, A4, represents the simulated
pulse shape of Eqn. (2.18).

The calibration signal is then applied to the input of an active divider, realized by
operational amplifier AS (amplifiers A1-AS are AD847's). The divider allows the pulse
amplitude, Vg, to be accurately measured by an oscilloscope at the OSC output and then
scaled to the desired calibration pulse amplitude at TEST, according to Eqn. (2.20). The
ratio of the divider was set to be 50:1 at the maximum value of potentiometer P6. Thus, the

preamplifier input voltage pulse amplitude is calculated by

v
v0(1+k,—k2)=——‘2§g—65—ﬁi, (4.1)

where Sps is the setting of potentiometer P5 (ranging from 0.00 to 10.00), such that the
charge injected into the preamplifier is
S
0sC °Ps 4.2)

Cey V

according to Eqn. (2.20). When the shape and amplitude of the full energy CsI(TI)
scintillation pulse and the SSW calibration pulse after being applied to C, are equivalent
(Egns. (2.17) and (2.21) equivalent), the CsI(Tl) photopeak centroid and the SSW
calibration pulse peak centroid will occur in the same channel. If the SSW method has
been successfully applied, the calibration peak centroid will match the photopeak centroid

as a function of amplifier shaping time.

To confirm the applicability of the SSW method and the implementation of the
circuit in Fig. 4.1, a 1x1 cm right cylindrical CsI(T1) crystal was mounted on a 1x1 cm
square silicon PIN PD. A charge-sensitive preamplifier, a linear amplifier, and a multi-
channel analyzer were used to process the scintillation and calibration pulses. Fig. 4.2
demonstrates the behavior described in Sections 2.2, 2.2.1, 2.2.2, and 2.2.3 by showing
the photopeak centroid for CsI(TI) scintillation events and the calibration pulse peak

centroid for the direct interaction (DI), square wave (SW), and SSW methods as a function
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Figure 4.2: Normalized CsI(T1) photopeak and charge calibration peak centroid positions
as a function of amplifier shaping time constant.

of amplifier shaping time. The data in Fig. 4.2 are all normalized to unity at the 10 ps
photopeak centroid to illustrate the increasing effect of ballistic deficit with decreasing
shaping time. As previously mentioned, the CsI(T1) photopeak centroid increases with
increasing amplifier shaping time and the SSW method results mimic the CsI(T1) behavior,
while the DI and SW method results are relatively constant with shaping time. To further
illustrate the behavior of the calibration techniques, the calibrated number of e-h pairs
created in the PD per unit energy deposited (N (E,,T)/E,), as a function of amplifier
shaping time, has been tabulated in Table 4.1 for each of the three methods. The
calibration of amplifier output pulse amplitude to charge by the SSW method results in a
shaping time independent calibration, while both the DI and SW methods result in shaping
time dependent calibrations. The DI and SW method calibrations show a pulse height
degradation of at least 7% at 10 pus and are increasingly affected by ballistic deficit with
decreasing shaping time. From Fig. 4.2 and Table 4.1, we can conclude that ballistic

deficit is a significant problem when calibrating CsI(T1)/PD systems to charge at room



55

Table 4.1: Comparison of charge calibration methods.

Amplifier Shaping Calibrated Charge (e-h pairs/MeV)

Time Constant | Direct Interaction | Square Wave | Shaped Square
(us) Method Method Wave Method

0.5 22,400 22,200 48,000

1 27,600 27,700 48,000

2 33,400 33,400 48,000

3 36,700 36,500 48,000

6 41,300 41,500 48,000

10 44,200 44,600 48,000

temperature. These ballistic deficit problems will become magnified with decreasing
temperature as the decay times of CsI(T1) increase. Consequently, only the SSW method
yields an accurate charge calibration for CsI(TI)/PD systems and will thus be the preferred

method for absolute scintillation yield of CsI(Tl) determinations.

4.1.2 SSW Method Experimental Methods

The same Solon Technologies, Inc. (STI) 8x8x8 mm cubic CsI(T1) crystal that was
used for measuring the emission spectrum temperature dependence (Chapter III) was used
to measure the temperature dependence of N.(E,.T). The crystal was wrapped with about
twenty layers of white PTFE tape on five sides, while the sixth side was coupled to a
1x1 cm square Hamamatsu S3590-03 PD via Viscasil 60,000 silicone oil, as seen in Fig.
4.3. The CsI(T1)/PD combination was mounted on an aluminum box for stability and
reproducibility of geometry. To complete the Faraday cage, aluminum rings and a thin
aluminum top were mounted on the box, as seen in Fig. 4.4. The aluminum box with the
detector mounted on it was placed inside a Tenney Jr. environmental chamber which was
modified for liquid nitrogen operation. Initially, the programmable temperature controller
on the environmental chamber regulated the flow of liquid nitrogen through a solenoid
valve when operating below room temperature, while a heating coil was used when

operating above room temperature. However, the turning on and off of the solenoid valve



56

7

CsI(TI)

PTFE

Tape \

Resin
Coating
Coupling
Compound e el ] |
ALY — Si10,
G
- v Silicon

Leads
Figure 4.3: CsI(T1) crystal and silicon PIN photodiode schematic.

Aluminum

»~ Cap

\ Aluminum
' Rings
Aluminum § /
Box
BNC
Connector

Figure 4.4; Configuration to complete Faraday cage around CsI(T1)/photodiode detector.
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Figure 4.5: CsI(T1)/photodiode electronics schematic.

every second or so was picked up by the PD as noise and resulted in a significant
degradation of the system energy resolution. Consequently, the solenoid valve was
replaced by a manual valve that was left partially open during operation below room
temperature to allow a constant flow of liquid nitrogen into the chamber. The
programmable controller then regulated the temperature with the heating coil both above
and below room temperature (temperature regulation method B).

As seen in Fig. 4.5, the remaining data acquisition electronics consisted of a
Canberra 2003BT charge sensitive preamplifier, a Canberra 2021 linear amplifier, a high
voltage power supply, a research pulser, and a multi-channel analyzer board. The pulser
was used to monitor system drift and not for charge calibration. A short cable connected
the PD and preamplifier through a chamber penetration and thus scrved as a thermal break
so that the preamplifier could remain at room temperature while the detector temperature
was varied. Two J-type thermocouples, in reproducible positions, monitored the internal
temperature near the detector. The uncertainty in the detector temperature at thermal
equilibrium was estimated to be £0.5°C. Since the Faraday cage for the CsI(T1) crystal and
PD was a sealed configuration, the detector temperature lagged the temperature outside the
Faraday cage during temperature changes. To account for this thermal lag, a temperature

run was made with one thermocouple in contact with the detector while another
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thermocouple was in its reproducible position outside the Faraday cage. It was found that
the detector temperature came to thermal equilibrium with the exterior about twenty minutes
after the outside temperature stabilized when the temperature was increased in 10°C
increments over the range of =100 to +50°C. The time to thermal equilibrium was about
twice as long when decreasing the temperature in 10°C increments over the same range.
Consequently, temperature runs were always begun by cooling the detector to the coldest
temperature to be studied and then increased to subsequent temperatures. To assure
thermal equilibrium, data acquisition was not begun until at least one hour after the
temperature outside the Faraday cage was stabilized.

With the CsI(T1)/PD detector inside the environmental chamber, the temperature
was varied over the range of -100 to +50°C in 10°C increments. At each temperature, the
programmable controller brought the chaniber to thermal equilibrium and maintained that
temperature throughout data acquisition. Pulse height spectra were acquired at ten of the
twelve available linear amplifier shaping time constants (0.25, 0.5, 1, 2, 4, §, 6, 8, 10, and
12 us) at each temperature. The other two shaping times, 1.5 and 3 ps, were observed to
have excessive over-shoot when the pole-zero was not adjusted. To use the SSW method,
the photopeak data and calibration pulse peak data must be taken under identical conditions.
Since the SSW method is performed after data acquisition, adjusting the pole-zero betwesn
each spectrum would have made it impossible to apply the SSW method. Consequently,
the 1.5 and 3 ps shaping times were avoided when acquiring the pulse height data and
analyzing the data with the SSW method. 34Mn was chosen as the gamma-ray source for
its "clean" spectra resulting from a single emission line at 835 keV. The peak centroids
were determined by taking the first moment of the background subtracted region-of-interest
data. The uncertainty in determining the centroid by calculation of the first moment has
been derived in Appendix A and was found to be <1% for all photopeak and calibration

peak centroids [VAL92b].
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4.1.3 N.(E,,T) Results from SSW Method

By manually varying the resistances in the SSW circuit of potentiometers P1, P2,
and P3 to simulate variations in 1,, T,, and k,, respectively, the photopeak centroid as a
function of amplifier shaping time was replicated using the SSW method at each
temperature. It was assumed that variations in the rise time constant with temperature did
not have a significant affect on the SSW method due to the small fraction of the total charge
contributed by the rise component k, (about 1% at room temperature). Thus, both the rise
time and the charge contribution were held constant for all temperatures at T,,,,=20 ns and
k,=0.03. When the calibration pulse centroids match the photopeak centroids at all
amplifier shaping times (Section 2.2.3), the number of e-h pairs contributing to the pulse is
N (ET)=k qgsw, Where k. is the charge collection efficiency and qggy is calculated by
Eqn. (4.2). Complete charge collection efficiency (k.=1.0) is approximately realized for a
fully depleted PD, thus all e-h pairs that are created in the depletion region will contribute to
the signal and N (E,, T)=qgsw. The PDs were always reverse biased such that full
depletion was achieved. Fig. 4.6 shows some examples of the photopeak and calibration
peak centroid matching, while Table 4.2 shows the calibrated e-h pair yield per unit energy
deposited, N..(E,, T)/E,, as a function of temperature. Above +3(0°C, accurate photopeak
centroids were not attainable for some amplifier shaping times because of excessive PD
noise, while below —-60°C, the photopeak centroids for the shorter shaping times were
obscured by the noise shoulder. The photopeak centroid uncertainty is not considered
when matching SSW calibration peak centroids with the photopeak centroids. Thus, any
error in a photopeak centroid will either result in an error in the replication of the CsI(TI)
pulse shape by the SSW method or in the matching of all photopeak and calibration peak
centroids simultaneously not being possible. Similarly, if some of the photopeak centroids
can not be resolved, then the shape of the CsI(TI) pulse can not be accurately determined by

the SSW method. Additionally, decay time T, of CsI(Tl) becomes longer than the longest
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Figure 4.6 Examples of matching CsI(T1) photopeak centroids with shaped square wave
(SSW) method calibration pulse peak centroids for Solon Technologies, Inc. crystal.

Table 4.2: Temperature dependence of electron-hole pair yield per unit energy
deposited as determined by the shaped square wave method for Solon
Technologies, Inc. CsI(T]) crystal.

Temperature Ne(E,T)/E,"
°C) (e-h pairs/MeV)
+30 47,000
+20 47,800
+10 49,100

0 49,700
-10 49,700
-20 49,200
-30 48,600
-40 45,600
-50 41,100
-60 39,800

* $3% estimated uncertainty
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amplifier shaping time below -60°C. As discussed in Section 2.2.3, the SSW method is
only sensitive to decay times that are similar to the amplifier shaping times. Consequently,
determining N.((E,,T) for T>30°C and T<-60°C by thec SSW method was not possible.
The e-h pair yield at -10°C and 0°C of 49,700 per MeV suggests that the maximum occurs
around -5°C. N (E,T)/E, drops to about 80% of the ~10 and (°C yield at -60°C, and
about 94.5% at +30°C.

The uncertainty in N.c(E, T)/E, is dominated by the uncertainty associated with the
SSW method, since the error in peak centroid calculations was small ($1.0 %). The
uncertainty in determining the number of e-h pairs created in the PD by the SSW method is
dominated by the uncertainty of the measurement of Vg (estimated to be 2.5%) and the
precision of Cyeq (1.0%). Therefore, it has heen estimated that cach value of N (E,.T)
has an uncertainty of about +3%.

To confirm that the CsI(T1) crystals procured from Bicron, Horiba, and Rexon
would yield similar N .(E,.T) results to those reported for the STI crystal, the photopeak
centroids for all of the crystals were recorded at room temperature for all amplifier shaping
times and are shown in Fig. 4.7, It is obhserved that the centroids of the Bicron, Horiba,
and Rexon crystals are within 8% of the STI crystal centroids at cach shaping time. If we
assume that pulse height at 12 s is indicative of N (E,.T) that would be measured using
the SSW method, then the expected standard deviation of crystal-to-crystal variations is
about £3.6%. Thus, the expected variation in the measured N (E,.T) results by the SSW
method from crystal to crystal is less than £5%, the square root of the quadrature sum of

the SSW uncertainty (3%) and the observed crystal-to-crystal centroid variations (3.6%).

4.2 Light Collection Efficiency, n

The light collection efficiency, n, for the geometric and optical properties of the

CsI(T1)/PD detector were modeled using the visible light transport program DETECT
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[KNOS88). Using our definition of | (the probability that a scintillation photon is absorbed
by the PD) required that DETECT be modified to account for the Fresnel reflection of
photons from the PD back into the scintillator. The modification first required the

calculation of the photon transmission angle using Snell's law:

6, = sin"‘[sin(ﬁ, );';’-L] (4.2)
2

where 6, and 8, are the angles of incidence and transmission, respectively, and n, and n,
are the index of refraction for the thin layer (100 nm) of SiO, (n,=1.46) that covers the
silicon and the index of refraction for silicon (n,=4.08 at 550 nm). Subsequently, the
probability of reflection for randomly polarized photons is calculated using the Fresnel

equations. The probability of reflection for parallel polarized photons is

tan?(6, -6 @3
= ' e
P = an 8, +8,

and the probability of reflection for perpendicular polarized photons is
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sin?(0, -0
= e 4.4
Pi sinﬂgel +92= @4

The probability of reflection for randomly polarized photons (which is what we assume

photons that hit the PD are) is the average of the parallel and perpendicular probabilitics

+
Puna = ELSEL. 4.5)

Finally, a Monte Carlo calculation is performed to determine whether the photon is reflected
or transmitted at the Si0, to silicon interface. If the photon is reflected, the program
continues to follow its fate, while photons that are transmitted into the silicon ure assumed
to be absorbed in the PD. For the geometry and optical propertics of the CsI(T!) crystal
(n=1.8), coupling compound (n=1.5), and PD used, the light collection efficiency was
calculated to be 81.4% (n=().814). The thin resin coating (n=1.5) that seals the PD from
the atmosphere (and is thus in contact with the coupling compound) was also modeled.
The surfaces of the scintillator were all polished and modeled accordingly, while the white
PTFE tape used to wrap the crystals was assumed to have a reflectance of 0.98, The input
file used and part of the output file produced by DETECT appear in Appendix B.

The index of refruction for silicon is wavelength dependent and therefore causes the
modeled light collection efficiency to be dependent on A, as seen in Fig, 4.8, The light
collection efficiency is observed to decrease with the increasing index of refraction of
silicon due to the increased probability of reflection at the Si0); to silicon interface.
Although n varies by ahout 4% over the range of the CsI(TI) emission spectrum, most of
the variation is observed to occur below 450 nm where only a small fraction of the CsI(T1)
light is emitted (Fig. 3.7). Around the 560 nm peak emission of CsI(T1), 1y varies by about
$1%; consequently, we have assumed that 7 is independent of A,

The value of n used from DETECT was determined assuming no bulk absorption
or bulk scattering of scintillation photons in CsI(T1). Although this is not actually the case,

a realistic bulk absorption mean free path is on the order of a few meters [VIE74]. ASm
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to the change in the index of refraction for silicon.

mean free path reduced the light collection efficiency by about 1%, while a | m mean free
path reduced 1 by about 6%. Introducing bulk scattering into the simulation did not change
7 significantly due to the small dimensions of the crystal.

Considering the variations described, it has been estimated that the uncertainty of
the simulated light collection efficiency is n=().814130.024 (or £3% relative uncertainty).
This result has been confirmed by Bird, et al. (BIR91, BIR92] by an independent Monte
Carlo program and experimental measurements. Bird, et al. report a light collection
efficiency of about 0.785 from their program and about (.79 from their experimental
measurements for a 1x1x1 cm cubic CsI(TI) crystal coupled to a Ix1 cm silicon PIN
photodiode. Although our crystal was slightly smaller, we do not believe the difference is
significant because when their system was modeled with DETECT a value of n=0.817 was
found. Bird, et al. also modeled and measured experimentally the light collection efficiency
of crystals with several different lengths. Since the optical properties that most affect the

light collection efficiency are surface treatment and reflective wrapping, to henchmark a
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model it is necessary to have goud agreement between modeled and measured values for
different detector geometries. Differences in geometry result in different average numbers
of surface interactions, which result in confirmation of the accuracy of the surface treatment
and reflective wrapping modeling. Thus, if the modeled and experimental light collection
efficiency results agree for different crystal lengths (different geometries), then we can be
reasonably confident that the model is accurately resembling the experiment. These results

are further discussed in Section 4.5,
4.3 Wavelength-Averaged Quantum Efficiency

We have defined quantum efficiency, Q(A.T), as the probability that a photon of
wavelength A that is absorbed in the PD will create an ¢-h pair when the PD is being
operated at temperature T, We shall also refer to QO\T) as the internal quantum efficiency
when we wish 1o distinguish our definition from the conventional definition of quantum
efficiency, which we shall werm external quantum efficiency. The wavelength-averaged
quantum efficiency Q(T) has been defined as the quantum efficiency averaged over the
scintillation emission spectrum, QA.T) and Q(T) defined in this manner are independent
of the geometry and optical propertics of the detector, and thus are fundamental
characteristics of the PD. It a scintillation photon creates more than one e-h pair, as is
possible for photons with energies at least twice the band gap of silicon, the definition of
yuaninm efficiency must be reconsidered. However, Christensen [CHR76] has shown that
the probability of a single photon creating more than one ¢-h pair in silicon is approximately
zero for A2350 nm. Consequently, our definitions of Q(A.T) and Q(T) seem to hold
rigorously for CsI(T1) coupled to a PD. These definitions may not he well-suited for a
photomultiplier tuke because of the significant transmission of light through the
photocathode,

To determine Q(T) by Egn. (2.10), both £(A,T) and Q(A,T) must be known, The

emission spectrum of CsI(TD, €(A,T), was measured in Chapter 11 Fig. 3.7 shows
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£(A,25°C) for the crystals from Bicron, Horiba, Rexon, and STI and Fig. 3.8 shows
e(A.T) for the STI crystal over the range of - 100 to +50°C in 25°C increments. The data in
Figs. 3.7 and 3.8 must be normalized to Egn. (2.5) for Egn. (2.10) to be valid.

A calibrated Hamamatsu 3590-03 silicon PIN photodiode was procured to facilitate
the accurate determination of both Q(A,T) and Q(T). The room temperature radiant
sensitivity of the PD, R(A,25°C,8), was calibrated by Hamamatsu using a NIST traceable
standard PD over the range of 360 to 400 nm in 10 nm increments and 400 to 110 nm in
20 nm increments. Appendix C contains an equipment schematic for the calibration and the
resulting radiant sensitivity as a function of wavelength, R(A,T.0) is defined as the current
induced by an incident photc:: beam of known power at wavelength A, temperature T, and
angle 6, and is measured by recording the current induced by a known beam of photons
that is perpendicularly incident (8=0°) on the PD through air, as seen in Fig, 4.9, To
determine the internal quantum efficiency Q(A,T), the radiant sensitivity is first converted to
external quantum efficiency Qg (A.T.0) and then corrected for Fresnel reflection in the
calibration process at each interface, as seen in Eqn. (2.7). R(A.25°C,8=0°) is converted to
external quantum efficiency by
R(A,25°C,0=0°)

3 =],24 A ' (4.6)

where h is Planck's constant, ¢ is the velocity of light, and e is the electronic charge. When

ex M ]
¢

R(A.25°C.,0=() is expressed in mA/W and A in nm, a value for he/e of 1,24 will correctly
cancel units, To correct the calibration for light lost due 1o index of refraction mismatches,
the fraction of perpendicularly incident light that is Fresnel reflected, p(8=0)°), at an

interface when passing from material | to material 2 is calculated by

2
p(B = °) = [w} : 4.7)
nl + fl2

where n; and n; are the indices of refraction for materials | and 2, respectively.

Substituting values for ny and n,, 4% of the incident photons are Fresnel reflected at the air
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Figure 4.9: Schematic for photodiode calibration.

to resin coating interface and less than 1% are reflected at the resin coating to SiO,
interface. Since the index of refraction of silicon is wavelength dependent, p is also a
function of A at the SiO, to silicon interface. The fraction of reflected photons in the range
of the CsI(T1) emission spectrum ranges from a maximum of p(6=0°)=34.2% at A=400 nm
to a minimum of p(0=0°)=19.6% at A=700 nm at the SiO, to silicon interface. Recalling
Eqgn. (2.8):

Q(A) = _QSL‘Q"’_G_O_). (2.8)

1-p(A,8p)

the angle independent internal quantum efficiency is calculated from the angle dependent
external quantum efficiency, and both are shown in Fig. 4.10. The resulting Q(A,25°C) for
the PD and the previously determined €(A,25°C) for each CsI(Tl) crystal normalized to
Eqgn. (2.5) are then used to evaluate Q(25°C) in Eqn. (2.10) numerically using Simpson's
method. The results appear in Table 3.1 for each crystal.

The temperature dependence of Q(A,T) was determined by measuring the
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Figure 4.10: External and internal quantum efficiency of calibrated Hamamatsu $3590-03
silicon PIN photodiode.

temperature dependence of the PD pulse height response to a green light emitting diode

(LED). For the LED used, Eqn. (2.1) is generalized to

Neo(D = [ [N gp A T,t) g (W T, QAL T,Y) ddt, (4.8)
00

where Nj gp is the number of photons emitted by the LED, n; gp is the light collzction
efficiency of the LED and PD, and Q is the PD quantum efficiency as functions of
wavelength A, temperature T, and time t. The narrow emission bandwidth of the LED
around Aq can be assumed to be a delta function, §(A-A). If the LED is flashed for a very
short time and kept at room temperature, while the temperature of the PD is varied, then
NLepA,T,t)=Ngd(A-A0)d(t), where Ny is the number of photons emitted each time the
LED is pulsed. Again, assuming that 1 is independent of time, temperature, and

wavelength and that Q is independent of time, Eqn. (4.8) becomes
Neo(T) =Ngn gpQA, T) = kQ(Ag, T), (4.9)
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where k is a constant. This implies that the temperature dependence of N(T) for the LED
depends only on the temperature dependence of the quantum efficiency. Since the LED is
pulsed for a very short time, the pulse processing of the LED pulses will be similar to that
of the direct interaction and square wave methods of charge calibration (Sections 2.2.1 and
2.2.2) and no ballistic deficit will be observed. Consequently, the amplifier output pulse
will be proportional to N..(T) and thus proportional to the PD quantum efficiency.

Flashing the green LED though a window in the environmental chamber allowed
the LED temperature to be maintained at about +23°C, while the PD temperature was varied
over the range of —100 to +50°C. The CsI(T1) crystal was not mounted on the PD and the
aluminum cap that completed the Faraday cage was replaced by a sheet of aluminum foil
with a small hole in it. Noise levels were observed to increase because of the hole in the
Faraday cage, but the pulser peak from the LED was still easily resolved. The LED
measurements resulted in a change in pulse amplitude of less than 1% from +30°C to
-60°C, thus Q(Ay,T)=Q(Ag). It was then assumed that this temperature independence of
the quantum efficiency at A also holds for the entire emission spectrum of CsI(T1) so that
QA T)=Q(\). Consequently, the values tabulated in Table 3.2 for the emission spectrum
of the Solon Technologies, Inc. CsI(T1) crystal are the best estimates of the Q(T). Since
the SSW method could only be applied between —60 and +30°C, the quantum efficiency
results are of primary interest in the same temperature range. From Table 3.2, we see that
Q(T) varies by about 1% between --75 and +50°C. Since we have estimated the
uncertainty of determining Q(25°C) to be £0.018 (or £2.0% relative unccrtainty), any
variation of Q(T) with temperature is within the room temperature uncertainty.
Furthermore, assuming that the wavelength-averaged quantum efficiency is independent of

temperature (Q (T)=Q =0.897) will not introduce any significant uncertainty.
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4.4 Relative Scintillation Yield Temperature Dependence
as Determined by Current Mode (CM) Method

4.4.1 CM Method Experimental Methods

To determine the temperature dependence of the absolute scintillation yield with the
SSW method required making assumptions about the temperature dependence of the PD
quantum efficiency. Also, the decay modes (other than the primary two, T; and 1,) and the
temperature dependence of the rise time 1, (T) were neglected by the SSW method due to
both the complexity of accounting for them and the SSW method only being sensitive to
characteristic times on the same order as the amplifier shaping times. Thus, it was assumed
that the contribution of the minor decay modes and the rise time to the total charge created
by a scintillation pulse were negligible. To assess the validity of the SSW method
assumptions and approximations, an independent method was needed to measure the
temperature dependence of the CsI(T1) scintillation yield. The current mode (CM) method
used as the independent method is not affected by very long or very short decay times and
utilized a thermally-isolated photodetector. Consequently, the current mode method results
do not suffer from the shortcomings of the SSW method.

The current mode method was carried out by placing a 0.7 mCi 68Ge source near
the CsI(TI) crystal in the same thermally-insulated, temperature-controlled enclosure as was
used for the emission spectra measurements. The monochromator was replaced by a
cooled Hamamatsu R-2059 PMT at the focal point of the second quartz lens, as seen in
Fig. 4.11. The PMT output current was measured with a Keithley 617 electrometer at a
rate of about three times per second, averaged every ten seconds, and recorded in computer
file along with the crystal temperature, as seen in Fig. 4.12. It can be assumed that this
average PMT output current is directly proportional to the scintillation yield. The crystal
temperature was controlled by a slightly different method than was used to make the
emission spectrum measurements because thermoluminescence was observed to affect

these measurements both while increasing temperature and at thermal equilibrium. These
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Figure 4.11: Detection system schematic for current mode method measurements.
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Figure 4.12: Detection system and electronics schematic for current mode
method measurements.

thermoluminescence observations are further discussed in Chapter VI. To avoid these
problems the crystal was initially heated to 50°C, the heating element turned off, and the
crystal cooled at a rate of about 1°C per minute by manually regulating the liquid nitrogen
flow such that the crystal temperature was monotonically decreased (temperature regulation
method C, as seen in Fig. 4.13). The light collection efficiency and photodetector quantum
efficiency were assumed to be independent of CsI(T1) crystal temperature for the CM
method. We believe that the temperature independence of the quantum efficiency is a very
good assumption for the CM method because the PMT was thermally isolated from the
crystal and thus maintained at a constant temperature. Additionally, the results of the
CsI(T1) emission spectrum temperature dependence in Chapter III suggest that changes in

the wavelength-averaged quantum efficiency with temperature will be insignificant.
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Figure 4.13: Temperature regulation method C.

4.4.2 CM Method Results

The PMT output currents are shown in Table 4.3 in 10°C increments for the CsI(T1)
crystal procured from STI, while the CM method results for all four crystals are shown in
Fig. 4,14. The data in the figure are all normalized to unity at room temperature and thus
represent relative scintillation yields. The scintillation yield is observed to peak between
-35 and -25°C for all four crystals between 5% and 8% above the room temperature yield.
At -100°C, the yield is seen to have decreased to about 64% of the room temperature yield
for all crystals, while at +50°C the yield is between 90% and 95% of the room temperature
yield. In the range of -30 to +50°C, the scintillation yield is observed to be only slightly
temperature dependent, varying from about 5% above to 10% below the room temperature
yield, respectively. From the figure, we conclude that there is no significant difference in

the temperature dependence of the scintillation yield from crystal to crystal.

4.5 Absolute Scintillation Yield Temperature Dependence, N4 (T)

Using the SSW method, light collection efficiency, and wavelength-averaged
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Table 4.3: Photomultiplier tube output current as a function of temperature
for Solon Technologies, Inc. CsI(TI) crystal.

Temperature PMT Output Current
C) (nA)
+50 4.09
+40 4.19
+30 4.26
+20 4.34
+10 4.40

0 4.46
-10 4.51
-20 , 4.56
-30 4.59
~40 , 4.58
-50 4.38
-60 4.08
-70 3.71
-80 3.41
-90 3.03

-100 , 2.78
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Figure 4.14: Temperature dependence of CsI(T1) relative scintillation yield for crystals

from Solon Technologies, Inc., Bicron Corp., Horiba Crystal Products, and Rexon
Components, Inc., as measured by the current mode (CM) method.
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quantum efficiency results from Sections 4.1.3, 4.2, and 4.3 (Table 4.2, n=0.814, and
Q=0.897), respectively, the temperature dependence of the CsI(TI) absolute scintillation
yield for gamma-rays is calculated using Eqn. (2.11) and is tabulated in Table 4.4,
Additionally, the CsI(T1) relative scintillation yield results from Section 4.4.2 normalized to
the 20°C absolute scintillation yield determined by the SSW method are seen in Table 4.4 in
10°C increments, while Fig. 4.15 compares the results from the SSW and CM methods.
The results from the two different methods agree to within 1% above -10°C, but are
observed to diverge below this temperature. We believe that the divergence is due to not
modeling the rise time of CsI(TI) exactly at every temperature dependence with the SSW
method, due to the degraded accuracy of the SSW method when 1, becomes similar to the
longest amplifier shaping time, and possibly due to not accounting correctly for the
temperature dependence of the wavelength-averaged quantum efficiency in the SSW
method. Section 5.2.3 contains a more detailed analysis of the problems associated with
the SSW method at low temperatures. Since the CM method is unaffected by any rise and
decay time variations and used a PMT that was held at a constant temperature, these
problems do not affect the CM results. Furthermore, we believe that the CM method
results are the most accurate representation of the CsI(T]) scintillation yield temperature
dependence. However, we also believe that the room temperature absolute scintillation
yield (65,500 photons/MeV) determined by the SSW method is the most accurate value
reported because we accounted for the ballistic deficit caused by T,. We believe thatn, Q,
and N, have been accurately determined at room temperature and that it is only under the
assumptions about temperature dependence that the SSW method has problems. It is
observed that the scintillation yield peaks around -35°C at about 69,300 photons/MeV,
about 61,800 photons/MeV at +50°C, and about 41,900 photons/MeV at —100°C. Also,
we see that the yield does not significantly change over the range of —40 to +50°C, varying
from about 7% above to 6% below the room temperature scintillation yield.

The uncertainty in determining N ,,,, by the SSW method is the square root of the
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Table 4.4: CsI(TI) absolute scintillation yield temperature dependence as determined
by the shaped square wave (SSW) method and the current mode (CM) method for
the Solon Technolo§ies. Inc. crystal. The CM method data are normalized to

20°C yield determined by the SSW method.
Temperature CsI(T1) Absolute Scintillation Yield

(°C) SSW Method CM Method

+30 — ¢T.800

+40 — 63,200

+30 64,400 64,400

+20 63,300 63,300

+10 67,300 66,400

0 68,100 67,300

-10 68,100 68,100

20 67,500 68,800

=30 66.600 €9.300

=0 62,500 69,100

-30 56,400 66,100

~60 34,600 61,600

=70 — 53,900

R0 o 31,300

—90 — 45,700

=00 — 31,000
=
2
e
£g
83 =
£ £ 40,0007
- 30,000 ¢ ® SSW Method |
5 £ 20,000 O CM Method |
o < ]
& 10,000 F ;

O:L...l..x.l....n. h

-100 -75 -50 -25 O 25 50
Temperature (°C)

Figure 4.15: CsI(T1) absolute scintillation yield temperature dependence for Solon

Technologies, Inc. crystal, as determined by the shaped square wave (SSW) method
and the current mode (CM) method.



76

quadrature sum of the uncertainties associated with n, Q. and N, and is estimated to be
+5%. Since each of the uncertainties have been assumed to be independent of temperature,
5% 1s the estimated uncertainty of each value of Ny,,(T). This uncertainty coupled with
the observed deviation in pulse height among the four different crystals of 3.6% (Fig. 4.7)
suggests that we can expect about a £6.2% variation in the measured Ny, from crystal to
crystal.

Although the CM method is not affected by changes in rise and decay times and the
PMT is held at a constant temperature, the 4008 photocathode used with the R-2059 tube is
significantly more sensitive to the 400 nm emission band of CsI(T1) than the 560 nm band.
We estimate that the external quantum efficiency of the PMT is ahout 30% at 400 nm and
about 5% at 560 nm from the specification sheets in the Hamamatsu catalog. Thus, the CM
method results will be about six times more sensitive to changes in the amount of light
emitted by CsI(T1) in the 400 nm band than in the 560 nm band. Recalling that the intensity
from the 400 nm band varies significantly over the range of —100 to +50°C (Figure 3.8)
and effectively disappears between -50 and -75°C, the possibility arises that the variations
observed in the scintillation yield using the CM method could be more representative of
changes in the 400 nm emission band than the properly weighted emission spectrum of
CsI(T1). Consequently, we have made a first order correction of the STI crystal CM
method results for the spectral response of the PMT as shown in Fig. 4.16 to estimate this
effect, Although the response of the R-2059 and the monochromator used for the emission
spectrum measurements were calibrated, there is no simpie means of decoupling the PMT
and monochromator responses. Thus, the correction shown in Fig. 4.16 is based on the
Hamamatsu specifications of the PMT response, not a calibrated response of the actual
PMT used. From the figure, we see that with decreasing temperature the uncorrected CM
method results are increasingly inaccurate, but that the scintillation yield still peaks at about
the same temperature. The uncertainties shown in the Fig. 4.16 are based on an estimated

uncertainty of about 0.5% for the integration of the PMT quantum efficiency over the
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Figure 4.16: Comparison of shaped sguare wave (SSW) method and current mode (CM)

method absolute scintillation yield results with CM method results corrected for
response of Hamamatsu R-2059 (CM Corrected).

CsI(T]) emission spectrum propagated through the calculations made fo determine the
correction factors, A photocathode with a flat response over the emission spectrum of
CsI(T1) would yield the most accurate uncorrected CM method results, while a PMT with a
calibrated response would allow proper correction of CM method data. We believe that the
true scintillation yield of CsI(T1) lies within the uncertainties of the corrected data shown in
Fig. 4.16, but that the uncorrected data represents the overall trends of the CsI(Tl)
scintillation yield accurately (i.e., temperature of maximum yi. |d and monotonic decrease in
yield above and below the maximum).

One possible explanation for difference between the SSW and CM method results is
that a significant fraction of the CsI(TI) scintillation yield is contributed by decay modes
with characteristic times much longer than T,. The CM method is sensitive to all light
emitted by the scintillator, while the SSW method was developed to only be sensitive to

light emitted by the two primary decay modes. Light emitted with characteristic times on
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the order of milliseconds or longer are termed "afterglow" and observed to contribute about
9% of the total Nal(TI) scintillation yield and typically about 0.1 to 0.8% of the CsI(TI)
total yield [FAR82). These long characteristic times are typically caused by impurities in
the scintillator that create electron traps in the band structure. Thus "afterglow” decreases
as crystal growing techniques improve and crystals are grown with fewer impurities. The
luminescence that is described as "afterglow" is released when the electrons that are trapped
at impurity sites are freed by thermal excitation. Thus, the characteristic times of
"afterglow” decay components will increase exponentially with inverse temperature, as
described in the Chapter V (more simply, the characteristic times increase with decreasing
temperaturce). The impurity site electron traps are typically "decp” and thus the excitation
encrgy necessary to free the electron is relatively large. Consequently, the characteristic
times of "afterglow" components will increase orders of magnitude for relatively small
decreases in temperature and become on the order of hours or days at low temperatures.
When characteristic times become this long, the luminescence emitted as the result of
impurity site electron traps is typically thermoluminescence (caused by an increase in
crystal temperature, further discussed in Chapter VI) instead of "afterglow". Since
significant CsI(T1) thermoluminescence has been observed below -20°C, it is reasonable to
assume that the room temperature "afterglow" components are the source. Furthermore, it
is reasonable to assume that CsI(T1) "afterglow" does not significantly increase in the range
of =100 to +50°C and will not contribute more than about 1% of the total scintillation yield.
Therefore the room temperature absolute scintillation yield determined by the SSW method
probably underestimates the yield by 1% and the divergence of the SSW and CM method
results with decreasing temperature is probably due to the problems with SSW method
enumerated above,

On several occasions it has been mistakenly assumed that the reason that we have
reported a larger scintillation yield for CsI(TI) than previously reported is because we use a

light collection efficiency of 81%, where other authors have assumed near perfect light
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collection efficiency (n=1.0). However, the same authors use a wavelength-averaged
quantum efficiency of about 0.71, such the product nQ, which appears in the denominator
of Eqn. (2.11), is about 0.71, Due to the definitions of n and Q that we have adopted, our
values of i and Q are significantly different (0.814 and 0.897, respectively), but the
product is about 0.73. Clearly, the difference between the resulting Ny, that we have
reported and what others have reported is not significantly affected by our definitions or n
and Q, and thus our scintillation yield is larger because we have accounted for the ballistic
deficit.

Our room temperature absolute scintillation yield can be confirmed using the results
presented by Bird, et al. [BIR92], since a very similar CsI(TI)/PD ‘lewctor was used and
they have conveniently quantificd most of the differences. They report a value for
Nec(EyTVE, at room temperature of 41,000 e-h puirs/MeV, arrived at using the direct
interactions method of charge calibration and a 3 s amplifier shaping time. Additionally,
the crystal was polished on all sides except the side opposite the PD which was roughened
and all sides were wrapped with a white filter paper. Bird, et al. report that roughening the
one side yiclds the optimum light collection efficiency and that a crystal with all six sides
polished, like ours, was measured to yicld about 95% of the optimum. They also report
that wrapping the crystal with the filter paper yielded about 9% more light than when the
crystal was wrapped with white PTFE tape like ours was. Using these two correction
factors we can estimate an effective light collection efficiency Mgy based on the n=0).314 as
seen in Table 4.5, Referting to Table 4.1, we see that using the DI method at 3 ps with our
crystal resulted in about 36,700 e-h pairs/MeV. Thus, the absolute scintillation yield (not
corrected for ballistic deficit) can be calculated for the 3 us DI method results from both
Bird, et al. and this study. A correction factor for the ballistic deficit (1.302) can then be
determined by dividing the true absolute scintillation yield (65,500 photons/MeV),
determined using the SSW method, by the yicld determined for our DI method at 3 s

(50,300 photons/MeV). Table 4.5 tabulates the light collection efficiency and ballistic
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Table 4.5: Comparison of room temgerature absolute scintillation yield determined in this
study to results from Bird, et al. [BIR92] and Holl, et al. [HOLRE] by correcting for

differences in light collection efficiency and ballistic deficit experienced in the direct
interaction (DI) calibration method for an amplifier shaping time of 3 ps.

This Study | This Study | [BIR92] | [HOLSSR]
SSw DI@3us | DI@3us | DI@3us
N./Ey (e-h puirsMeV) 47,800 36,700 41,000 —
Light Collection Efficiency, .
(This Study) B 0.814 0.814 0.814 o
C?rrccuon for surface treatment, . . 0.95 N
Correction for wrapping, C,, - — .09 o
Effective Light Collection 0,934
Efficiency, ny=n(C,/C,) o o o -
Quantum Efficiency, Q (.897 (.897 (.897 —_
Naps With DI@ 3us (photons/MeV) - 50,300 48,900 | 51,800
Ballistic Deficit Correction for
) N, (SSW) — 1.302 1.302 1.302
DI@3us, Cyy, = ——AbL_ e e .
BD N ane (P1@3ps)
NAM '~'~’CBD NAh (DI @ 3 us) :
(photons/MeV) 65500 | 65500 | 63,700 [ 67,400

deficit corrections. The corrected estimate of the absolute scintillation yield based on the
results from Bird, et al. is 63,700 photons/MeV which is about 2.8% smaller than the
65,500£6.2% photons/MeV that we are reporting. Consequently, the results of Bird, et al.
[BIR92] seem to confirm our room temperature CsI(T1) absolute scintillation yield.

To further confirm our results we can correct the previous CsHTD absolute
scintillation yicld that was most often quoted. Holl, et al. [HOLRS] reported an absolute
scintillation yield of 51,800 photons/MeV for CsI(T]. They used methods similar to ours
to determine the wavelength-averaged quantum efficiency and the light collection
efficiency, but they used a 3 us amplifier shaping time and the direct , teraction method to
calibrate pulse height to charge. When corrected for ballistic deficit using the same factor

as used above, the absolute scintillation reported by Holl, et al. is about 67,400
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photons/MeV (Table 4.5). This result is about 3% larger than our reported value, which is
within both the 5% percent uncertainty and the expected crystal-to-crystal deviation of
3.6% that we have reported (thus, within the estimated total uncertainty for our value of
6.2%).

As mentioned in Chapter I, scintillation efficiency has been used as a figure-of-
merit for scintillators. By taking the product of the average scintillation photon energy and
the absolute scintillation yield, the scintillation efficiency can be calculated. The average
scintillation photon energy of CsI(T1) was determined by calculating the first moment of the
STI crystal emission spectrum with a result of 2.3 eV, or about 540 nm. The resulting
CsI(T1) scintillation efficiency is 0.151, or 15.1%. For many years it was believed that
Nal(T1) was the most efficient scintillator with a reported value of 0.141 by Van Sciver and
Bogart [VANS57] and values as high as 0.135 by Sakai [SAK87], but when the absolute
scintillation yield of CsI(T1) is accurately determined we see that CsI(T1) is about 7% more
efficient at converting gamma-ray energy to scintillation photon energy.

Previously published CsI(T1) scintillation yield temperature dependence results have
been based on measuring the photopeak centroid as a function of temperature with a single
amplifier shaping time. Fig. 4.17 shows our measurement of the photopeak centroid
variation with temperature for 2, 5, and 12 ps shaping times. The data are normalized to
unity at room temperature. Fig. 4.18 compares previously published results with our 2 ps
data. Note that the 2 ps data reproduces the previously reported values. Note also that the
temperature dependence of the photopeak centroid data in Fig. 4.17 varies significantly
with shaping time. The photopeak centroids are observed to increase with increasing
shaping time and the spread becomes larger at lower temperatures. This spread is due to
neglecting the ballistic deficit and results in an inaccurate representation of the CsI(TI)
scintillation yield. Consequently, we believe that the results presented in Fig. 4.15
represent the most accurate values of the absolute scintillation yield temperature dependence

of CsI(T1).
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Our original interest in the temperature dependence of the CsI(T1)/PD detector was
to see if the energy resolution would improve significantly with decreasing temperature due
to the decrease in PD dark current. When looking at the temperature dependence of the
scintillation yield and considering the improvement of the PD with decreasing temperature,
the initial implication is that the energy resolution should be optimized around the
temperature of maximum scintillation yield. However, the photopeak centroid decreases
with temperature below about +10°C, as seen in Fig. 4.17, even though the scintillation
yield is observed to increasc with decreasing temperature to about -35°C (Fig. 4.15). The
reason for the difference is that the ballistic deficit is not allowing the full integration of the
CsI(T1) scintillation yield. Consequently, we found that the energy resolution was
optimized around 0°C with only a slight improvement over the room temperature energy
resolution. Therefore, the temperature dependence of the pulse height, as reported in Figs.
4.17 and 4.18, is actually the data of ultimate interest for practical applications using these
shaping time constants since most applications use pulse height to acquire and analyze data.
However, it is misleading and incorrect to report the pulse height data as the scintillation
yield. While the pulse height data is the usable and more practical information, we believe
that we have reported the fundamental characteristic of CsI(T1) and that systems may be
designed to utilize the absolute scintillation yield of CsI(T1) in the future. Since the pulse
height behavior will be dependent on the detector geometry and the data acquisition system
(e.g., shaping time constant), the pulse height data should be measured for each system

configuration,



CHAPTER V
RISE AND DECAY COMPONENTS

The rise and decay time constants of a scintillator will largely determine the
counting rate limitations of a detector that uses that specific material and the timing
capabilities of the material if it were to be used as the source of a timing signal. The values
and number of the decay times of CsI(T1) have been controversial issues through the years
(as mentioned in Chapter I) due to a relatively long decay time that has a relatively low
initial intensity and thus can easily be mistaken for background. Additionally the 40 ns rise
time at room temperature reported by Grassmann, et al. [GRA85] is much longer than has
been observed for any other scintillating material [DER90, DER92], but has not been
reported by others. Additionally, the rise and decay time constants, 1;, are expected to
behave like

TSl (5.1)
where E; is the activation energy of the jth process and k is the Boltzmann constant
[BIR64]; thus, it is expected that the characteristic times will increase with decreasing
temperature. Furthermore, the rise time and decay times and their temperature dependence
directly affect the operational characteristics of CsI(T1) and had not been sufficiently
determined prior to Valentine, et al. [VAL93a); these results are presented in the remainder
of this chapter.

The temporal luminescence intensity of CsI(TI), I(t), (as defined by Eqn. (2.3))
was determined by the modified Bollinger-Thomas method [BOL61, MOS77] (as
discussed in Section 2.3.1), while the primary contributions to I(t) for CsI(T1) (as defined

by Eqn. (2.12)) were determined by the shaped square wave (SSW) method [VAL92a] as
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discussed in Section 2.2.3. The modified Bollinger-Thomas (MBT) method has become
the accepted technique for determining I(t), and was thus used to determine the most
accurate estimates of all rise and decay times and the relative contribution of each
luminescence mode. Additionally, the MBT method was used to confirm the applicability
of determining the parameters of the primary contributions to I(t) for Cs1(T1), Eqn. (2.12),

by the SSW method,

5.1 Experimental Methods

5.1.1 Modified Bollinger-Thomas Method

As seen in Fig. 5.1, the modified Bollinger-Thomas method used a barium fluoride
(BaF,) scintillating crystal coupled to a Hamamatsu R-2059 PMT to provide a trigger, or
start signal. Another R-2059 PMT coupled to the CsI(T]) crystal provided the stop signal.
The "poor" optical coupling between the CsI(T1) crystal and the PMT required for the MBT
method was provided by separating the crystal and PMT by about 50 ¢cm and by placing a
sheet of aluminum foil with a small aperture over the entrance to the PMT cooler assembly.
The BaF, and CsI(T1) were aligned with a 511 keV annihilation photon source between
them to excite both crystals simultaneously. Timing signals were generated from the PMT
outputs by a Tennelec TC-454 quad constant fraction discriminator. The time difference
between the start and stop signals was then determined by a Tennelec TC-862 time-to-
amplitude converter (TAC) and digitized by a LeCroy 3512 analog-to-digital converter, as
shown in Fig. 5.2. The impulse response function of this system, G(t) in Eqn. (2.22),
was determined by measuring the response to an ultra-fast scintillator (ZnO(Ga), which has
a 600 ps decay time), and subsequently fitting the data while holding the scintillator
parameters constant and allowing the response function parameters to‘vary. The full-width
at half maximum of the resulting response function (or timing resolution) was found to be
about 500 ps. (The impulse response function is quantificd in Appendix D.)

Consequently, the lower limit for measuring rise and decay times by the MBT method is
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500 ps. The crystals and first focusing lens were placed in the same thermally-insulated,
temperature-controlled enclosure as was used for the emission spectrum measurements
(described in Section 3.2), and temperature regulation method A was used (Fig. 3.2).

To assess the crystal-to-crystal variations in the CsI(T1) temporal luminescence
yield, the MBT method was used with the four different crystals at room temperature and at
0°C. As noted in Section 3.1, the STI crystal was randomly chosen to detcrmine the
temperature dependence of the temporal luminescence intensity over the temperature range

of =100 to +50°C in 10°C increments.

5.1.2 Shaped Square Wave Method

The experimental results used to determine the temperature dependence of the e-h
pair yield (described in Section 4.1.3) were used to estimate Ty, T,, and q,/q; by the SSW
method. The potentiometers used for the integration stage RC time constants and the
attenuation factor k; in the SSW circuit (Fig. 4.1 and Egn. (2.21)) were calibrated with an
oscilloscope. When the requirements of the SSW method were met (the photopeak and
calibration pulse peak centroids occurring in the same channel for cach available amplificr
shaping time constant, sec Fig. 4.6), the potentiometer settings were converted to decay
time constants and the charge ratio.

While the MBT measurements yield the rise time and any decay times of CsI(T1) as
a function of temperature, the SSW method can also be used as an independent method of
determining the temperature dependence of the characteristic times. However, the SSW
method is only sensitive to rise and decay times on the order of the amplifier shaping times
(for the Canberra 2022 lincar amplifier used, 250 ns to 12 ps). Therefore, the rise time and
any decay time shorter than T, were not determined by this method. Similarly, the SSW
method is not applicable when 1, becomes longer than amplifier shaping times.
Consequently, even though we tried to avoid using any a priori values when implementing

the SSW method, it was necessary to use a rise time constant of about 20 ns to account for
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the exponential population of the T, luminescence mode at every temperature. The
variations in the rise time with temperature were assumed to have a negligible affect on the
total charge created by a CsI(T1) scintillation pulse. Any decay times shorter than T, were
similarly assumed to contribute a negligible fraction of the charge to the scintillation pulse.
Consequently, only 1,, T,, and q,/q; for CsI(Tl) can be determined by the SSW method
with commercially-available amplifiers.

Photopeak centroids were acquired at ten different amplifier shaping time constants
for all four crystals at room temperature to investigate the crystal-to-crystal variations in 1),
T,, and q4/q, observed during the MBT method measurements. The STI crystal was used
to determine the temperature dependence of T, 5, and q,/q, over the range of -100 to

+50°C in 10°C increments by the SSW method.

5,2 Results

5.2.1 Modified Bollinger-Thomas Results

The most reliable fitting results for the modified Bollinger-Thomas method are
achieved with a TAC range >37; and a bin width <0.17;. Since decay time constants as
short as <0.5 ns and as long as 18 ps were observed, these constraints would require
taking data in 50 ps bins over a 50 us range. The dynamic range of the TAC used was not
large enough for this to be possible, thus data were acquired with two TAC ranges.
Timing spectra were taken with a 1 us TAC range in 0.8558 ns bins at each temperature to
accurately determine any exponential components with characteristic times of several
hundred nanoseconds or less. For T>-20°C, data were also taken with a 20 gs TAC range
in 16.64 ns bins, and for T$-20°C with a 50 pus range with 10.35 ns bins. These longer
TAC ranges allowed the accurate determination of components with 1-20 s characteristic

times. The system was calibrated for each TAC range separately by using a pulser and six
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different stop signal delays. A lincar least squares fit of the six data points was used to
determine the bin width for each TAC range.

The reported parameter values were determined through an iterative process of
fitting the long and short TAC range data. First, the longer TAC range data was fit by
allowing all of the parameters to vary (an initial best estimate ot the "longer" decay
components). The resulting values were then used as starting values for the 1 ps TAC
range data, but only the parameters associated with the "shorter” components, less than
about one microsecond, were allowed to vary (an initial best estimate of the rise and shorter
decay components).  Subsequent estimates of the "longer” and "shorter” parameters were
made using the previous best estimates of the short and long range TAC data, respectively,
until both sets converged. In most cases only a few iterations were required.

Fig. 5.3 shows both the 1 us and 20 ps TAC range timing spectra at room
temperature for the STI crystal. Along with decay times t) and t,, 77218 ns (61.1%) and
3.5320.10 ps (38.7%), respectively, an ultra-fast component and a 22.7£1.0 ns rise time
that populates T, (I = -Ij,.) are observed. The ultra-fast component appears as the three
high channels at the beginning of the 1 pus TAC range spectrum and is not observed in the
20 ps TAC range data due to its small fraction of the total luminescence yield and the large
hin width. The ultra-fast component has a decay time <0.5 ns (0.5 ns is the timing
resolution of the system used and thus the minimum decay time that can be accurately
determined) and yields about (.2% of all of the photons (about 100) photons/Me V). Of the
several hundred scintillators studied by Derenzo, et al. [DER9(0, DER92], none were
ohserved to have a rise time as long as we report here. Thus, we helieve that the rise time
of CsICTD) at room temperature is longer than that of any other known scintillator. Table
5.1 compares the best fit a)'s and t's for the four different erystals at room temperature and
0°C. For T<-30°C, additional decay components (j=4,5) were observed and are helieved
to be autributed to the luminescence of pure Csl. These decay components and the other fit

results for all temperatures for the STI crystal are shown in Table 5.2. The fits



90

€ 1000 ¢ S

- [ Ultra-fast Component

& [

0 L y it

< : e T

> : .

£

g 100} STI Crystal 1

3 X 1us TAC Range ‘

) & T=+23°C ]

g R

L .

e

=

=

8 10 - . N 1 i N " A Y A i N N .

0 225 450 675 900

Time (ns)
(a)

2 10000 —r—r—me— ey

B [

& [

3 ' STI Crystal

o 20us TAC Range

- =+23°C

E ol

2 - s

) [

ﬁ“ o R e |

E ‘ 4

3

1004 2250 8500 12750 17000

Time (ns)
(b)

Figure 5.3: Gamma-ray excited CsI(T1) luminescence timing spectra at room
temperature for Solon Technologies, Inc. crystal for (a) short and (b) long
TAC range data acquisition.



91

%8+ BSF BSF BLF BHSF %O1+ %01+ Aureuaour)
eotdAy
S0> €000 88t 1304 1394 1290 9'te 9700~ TOXY
S0> 000 9¢' v ¥6L0 SLL 790 v'0t 1200 BqUOH
o> 10070 1Ty wro LE8 6190 08¢ €00~ ucmrg
S 0> <000 1tV £y o ¥8L 0190 8°9¢ 920 0— 0 LLS
S0> t000 STt £8¢€°0 99 €90 L€t 0700- uocxay
S 0> 000 12383 19¢°0 6.9 €90 961 8100~ BqUOH
0> 100°0 9¢°¢ 19¢°0 LLY 6590 8°8C 120°0- uoxig
S0> <000 ¢6°¢ L8¢°0 CLL L2790 L'TC 910°0— ¢t LLS
(su) SEJ-Enny (sti) [ (su) 34 (su) g O.) e1sk1)
RN Q k! * amyerodwo],

"POIAW SBWIOY | ~133Ul[jog paiJIpowl Aq PIUIULIFOP SB D, 0 pue amerodus) wool
1€ “3u] ‘sa1Sojouysa | uojos pue “ouj ‘siuouodwo)) uoxay ‘s1npoid (218410 equUOH
-dio) uong woly speIsAId {L1)[sD 10j susuodwiod £eIdp pue 3su Jo uosuedwo)) :1°¢ [qe]




BYIF | BYIF | BOTF | BSIF BOTF | BOIF | %S+ %SF %BSF | BO1F | %O1F bqﬁ%ﬁocb
[eordAy,
861 | 10T°0 | TLT | 9LE0) S0> w00 0zse | 08¥°0 001-
S6€ | 9€0°0 | S0> TI00 | O'8T | T8L'O | OTCT | ILTO 08—
y6'L | Y000 | S0> €000 | v'E€I | €0 | 0SOE | 6490 | S88 | 6T1°0— 09—
I6v | €000 | S0> €000 | LIT | 89¢€0 | OLLT | T6L0 | OLY | S9T°0— 0s—
€C’e | 1000 ]| S0> T000 | €101 | L9Y0 | O1el | 1¥90 | 8LT | CTITO- oV
18T | 1000 | S0> T000 | 9L°8 | LEVO | OOTT | 0290 | STI | 090°0— 0t~
~ S 0> €000 | LLL | TEVO 686 6650 | L09 | ¥£0°0— 0C-
> s 0> 2000 | SS9 | vT¥r o 616 1090 | 99v | LTOO— (1] o
S 0> 000 | 1eY | €I¥ 0 ¥8L 0190 | 89¢ | 9700~ 0
0> €000 | S8¢€ | 90¥0 6vL I119°0 | §°ST | 6100— o1+
0> 2000 | 9T°¢ | TOvO 01L 9190 | 6¥T | 0Z00— 0+
¢ 0> 7000 | T¢I'e | 9s£0 1§32 9¢9°0 | ST | v100- (1} %
g 0> 000 | 96C | T9¢0 ¥9 0S9°0 | 8¢l | ¥100— op+
$ 0> ¢00°0 £9°C £6C°0 879 L1L0 £el ¢10°0—- Qs+
(su) Se (su) ve (su) | ¥R (smi) 4] (su) Te (su) sty Do)
_ Sy by 1sej-enjn, 2 Iy asu, omeredwa]

‘poyiow sewoy ] ~-1o3urjjog parjipow £Q pautuLIdp se
RISAID (L1)ISD -ou] ‘sardojouyda], uofos 103 syuauodwod Aeddp pue 3su Jo ouspusdop aimeredwa], :7°¢ 9lqe],




93

resulted in typical x2 per degree of freedom values between 1.0 and 1.2 for both the long
and short TAC range data. Fitting program output files for every crystal, temperature, and
TAC range represented in Tables 5.1 and 5.2 have been compiled in Appendix D. The
output files contain the fit parameter values, the uncertainty for each parameter that was
determined by the program, background count rate, the fixed delay time, and the %2 for the
fit. Additionally, a table of the %2 per degree of freedom values for each fit appears in
Appendix D.

Even though the long decay component yields 35-45% of the photons, its initial
intensity, I, is about an order of magnitude lower than the initial intensity of the main
component, I;, and typically no more than a few times the background (chance
coincidence) count rate. Accurately resolving T, when using the MBT method thus
becomes strongly dependent on the knowledge of the flat background. Since we have
observed that I, decreases with decreasing temperature below —20°C while the background
remains nearly constant, accurately determining the background becomes even more
important with decreasing temperature. The initial channels of the timing spectra seen in
Fig. 5.3 represent the fixed delay introduced into the stop channel prior to the TAC and are
typically used to determine the background count rate. Unfortunately, the fixed delays
used during the 20 and 50 us TAC range data acquisition resulted in only about 10 to 20
channels before the start to the scintillation pulse. The poor statistical accuracy of
determining the background count rate from these channels resulted in large uncertainties in
the estimates of the a's and t;'s. However, by acquiring data with a 20 us TAC range in
16.64 ns bins for T>-20°C and a 50 s TAC range in 10.35 ns bins for T<-20°C, the last
hundred or so bins of most spectra were approximately down to background level.
Consequently, to make the most accurate estimate of the background an additional iterative
procedure was implemented, using the last set of bins. During the initial fit, when the
initial best estimates of the "longer" decay components were being determined, the

background count rate was allowed to vary along with the other parameters. Subsequently,
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the initial best estimates of T, and the background count rate were used to fit only the last
ten to twenty microseconds of the timing spectrum (where it was assumed that the
contribution from 1; was negligible, since t>10t;). The resulting background count rate
was then held constant while the entire spectrum was fit. The best estimate of 7, was then
held constant while fitting the last ten to twenty microseconds of the spectrum. The
background count rate was thus iteratively determined. Once this iterative process
converged, typically after two iterations, the previously described iterative process was
resumed while determining a new best estimate of the background count rate for each new
best estimate of 1,.

Deich, et al. [DEI89] and Aluker, et al. [ALUS88] have also observed the ultra-fast
decay time and reported it to be <10 ps, independent of temperature over the temperature
range of 80-400 K, emitted with a broad emission band peaking at about 620 nm, and
independent of crystal defects, impurities, and activators. They have attributed this
component to intraband luminescence induced by a "hot" charge carrier, as discussed in
Section 1.1.4. Since this ultra-fast component is emitted in a time frame much shorter that
the timing resolution of the electronics, it is observed as an impulse of light. However, the
fitting program does not recognize a decay time of <0.5 ns as an impulse and continues to
try to determine the best estimate of the decay time. Consequently, once it was determined
that we were observing this ultra-fast component in the 1 pus TAC range data at all
temperatures for all crystals, the data were analyzed while holding T a.£a5c COnStant at
10 ps. The fitting program and the iterative procedure converged more rapidly under these
conditions and the resulting temperature dependence of the parameters was more consistent
with the expected behavior. Additionally, decay component 4 in Table 5.2 is not resolved
by the fitting program for T =-30°C when the ultra-fast component is not held constant
Thus, we believe this procedure results in more accurate estimates of the a;'s and 1j's, and

the resulting parameters are those reported.
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The rise time of CsI(T1) became too long to accurately fit below -60°C. However,
when the rise time was accurately fit, it was always observed to be associated with 1), as
evidenced by the similarity of the initial intensities, I; and I;,,. Similarly, below ~60°C the
ability to accurately fit the long decay time is diminished because of signal-to-noise and the
decay time approaching the limit of the TAC range. The fitting program requires that the
sum of the a;'s always be unity, thus when any of the rise or decay components are not
resolved that fraction is removed from the sum. Consequently, when 7., and/or T,
become unresolvable (T = -80 and -100°C in Table 5.2), the a;'s no longer accurately
cstimate the fraction of the total light being emitted by the jth process.

The presence of two different decay times is consistent with the observations of
Shamovskii and Shushkanov [SHA69]; they noted that two different thallium luminescence
centers will be present in CsI(T1), as discussed in Section 1.1.1. Furthermore, the
association of 1, and T, and the absence of a rise time for T, suggests that each of the Tl*
centers trap different types of holes. The rise time is probably due to the migration of V;
centers toward TI* ions, as discussed in Sections 1.1.3 and 5.3.3, while the instantaneous
rise is probably due to holes being trapped as TI*+ at TI* sites, as described in Section

1.1.1.

5.2.2 Shaped Square Wave Method Results

To confirm that all four CsI(TI) crystals would yield similar 1y, 75, and q,/q,
results from the SSW method, the photopeak centroids for all of the crystals were recorded
at room temperature for all amplifier shaping times and are shown in Fig. 5.4. The
photopeak centroids for each crystal, taken from Fig. 4.7, were normalized to that crystal's
12 pus centroid. It is observed that there is less than 3% deviation in the values for all
crystals at each shaping time. Thus, the SSW method will result in very similar 7;, 1,, and
q,/q; values for all crystals. The STI crystal was used to determine the temperature

dependence of these parameters.
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Figure 5.4: Amplifier shaping time dependence of CsI(T1) pulse height for crystals from

Bicron Corporation, Horiba Crystal Products, Rexon Components, Inc., and Solon
Technologies, Inc. Normalized to 12 ps pulse height of each crystal.

The STI crystal photopeak centroids, recorded at three different temperatures along with the
associated SSW method calibration pulse peak centroids, were shown in Fig. 4.6. These
data are typical of that acquired and the associated SSW results at 10°C increments over the
temperature range of —60 to +30°C. When the calibration pulse peak centroids best
matched the photopeak centroids at every shaping time constant, the potentiometer settings
were recorded and converted to the appropriate decay time r~ charge ratio according to their
calibrations. The resulting decay times and charge ratios are shown in Table 5.3. Above
+30°C, accurate estimates of the photopeak centroids at all amplifier shaping time constants
were not achievable due to the increased photodiode dark current that manifests itself as
electronic noise during pulse processing. Below -60°C, T, becomes longer than the
longest amplifier shaping constant and the photopeak centroids for the shorter shaping
times begin to become obscured by the noise shoulder, Consequently, for T>+30°C and
T<~-60°C the SSW method could not be used. We have estimated the uncertainty of

determining 1,, T, and g,/q; by the SSW method to be 5% of the reported value. This
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Table 5.3: Temperature dependence of primary decay time constants and charge
contribution ratio for Solon Technologies, Inc. CsI(T1) crystal as determined
by the shaped square wave method.*

[ Temperature T, T,
(°C) (ns) (Us) Q2/q,
+30 809 3.00 .
+20 832 5.50 0.760
+10 956 6.85 0.742
0 1040 7.97 0.760
-10 1060 8.58 0.865
-20 1100 9.47 0.927
-30 1150 10.40 1.01
-40 1190 11.20 1.09
-50 1240 12.20 1.17
-60 1370 12.90 1.19

*Estimated uncertainty of £5% on all values.

uncertainty is due to the uncertainty of the potentiometer calibrations, which we have

assumed dominates all other sources of random uncertainty.

5.2.3 Comparison of MBT and SSW Results

A comparison of the best estimates of Ty, T,, and T, from the modified Bollinger-
Thomas method and SSW method is shown in Fig. 5.5. As previously mentioned, the rise
time was held constant for all of the SSW method calibrations because the SSW method is
not sensitive to characteristic times shorter than the shortest available amplifier shaping time
(250 ps for our measurements). Estimated uncertainties are smaller than the symbols used
in Fig. 5.5. The rise and decay times are plotted versus 1/T to confirm the behavior
predicted by Eqn. (5.1). Activation energies of 0.23, 0.063, and 0.090 eV for Ty Ty,
and 1,, respectively, were determined by fitting the modified Bollinger-Thomas results to
Eqn. (5.1), while values of 0.030 and 0.058 eV for 1, and t,, respectively, were
determined by fitting the SSW method results. The resulting rise time activation energy,
0.23 eV, corresponds closely to the activation energy associated with the 90°-reorientation

of V| centers in pure Csl, reported by Pellaux [PEL76] to be (.198 eV, and to the rise time
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Figure 5.5: Comparison of the modified Bollinger-Thomas (MBT) method and shaped
square wave (SSW) method rise and decay time constant results for CsI(T1).

activation energy reported by Aluker, et al. [ALU86) of (.2 ¢V . Consequently, our results
seem to confirm the prediction by Aluker, et al. [ALUS86] that the rise time can be attributed
to the migration of V, centers toward thallium luminescence centers via 90°-reorientation,
If only the SSW results for T2-10°C are fit to Eqn. (5.1), then the activation energies for
7, and 1, are 0.052 and 0.099 eV, respectively. These activation energies agree much
better with the MBT values than when fitting for all temperatures. Therefore, we believe
that assuming that variations in the rise time do not affect the SSW method is reasonable for
T2-10°C. Thus, the difference between the SSW and MBT results above -10°C is
probably due to a systematic error in the calibration of the T, and T, potentiometers.
However, the rise time variations are causing T, and T, to be underestimated below -10°C
after accounting for the systematic error. It is also possible that T, becomes too long to be
accurately determined by the SSW method below -10°C. Furthermore, we believe that the

activation energies that were determined by fitting the MBT results are more accurate than
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Figure 5.6: Comparison of the modified Bollinger-Thomas (MBT) method and shaped
square wave (SSW) method charge contribution ratio results for CsI(T1).

from the SSW results.

The SSW method yields a ratio of the charge contributions from the two primary
components to the total pulse, q,/q,. This charge ratio is equivalent to the ratio of the
integrated luminescence of the two primary components, a,/(a;+ay,,), from the modified
Bollinger-Tkomas method. A comparison of the charge ratio results from the MBT and
SSW methods is shown in Fig. 5.6. When the rise time could not be accurately fit by the
MBT method (T<-60°C), the charge ratio could not be calculated. Since the SSW charge
ratios are larger than the MBT results we believe that there was a systematic error in the
calibration of the potentiometer used by the SSW method. Both methods appear to yield a
similar charge ratio temperature dependence for T2-10°C, but diverge below -10°C. To
successfully apply the SSW method, the integrated charge must be nearly equal for the
CsI(T1) and calibration pulses for all amplifier shaping times. Furthermore, if the rise and
decay times arc underestimated by the SSW method below -10°C, as concluded above, the

resulting charge ratio will be an overestimate. Fig. 5.7 demonstrates the difference in the
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Figure 5.7: Comparison of the basic CsI(T1) pulse shape (rise and two primary decay
components) from modified Bollinger-Thomas (MBT) and shaped sguare wave (SSW)
results for Solon Technologies, Inc. crystal at ~60°C.

charge ratio results by showing the basic CsI(Tl) pulse shape (the rise and two primary
decay times) as determined by both methods at -60°C, where the lines distinguish between
luminescence modes 1 and 2 for each method. The areas above and below the line are
equivalent to q, and q,, respectively. From Tables 5.2 and 5.3, we sec that the total
relative integrated charge values (or areas in the figure) for both methods are about
q;sV =0.457, q3°V=0.543, qMBT=0.550, q}®T=0.443. Consequently, we believe the
trend shown by the MBT data in Fig. 5.6 most accurately represents the behavior of the
temperature dependence of the charge ratio. It is not obvious from the figure that the
integrated charge from the SSW method for short amplifier shaping times will be similar to
that from the CsI(T1) pulse. However, when the ultra-fast component and decay
component 4 from the MBT results (not represented in Fig. 5.7) are considered, some of
the disparity is accounted for, In this illustration, we have not corrected the SSW results

for the proposed systematic error in the potentiometer calibrations.
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Although the SSW method yields some estimates of the primary decay time
constants and charge ratio that are outside the uncertaintics of the modified Bollinger-
Thomas method results, the SSW method results are reasonable estimates with a possible
systematic bias. These systematic uncertainties in the SSW method results are probably
due to the rise time component not being modeled exactly at cach temperature and
inaccurate potentiometer calibrations, Modeling the rise time at each temperature with the
SSW method would increase the activation energies for T, and T, and would decrease the
charge ratios bhelow -10°C. A systematic inaccuracy in one of the potentiometer
calibrations would shift all of the data for the associated parameter up or down. Even
though the results of the SSW method are sensitive to the rise time, the implementation of
the calibration (matching photopeak and calibration peak centroids) is not. Thus, the rise
time would have to be known at each temperature before the SSW method could be
implemented. Consequently, we believe that the MBT results reported are a better

representation of the temporal luminescence intensity of CsI(T1).



CHAPTER VI
THERMOLUMINESCENCE

As mentioned in Chapter I, CsI(Tl) has been previously reported to be
thermoluminescent in the temperature range of -100 to +50°C [GRA84, GUT74]. The
emission of thermoluminescence is the result of an increase in crystal temperature providing
the activation energy necessary to liberate a trapped state. The trapped state that is liberated
can be a trapped hole, a trapped electron, or a trapped excited state (e.g., (T1*)*) and must
reccombine at a luminescence center after being untrapped to be considered
thermoluminescence. The presence of thermoluminescence is observed after free electrons
and holes are created in a scintillator by ionizing radiation (electrons and holes created by
photons in the absorption band of a scintillator are typically excitons, and thus not free) and
the crystal subsequently warmed. For CsI(T1), Gutan, et al. [GUT74] have also noted the
emission of inertial luminescence in temperature ranges of high thermoluminescence yield.
Inertial luminescence is the result of the same process as thermoluminescence, except that
the activation energy is provided by the transfer of kinetic energy from a "high" energy
electron (created by a gamma-ray interaction) to a trapped state, While thermoluminescence
appears during or immediately after a change in crystal temperature, incrtial luminescence
will be of concern primarily at thermal equilibrium.,

Although thermoluminescence emissions are not typically considered when
evaluating the characteristics of a scintillator, thermoluminescence can affect both current
and pulse mode measurements. For current mode applications, thermoluminescence will
directly lead to erroneous inferences about the incident heam of photons or charged

particles due to the increased light yield from the scintillator. For the current mode
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measurements with temperature regulation C used in Chapter IV to determine tic
scintillation yield, the crystal temperature was always decrcasing. In this manner,
thermoluminescence was eliminated from these mecasurements. The effect of
thermoluminescence on pulse mode measurements is more subtle.  Since
thermoluminescence photons have no correlation in time with any scintillation event and
have typical decay times much longer than any scintillation decay time, these photons will
appear a8 a noisy dc signal to the photodetector relative to scintillation events (similar to
dark current). Also, typical pulse mode methods will have much lower counting rates than
current mode methods, and thus will not be as susceptible to inertial luminescence because
of the decreascd energy deposited in the crystal per unit time. Thus, thermoluminescence
will appear as a dc-offset for pulse mode methods that integrate the charge created in the
photodetector by a gamma-ray interaction in the crystal. A coupling capacitor can cusily bhe
used to decouple the ac (signal) and dc (dark current and thermoluminescence)
components,  However, the increased level of the de component due to
thermoluminescence will degrade signal-to-noise. The degradation of energy resolution
due 1o the increased dc component will only be significant during periods of high
thermoluminescence emissions, during or immediately after a change in crystal
temperature. Consequently, thermoluminescence should not degrade performance when
detectors are operated at thermal equilibrium. The photopeak centroids used to perform the
shaped square wave method were all acquired about an hour after the detector temperature
was stabilized and also at low count rates, and thus we believe that both
thermoluminescence and inertial luminescence did not affect our measurements. For pulse
mode methods where single photons (or photoelectrons) are being counted,
thermoluminescence and inertial luminescence will appear as an increased background (or
dark) rate. A coincidence method that uses single photons to generate timing signals, such
as the modified Bollinger-Thomas (MBT) method, will see this manifestation of

thermoluminescence as an increased chance coincidence rate, Thus, the timing spectra
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acquired using the MBT method may be more difficult to fit due to the presence of
thermoluminescence or inertial luminescence, and resulting rise and decay component
parameter values will have larger uncertainties. Methods that rely on recording the count
rate of single photons, like the method used to measure the CsI(T1) emission spectrum in
Chapter III, will be susceptible to thermoluminescence and inertial luminescence due to the
increased dark rate. Consequently, we have measured the thermoluminescence emissions

of the four different CsI(T1) crystals over the range of —100 to +50°C.

6.1 Thermoluminescence Experimental Methods

As mentioned in Chapter 1V, the current mode method was found to yield
erroneous results when used with temperature regulation method A (Fig. 3.2) to determine
the scintillation yield temperature dependence. To illustrate these difficulties, the Solon
Technologies. Inc. CsI(T1) crystal scintillation yield was measured using the current mode
method temperature regulation method A fron: —100 to +50°C. The measurements were
performed by first heating the crystal to +50°C, recording the PMT output current, then
decreasing the temperature in 10°C increments while continuously recording the PMT
output current. The crystal temperature was held at each 10°C increment for at least half of
on hour to assure that thermal equilibrium was achieved.

To determine the temperatures and magnitudes of the peak thermoluminescence
cmissions, the "glow curves" of each CsI(T1) crystal were measured. Data acquisition was
achieved using the same detector geometry and electronics schematic as the current mode
measurements of the scintillation yield (Figs. 5.2 and 5.3, respectively). After the crystals
were brought to thermal equilibrium at —100°C at the conclusion of the current mode
method scintillation yield measurements, the liquid nitrogen flow was turned off and the
heating element turned on, temperature regulation method D (Fig. 6.1). The crystal was
subsequently heated at a rate of about 5°C per minute while the PMT output current was

recorded. The scintillation yield measurements required the 98Ge source be located inside
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Figure 6.1: Schematic of temperature regulation method D.

the temperature-controlled enclosure to produce as high a PMT output current as possible.
Consequently, the source could not be removed betore the thermoluminescence
measurements. Due to this continuous irradiation it was necessary to subtract the gamma-
ray excited scintillation yield (determined using temperature regulation method C) from the
recorded data to arrive at thermuluminescence yield.

To determine the wavelengths of the thermoluminescence emissions, the electronics
for the emission spectrum measurements (Fig. 3.1) were used with temperature regulation
method A and the STI CsI(T1) crystal. The crystal temperature was increased abruptly
10°C in a temperature range where high thermoluminescence yield was observed with the
monochromator passing the 400 nm band light, and at a different time the 560 nm band

light, while the PMT output current was monitored.

6.3 Thermoluminescence Results

When using temperature regulation method A, the PMT output current for the STI

crystal was observed to pass through a minimum then rise to its equilibrium value when
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Figure 6.2: Current mode method results in temperature range of high thermoluminescence
yield for temperature regulation method A. Data taken while changing from thermal
equilibrium at -50°C to thermal equilibrium at —60°C for Solon Technologies, Inc. CsI(T1)
crystal.

decreasing the crystal temperature 10°C from one state of thermal equilibrium to another
between -30 and -80°C. Fig. 6.2 illustrates this behavior for a change of crystal
temperature from -50 to ~60°C. For temperature regulation method A, the heater coil
cycles on and off to counter the constant flow of liquid nitrogen at thermal equilibrium. As
seen in the figure, the temperature controller was programmed to decrease as quickly as
possible to —60°C, starting at t=13,500 seconds. Thus, the heater coil was off until the
crystal reached about —60°C, when it started to cycle on and off again to stabilize the
temperature. The figure shows that while the heater coil was off, states were being
trapped, but once the coil began to cycle again some of the trapped states were liberated
with resulting luminescence. If the thermocouple reading was significantly lagging the true
crystal temperature, these results might be interpreted as the crystal temperature decreasing
below —60°C before the heater coil began to cycle, and subsequently increasing back up to

—-60°C. Thus, the thermal equilibrium PMT output current would be representative of the
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Figure 6.3: Difference in current mode method scintillation yield results for temperature
regulation methods A and C for Solon Technologies, Inc. CsI(T1) crystal,
normalized at +20°C.

scintillation yield. However, when the scintillation yields inferred from the current mode
method with temperature regulation methods A and C are compared (Fig. 6.3), we see that
the thermal equilibrium results for temperature regulation method A over-estimate the
scintillation yield for T<25°C. Thus, we conclude that inaccurate temperature readings are
not the cause of the behavior seen in Fig. 6.2. We believe that this behavior suggests that
small temperature variations and/or thermal gradients across the crystal due to the nature of
temperature regulation method A were causing some equilibrium thermoluminescence
release with a possible contribution from inertial luminescence.

As mentioned, the crystal was continuously irradiated during the
thermoluminescence measurements, and thus it was necessary to subtract the scintillation
yield of the crystal from the thermoluminescence data. Fig. 6.4 shows the data acquired
using the current mode method while cooling and warming the crystal (temperature
regulation methods C and D, respectively) to determine the scintillation yield and

thermoluminescence emissions, respectively, for the STI crystal. Thermoluminescence is



108

O Warming Crystal ]

25,000 T T 4 LANNN [N AN SN Sunt S S NS Sua B -y fﬁ
o o
20,000 ; & h h
[ X  Cooling Crystal
15,000 [~
I

PMT Output Current (nA)

Temperature (° C)

Figure 6.4: Difference in current mode method results observed when cooling and
warming (temperature regulation methods C and D, respectively) Solon Technologies, Inc.
CsI(TI) crystal.

present for the data taken while the crystal was being warmed that is above the scintillation
yield data. The resulting thermoluminescence "glow curves” for the four different crystals
are shown in Fig. 6.5. The thermoluminescence yield for each crystal has been normalized
to its room temperature scintillation yield. It is observed that all of the crystals have
thermoluminescence emission peaks at about —65°C, the STI crystal either has peaks at 65
and -55°C or one very broad peak, the Bicron, Horiba, and Rexon crystals all have peaks
at about ~90 and +20°C, and the Bicron crystal has an additional peak at about —40°C. It is
not known why these significant crystal-to-crystal differences are observed, but using
CsI(T1) crystals in temperature ranges of large thermoluminescence yield may lead to
erroneous results.

To determine the wavelengths of the thermoluminescence emissions, the 400 nm
band and the 560 nm band light were passed through the monochromator at different times,

while the STI crystal temperature was quickly changed from —60 to —-50°C. The results are
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Figure 6.5: CsI(T1) thermoluminescence "glow curves” for crystals from Solon
Technologies, Inc., Bicron Corporation, Horiba Crystal Products, and Rexon
Components, Inc., measured by the current mode method, normalized to room

temperature scintillation yield of each crystal.

shown in Fig. 6.6, where we see that CsI(T1) thermoluminescence is emitted in both bands
and decays within ten minutes of the initial temperature change. Consequently,
thermoluminescence and/or inertial luminescence emissions will affect the count rate of the
emission spectra data, but we believe that the overall emission spectrum shape will not be
affected due to the emission in both bands.

The observation of thermoluminescence at —65°C from all of the crystals can be
explained by the storage of energy at thallium luminescence centers and at F centers. As
described in Section 1.1.1, Van Sciver [VANS56] reported that some transitions of the
excited TI* state to the ground state are forbidden. These trapped states must be thermally
excited to a state that does not have a forbidden transition to the ground state for
luminescence to be observed. With decreasing temperature, the thermal excitation will

become less probable and the energy will be stored until the temperature is increased.
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Figure 6.6: Comparison of 400 and 560 nm band thermoluminescence when quickly
changing Solon Technologies, Inc. CsI(T1) crystal temperature from —60 to —50°C.

Additionally, we observed the disappearance of the 400 nm band in the CsI(T1) emission
spectrum below ~50°C. Since thermoluminescence was observed to be emitted in both the
400 and 560 nm bands, we assume that the absence of 400 nm band light in the emission
spectrum below -50°C indicates that this energy 1. being stored. Since the
thermoluminescence peak temperatures seen in Fig. 6.5 were not the same for all crystals

(except for the —65°C peak), we believe that these peaks are probably due to different

impurities in each crystal.



CHAPTER VII
CONCLUSIONS

The gamma-ray excited emission spectrum, absolute scintillation yield, rise and
decay time constants, and thermoluminescence emissions of CsI(T1) have been measured
over the temperature range of —100 to +50°C. These characteristics were evaluated for
CsI(T1) crystals from four different vendors. Negligible differences were observed in the
four different emission spectra at room temperature. The decay times for the four different
crystals were found to vary by less than 10% at 0°C and 17% at room temperature. The
crystals were observed to have similar scintillation yield temperature dependence, with
yields peaking at temperatures ranging from -35 to ~20°C. The thermoluminescence "glow
curves" were the only characteristic that varied significantly from crystal to crystal.
Thermoluminescence emissions were found to peak at about —~65°C for all crystals, while
peaks at -90, —40, +20, and possibly ~55°C were observed for some crystals. For the STI
crystal, it was found that thermoluminescence and/or inertial luminescence in the range of
-80 to -30°C affect both current and pulse mode measurements. Low count rate
applications will suffer less from inertial luminescence since less kinetic energy is deposited
in the crystal per unit time. Similar problems should arise for any CsI(T1) crystal in
temperature ranges of large thermoluminescence yield. An important implication of these
thermoluminescence findings is that results of applications that require room temperature
operation in current mode could be susceptible to temperature fluctuations.

The CsI(Tl) emission spectrum was observed to have emission bands peaking
around 400 and 560 nm. These bands are believed to be attributed to the recombination of

F centers at V| centers trapped adjacent to a T1* ion and the recombination of holes and

111



112

electrons at thallium luminescence centers, respectively. Each of these bands may be made
up of more than one emission peak, but the spectral resolution of the system used was not
sufficient to resolve these peaks. However, our interest was not in the fine structure of the
emission spectrum but in the general weighting of wavelengths. The 400 nm band was
observed to disappear between -50 and ~75°C, while the shape of the 560 nm band did not
change significantly with temperature. Although the emission spectrum measurements for
the STI crystal were probably affected by inertial luminescence and/or thermoluminescence
in the -80 to -30°C range, it was not observed to affect the shape of the spectrum. Thus,
comparing the peak count rate of the emission spectrum or the arca under the emission
spectrum at different temperatures could lead to erroneous conclusions. However, the
emission spectra were normalized to unit area so that the wavelength-averaged quantum
cfficiency could be calculated, thus only the shape of the emission spectrum was of
interest,

The room temperature absolute scintillation yield of Csl(T1) was calculated to be
65.50044,100 photons/MeV by determining the light collection efficiency (n=0.81413%),
the wavelength-averaged quantum efficiency (Q=0.897+2%), and the number of charge
carriers created in the PD per unit energy deposited (N /E,=47,8Xit3%). The computer
program DETECT was used to model n for the detector geometry used, while the CsI(T1)
emission spectrum was measured using a monochromator and averaged over the spectral
sensitivity of a calibrated PD to determine Q; the SSW method was used to determine N
The 6.2% uncertainty of the scintillation yield was determined from the estimated
uncertainties of the three parameters and our estimate of the crystal-to-crystal variations
(£3.6%). The reported absolute scintillation yield is about 17% larger than had been
previously reported. The reason that our yield is larger (and we helieve more accurate) is
that we have accounted for the ballistic deficit due to the long decay time of CsI(T) in our
charge calibration with the SSW method. To our knowledge, the ballistic deficit correction

has not been performed previously. CsI(TI) has the largest known absolute scintillation
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yield of inorganic scintillating crystals, and thus has the possibility of having the smallest
relative fluctuation in the number of charge carriers. Consequently, CsI(Tl) has the
possibility of having the best energy resolution of known inorganic scintillating crystals.
The uniformity of the light collection efficiency across the detector volume will affect the
charge carrier statistics and the contribution of electronic noise to the signal affect energy
resolution as well, but the scintillation yield will typically be the limiting contribution to
energy resolution. Unfortunately, the significant ballistic deficit does not allow the full
integration of the yield for present commercially-available amplifiers.

The temperature dependence of the CsI(T1) scintillation yield was measured by the
SSW method and an independent current mode method. The two methods produce similar
results for T2-10°C, but the results diverge below this temperature. We believe that the
current mode method yields the most accurate representation of the CsI(T1) scintillation
yield temperature dependence. Furthermore, we believe that the divergence of the SSW
results is due to one or more of the following: a) the CsI(T1) rise time was not modeled
accurately at cach temperature, b) the assumption of PD quantum efficiency temperature
independence was not accurate, or ¢) the decay times of Csl(T1) become too long for the
SSW method. From the current mode measurements, the maximum scintillation yield is
observed to occur at about -35°C for the STI crystal, approximately 6% ahove the room
temperature yield. The yield is also observed to decrease monotonically above and below
the maximum, At -100 and +50°C, the yield was measured to be about 64% and 95% of
the room temperature yield, respectively. The decrease in scintillation yield below -35°C is
believed to be at least partially due to energy being stored in the crystal as trapped
luminescence states. This stored energy is the source of the thermoluminescence light that
is released when the crystal is warmed. The peaking of the scintillation yield at -35°C
suggests that energy resolution of CsI(Tl) should be optimized at this temperature.
However, the long decay time is on the order of the longest commercially-available

amplifier shaping time, resulting in a s.gnificant ballistic deficit. In fact, the hallistic deficit
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causes the amplifier output pulse amplitude (or photopeak centroid) to decrease with
temperature below about - 10°C for all amplifier shaping times, even though the scintillation
yield is increasing down to -35°C. Thus, improving the energy resolution of
Csl(T1)/photodiode detectors below room temperature is not as promising as originally
hoped. Since the scintillation yield variations with temperature are small over the range of
-50 to +50°C, other factors, such as decay times and thermoluminescence, will dictate the
optimum operating temperature.

The modified Bollinger-Thomas (MBT) method was used to determine the rise and
decay time constants of CsI(T1). The SSW method was used to confirm the primary decay
times, 7, and 1, determined by the MBT method and to confirm the assumptions regarding
temperature dependence that were necessary to use the SSW method for the absolute
scintillation yield measurements. There was an apparent systematic bias in the SSW decay
times due to inaccurate potentiometer calibration, but for T2-10°C the MBT and SSW
results show similar temperature dependence. Consequently, we believe that the MBT
results more accurately depict the rise and decay times of CsI(T1) and their temperature
dependence. However, we also believe that the application of the SSW method at room
temperature accurately models the CsI(T1) behavior.

The two primary decay time constants detcrmined by the MBT method, 1, and t,,
were found to increase approximately exponentially with inverse temperature. A significant
rise ime constant was found to populate T, and was also observed to increase exponentially
with inverse temperature. The two different decay times can be explained by the presence
of two different thallium luminescence centers. An exponential rise heing associated with
one of the decays while the other decay has an instantaneous rise suggests that two
different types of holes are trapped at the different thallium centers. At room temperature,
our best estimates of Ty, 7). and T, are 19.6 ns, 679 ns, and 3.34 ps. For TS-30°C and
T=-100°C, additional decays were observed and the former was found to increase

exponentially with inverse temperature. The SSW method was found to reach its limits of
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applicability duc to the length of T, at about ~60°C. The accurate determination of T3 using
the modified Bollinger-Thomas method was complicated by poor signal-to-noise. The
signal-to-noise became worse with decreasing temperature due to the increasing decay
times and could be further degraded by thermoluminescence light.

An ultra-fast decay component was confirmed. Our best estimate of the decay time
is <0.5 ns, but it has been previously reported to be <10 ps by Deich, et al. [DEI89). The
yield of the ultra-fast component appears to be ncarly independent of temperature and
accounts for roughly 0.2% of the total light yield for the PMT used (about 100 photons/
MeV for gamma rays). This yield is too small to be seen in our emission spectrum
measurements, but has been reported to have a broad emission band that peaks around 620
nm [DEI89]. The ultra-fast component is of limited usc in gamma-ray experiments because
of this long wavelength of emission. The quantum efficiency of typical photocathodes at
620 nm is very low, such that the yield will be <1 photoelectron/MeV. Although the
quantum efficiency of photodiodes is typically very good at 620 nm, the photodiode noise
will tend to obscure this small signal. Consequently, using CsI(T1) to produce timing
signals from gamma-ray events will result in poor leading edge timing because of the
significant rise time. However, it may be possible to use the ultra-fast component to
produce good timing signals in high encrgy physics applications.

Although the SSW method has been demonstrated for use with PDs only, its
applicability should extend to PMTs that have a known gain, Likewise, the method could
be used for the calibration of any scintillator, but its use is primarily of interest when
ballistic deficit renders other methods inaccurate. Scintillators with a single decay time
constant will be much easier to model with the SSW method because the use of k, and k,
will not be necessary. As mentioned, the SSW method is not an accurate method of
determining rise and decay times. However, if the rise and decay times of a scintillator are
known at any temperature, the SSW method can be effectively used to calibrate amplifier

output pulse height to charge created in the photodetector at that temperature. The SSW
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method is the only method that we know of that accounts for ballistic deficit due to long
scintillation decay times and thus accurately calibrates CsI(T1) scintillation pulses.

7.1 Future Work

CsI(T1) coupled to a silicon PIN photodiode has become an established detector for
gamma ray and charged particle applications. Even though present day commercially-
available nuclear electronics do not fully utilize the CsI(T1) scintillation yield, energy
resolution as good or slightly better than Nal(T1) coupled to a PMT can easily be achieved.
In the last decade, the development of large area, low noise PDs has been largely motivated
by the interest in using such photodetectors with Csl(T1). Further improvements in the
manufacturing of PDs will probably result in larger area, lower noise silicon PDs. Several
other means of improving the CsI(TIVPD detector are heing pursued.

One mcans of improving the signal-to-noise by decreasing the noise is the
development of charge-sensitive preamplifiers that are specifically designed to match PD
characteristics, To date, hybrid preamplifiers have been used extensively with modest
performance improvements and a significant improvement in detector/preamplifier size.
Another promising solution is to fabricate the PD and preamplifier on the same wafer of
silicon. Both types of preampl:fiers cut down on the noise due to capacitance and the
susceptibility of the detector to microphonics. Unfortunately, decreasing the series noise
that is primarily due to capacitance is less important than decreasing the parallel noise that is
primarily due to the PD dark current. Due to the long decay time of CsI(T1) it is desirable
to use an amplifier shaping time of at least 10 us. Since series and parallel noise are
inversely and directly proportional to amplifier shaping time, respectively, it is more
important to decrease dark current than capacitance. Nevertheless, designing preamplifiers
specifically for PDs is a step in the right direction,

Another possibility for improving detector performance involves the development

of new linear amplifiers with shaping times as long as 20 or 30 us. If such an amplifier
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were available, then the temperature dependence of CsI(T1) could be used with a very low
capacitance PD to improve energy resolution. At room temperature the detector would have
poor energy resolution due to the high dark current that will be inherently present in low
capacitance PDs, but the CsI(T1)/PD detector could be cooled to -30°C to significantly
decrease the dark current. At -30°C, the CsI(T1) scintillation yield is maximized, but the
long decay time is about 9 pus. A 20 to 30 us amplifier shaping time would preserve about
94% 10 98% of the full pulse amplitude, respectively, and have a combination of parallel
and series noise that is minimized. Unfortunately, an amplifier shaping ime of 20 to 30 us
would disqualify this system for many applications due to pulse pile-up. The use of a
gated integrator, instead of the semi-Gaussian shaping that is typically utilized by
commercially-available amplifiers, could reduce the pulse pile-up problems. A gated
integrator could similarly preserve about 94% to 98% of the CsI(T1) pulse amplitude for 20
to 30 s integration, respectively, but the total length of a semi-Gaussian shaped pulse is
typically about four times as long as a gated integrator pulse.

Two other promising technologies are the fabrication of avalanche PDs [JAM92]
and silicon drift PDs [AVS90]. One reason that PDs have a difficult time competing with
PMTs is that PDs have unity gain and consequently small signals. To date, avalanche PDs,
with a typical gain of 100, have demonstrated similar energy resolution to standard PDs
with CsI(T1) at room temperature. The improvements in gain are offset by non-uniformity
across the sensitive area of the PD and by increases in hoth series and parallel noise.
However, the fabrication of avalanche PDs is a reasonably new technology that may see
dramatic improvements in the near future. Silicon drift PDs are another new technology
that could significantly enhance the use of Csl(Tl) with a PD. By using electric field
gradients to localize the charge created by the scintillation photons, silicon drift PDs can
greatly increase the sensitive area of a PD without increasing noise. To date, these PDs are
primarily used for position sensitive applications. However, one can easily cnvision the

coupling of avalanche and silicon drift technologies to produce a large photodetector with
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appreciable gain and low noise. This PD would utilize the silicon drift technology to direct
all of the electrons to a small avalanche region, and thus alleviate the problems of non-
uniformity and high noise that have plagued avalanche PDs.

In addition to these new types of PDs, the use of wide band gap semiconductors as
PDs is also being developed. Independent of which means are pursued toward improving
signal-to-noise for the CsI(T1)/PD, it is always important to consider the scintillation
characteristics of CsI(T1). Due to the long decay time, CsI(T1) is a more difficult scintillator
to fully utilize than most. Consequently, the characterization that we have performed
should aide in the further development of PDs, preamplifiers, and amplifiers for use with

CsI(TI).
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APPENDIX A

UNCERTAINTY OF CENTROID AND FULL-WIDTH AT
HALF MAXIMUM DETERMINATIONS

The accurate determination of the centroid (xg) and full-width at half maximum
(FWHM) is crucial to applications ranging from detector characterization to resolving
multiplet peaks in gamma-ray spectroscopy. The uncertainties associated with determining
the centroid and FWHM are fundamental to the knowledge of accuracy. Furthermore,
assuming that histogrammed data can be represented by the continuous Gaussian shape will
have some applicability limits that will affect the accuracy of determining the centroid and
FWHM. This binning effect should be minimized for optimum accuracy [CIA70, HEA84,
HUT73].

In gamma-ray spectroscopy it is often assumed that photopeaks have the Gaussian
shape and thus FWHM=2.3550, where o is the standard deviation of the photopeak
distribution. Conventional graphical methods measure the FWHM exactly to within the
statistical limits of the data and thus will not be severely hampered by this assumption in
most cases, but may result in a relationship between FWHM and o that is different from
FWHM-=2.3556. On the other hand, any method that utilizes fitting a Gaussian to the data
will suffer if the distribution is not truly Gaussian. A reasonable visual fit will not
necessarily yield an accurate FWHM calculation since FWHM=2.355¢ is based on the
assumption of a Gaussian shape. Calculating the central moments will have a similar
problem for data that does not have a Gaussian shape, but has the benefit of being able to
assess whether the data has a Gaussian shape.

To assess the uncertainty in centroid and FWHM determinations we have used a

Monte Carlo program to generate Gaussian shaped peaks for analysis. The peaks were
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analyzed by both non-linear least squares fitting and the calculation of moments. In

addition, the expected uncertainty in the moments calculations have been derived.

A.1 Error Propagation

A.1.1 Definitions of Moment Equations

For a distribution y(x), the it moment, m;, and ith central moment, |, are defined
by m;=E[x;] and 1;=E[(x-xq)i], respectively, where E[] is the expected value of the
bracketed term and x, is the centroid of the distribution or the first moment, xo=m=E[x].
The second central moment of y(x) is the variance of the distribution, u2=62, while the
third and fourth central moments of y(x) determine the coefficients of momental skewness,

sk, and kurtosis, k, which are defined by

sk=—t3 (A.1)
2
and
k=beo3, (A2)
Ha

The central moments can be broken down to sums and products of expected values of

powers of x and the centroid:

M, = BI(x — x9)*]= E[x*]-x3, (A3)
W, = E[(x — xo)*]1 = E[x*]- 3E[x?]x, +2x}, (A.4)
K, =E[(x —xy)*1= E[x*] - 4E[x*Jx,, + 6E[x* ]x? - 3xg, (A.5)

such that the moments, m;, are combined to determine the central moments, p; [STU87].
For a Gaussian distribution, we know that FWHM=2.3556 and sk=k=0 [STU87].

In practice, given a discrete distribution y(x) we can calculate the centroid, variance,

skewness, and kurtosis using the definition of the expected values of the powers of x for

discrete data:
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1
Z"P Yi
E[x"]==b—0, (A.6)
Y

where x; is the i bin and y;=y(x;) is the number of counts in the ith bin, respectively, of a
distribution with I bins [STU87]. Using Eqn. (A.6) to calculate m; and in Eqns. (A.3-
A.5), the centroid, variance, skewness, and kurtosis of any distribution can be determined,

but result in sk=0 and k=0 when the distribution is of Gaussian origin.

A.1.2 Statistical Uncertainty in Moments Calculations

To determine the uncertainty of the moments calculations used to calculate x and
FWHM, the statistical uncertainty of the y,'s were propagated through the moments
calculations. The error propagation formula for a function F(x,y,z) where X, y, and z are

uncorrelated random variables is

oF )’ F\? 9F
var(F)=[—a;) var(x)+(—g;) var(y)+(—a—z—) var(z), (A7

where var(F), var(x), var(y), and var(z) are the variance associated with F, x, y, and z,
respectively. Since E[x"] has y,'s in both the numerator and denominator, the partial
derivatives must involve the quotient rule. It can not be assumed that the peak area,
A=Zy,, is uncorrelated with the numerator of any expected value calculation. The error
calculation for the distribution variance has correlated E[x"]'s (i.e. E[x] is correlated with
E[x?]) because of the y;'s in each of the E[x"]'s. Thus to apply Eqn. (A.7) to the moments
calculations, the y;'s are assumed to be the uncorrelated random variables.

Using this assumption and the error propagation formula, the variance of the
centroid of a distribution is

L [ 9x 2
var(xg) = Y, 5i var(y,). (A.8)

=\
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The variance of the bin contents, var(y,), is governed by Poisson statistics and is thus

var(y)=y;. The partial derivative for the j¥ bin is

(B {Ee)
3, (Zny éy,

i=1

[xj - xO] (A.9)

Substituting Eqn. (A.9) into Eqn (A.8) yields

Y

=1

var(xo) = (“‘"‘T‘Z["J o] ¥

[ 1 1
2. X}y 2")5’5 2]

1 jg]l _2 X 2 jz]

-Zyi Zyj ZYJ Zyj

i=l | =l j=1

var(x,) = (A.10)

where ¢ is the standard deviation of the original distribution and is given by

I I 2

inzyi Exsyi

0 =vo? =\Ex) -[E®)] = [ | igf—| (A.11)
Yi Yi

|20 |2

Using Eqns. (A.7) and (A.11), and the assumption of uncorrelated y;'s, the variance of the

standard deviation of the distribution can be determined by

2

L3

var(c)=2(-é—9—] var(y,). (A.12)
=1\ %}

Again var(y;)=y;, and the partial derivative with respect to the jth bin contents is determined

from Egn. (A.11) to be
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do
---T-«—[xj - 2xgx; +2x3 ~E(x?)|. (A.13)

ay’ 20‘2 Y,
i=1

The variance is then

202

var(o) = __L__TZ[xj-Zxox +2x3 -E(x )] y,
=5

.__(_...—T-[xj -4xoxj +8x —2E(x )xj 8)(;0xj

40? 2 Y

j=1
+4x0E(x2)xj -&»4x0 ~4on(x2)+[E(x )] ]yj

3 2
. [ijyj -E-J—izx 2 st;;c?,-yl—iZ 2B R
4g2zy -Eyj Yi Yj Yi

- 8xg %—’—l + 4x013(x2)‘}:§-’Zi + 4x3 %Zl
Yy Y Yy
—4xgE(x2)%Zl+[E(x2)]z %ﬁ}
Yj Y

var(o) = ZEETA'.E("“) — 4x,E(x®) + 8x2E(x?) - 4x§ ~ [E(xz)]z]. (A.14)

ot

regrouping the terms and recalling the definition of 4
1T 2\2
Val’(d)=~4—-&-§-x-u4—(0 ) ], (AIS)

where 62=|1, is the distribution variance.

When the underlying distribution has a Gaussian shape, the variance of the standard
deviation, var(c), further simplifies because of the definition of the coefficient of kurtosis,
Eqn. (A.2), (if Gaussian, then k=0, then p4=3 ug = 3(c0?)?), consequently

var(o) = ZE%_X[:«x(o’)z - (c’)z] = -23;- (A.16)
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Recalling that FWHM=2.3550 and that the standard deviation of a parameter q, Sqo is
related to the variance of q by var(q)-::sg. we see that the theoretical relative standard

deviation of the FWHM is

2 2 2
Sy _ YVANEWHM) _ 1/2.3552 var(o) ) \2.3552a%2A L E,
FWHM  FWHM 2.3550 2.3550 V2A

and is thus independent of peak width.
A.2 Peak Generation Program

To test the results of the error analysis a computer program was developed. The
program produces Gaussian shaped distributions comparable to a background subtracted
photopeak [CIA68, FAL84)]. This method of pcak generation was chosen over actual
experimental data for its diversity in creating peaks of different shapes and the ease of
creating thousands of peaks.

The program creates a pcak with 8¢ (=3.4FWHM) total width, given a peak area
and FWHM. To approximate an experimental peak the centroid bin was offset randomly,
chosen from —0.5 to +0.5. A peak that is symmetric about a single bin has 0.0 offset,
whereas a peak that is symmetric about two bins has either —).5 or +0.5 offset, as shown
in Figure A.l. After choosing the offset, a Gaussian distribution with prescribed peak area
and FWHM was integrated into a discrete distribution (bins) such that the chosen offset
was satisfied. Subsequently, Poisson noise was applied to the content of each bin and thus
a realistic model of a peak was achieved (see Figure A.2).

The prescribed centroid and FWHM were compared with the moments calculations
or least squares fitting results for many different peaks with the same underlying
distribution to determine an experimental standard deviation. The expected standard
deviation of the centroid and FWHM from the moments calculations can be determined
from Eqns. (A.10) and (A.16), respectively. Thus, comparing the experimental and

expected standard deviations of the moments calculations we can assess the effect of
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Figure A.1: Examples of centroid offset.
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Figure A.2: Examples of (a) peak integration and (b) addition of Poisson noise.
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Figure A.3: Centroid results of moments calculations and least squares fitting for a peak
area of 10,000 counts.

binning data, i.c. for comparable expected and experimental standard deviations we
conclude that binning has negligible effect and that the discrete data can be approximated by

a Gaussian distribution,
A.3 Results

The centroid and FWHM of peaks generated by the program were determined by moments
calculation and by a non-linear least squares fitting program. The results are shown in
Figures A.3 and A.4 along with the theoretical values derived in Section A.1 for a peak

area of 10,000 counts. Each point in the figures represents the experimental standard
deviation derived from 10,000 different peaks gencrated by the program. From Figure A4
we see that the theoretical and moments calculation method results diverge with decreasing
FWHM. For FWHM211 bins, the results of the moments calculation method are within

5% of the theoretical values. We have concluded that this divergence is due to the binning
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Figure A.5: FWHM above which moments calculation uncertainties are within 5% of the
theoretical predictions.

effect, The value of FWHM below which the simulated and theoretical results diverge by
25%, FWHM,, is dependent on the peak area, as shown in Figure A.S. It is also observed
that the least squares fitting method has a minimum uncertainty at about FWHM=10 bins
for peak arcas of 10,000 counts. This minimum is also dependent on peak area.

Above FWHM, the uncertainty in determining the FWHM will be minimized.
Unfortunately, the standard deviation of the centroid, s, is not minimized under the same
conditions, as seen in Figure A.3. We notice from the figure that the binning effect does
not affect s, until FWHM<2, this result is independent of peak area unlike the previously
described FWHM,,. However, it is observed that 8, <0.1 bins for FWHMS20 and xj is
typically large (hundreds or thousands of bins), the combination of which yields a small

relative uncertainty.
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A.4 Conclusions

The uncertainty in determining the centroid of a Gaussian shaped peak is minimized
by using cither the least squares fitting or first moment calculation method and by limiting
the width of the FWHM to abowt 2 bins. Similarly, the moments calculation method
minimizes the uncertainty in determining the FWHM of a Gaussian shaped peak and
approuches the statistical limit with increasing FWHM. While the least squares fitting
method results in a larger uncertainty in the FWHM than the moments calculation method,
the uncertainty is minimized at a specific value of FWHM that is dependent on peak area,
Peak scarching and multiplet resolving routines are examples of applications that will

require consideration of uncertainty minimization,
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APPENDIX B

DETECT (LIGHT COLLECTIONF&FggClENCY) INPUT AND OUTPUT

The visible light transport program DETECT that was used to determine the light
collection efficiency of our CsI(T1Vphotodiode system was originally written by Thomas F.
Knoll [KNOBSB8], then of The University of Michigan. As described in Chapter IV, we
have modified the program to account for the Fresnel reflections of the photons at the front
of the photodiode. With this modification, the program can be used to determine light
collection efficiency, as we have defined it, by modeling the optical bhehavior of a
scintillator and photodiode. The program requires an input file that contains the optical and
geometric properties of each medium that scintillation photons might travel through on the
way to the photodiode. The input file also specifies where and how many scintillation
photons are generated. The program then generates photons that travel in random initial
directions and follows the fate of each photon until it is cither bulk absorbed, surface
absorbed, lost from the system, timed out (photon trapped in the scintillator), or transmitted
into the photodiode.  All photons that were transmitted into the photodiode were assumed
to subsequently be absorbed in the photodiode. The input file used for our
Csi(Th/photodiode system is listed below and Fig. B.1 shows the resulting geometry that
is modeled. The comments in parenthesis have been added for descriptive purposes. The
units for the dimensions in the input file are all in tenths of millimeters, Component | is the
CsI(TD) crystal, 2 is the coupling compound, 3 is the resin coating, and 4 is the Si0);. Note
that photons could leave the system through the sides of the coupling compound and by
exiting the PD resin coating on the outside millimeter all the way around the PD. However
we have modeled these escape paths as vacuums with black reflectors at their outside

houndaries (components §, 6, 7, and 8). Thus photons that leave via these paths will be
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recorded as escaped in the output file, but will be included in the surface absorbed count

along with photons that are absorbed by the white PTFE tape that is wrapped around the

CsI(T1) crystal.

DETECT input file listing
mult,out (output flle name)
:wrapped 8x8x8 cube of CsI(T1) coupled w0 PD (description of detector)
DMATI,1.8N (material 1, Csl(T1) with index of refraction of 1.8)
DMAT2,1.5N (material 2, coupling compound and PD resin coating with index of refraction of 1.5)
DMATS3,1.46N (material 3, silicon dioxide with index of refraction of 1.46)
DMAT4,1.0N (material 4, alr or vacuum with index of refraction of 1.0)
DFIN1,PAINT,0.98RC (surface finish 1, white PTFE tape with reflectance of 0.98)
DFIN2.DETECT (surface finish 2, silicon PIN photodiode)
DFIN3,POLISH (surface finish 3, polished surface at all interfaces other than finishes 1, 2, and 4)
DFING,PAINT,0.0RC (surface finish 4, black bady absorber)
DPLN1,0Z (different planes used to model the detector geometry)
DPLN2,1Z
DPLN3 112
DPLN4.91Z
DPLNS. 40X
DPLN6,-40X
DPLN7.40Y
DPLNS,<40Y
DPLN9.8Z
DPLN10,101Z
DPLN11,50X
DPLN12,-50X
PPLN13,50Y
DPLN14,-50Y
COMPLMATI (component 1, 8x8x8 mm cubic CsI(T1) crystal wrapped
SURF,FIN3,PLN3,ZL,C2 with white PTFE tape on five sides and connected on
SURF,FIN1,PLNS.XS the bottom to component 2, bottom is polished)
SURF.FIN1,PLN6,XL
SURF,FIN1,PLN7,YS
SURF,FIN1,PLNS,YL
SURFFIN1,PLN4,ZS
COMP2,MAT?2 (component 2, 0.3x8x8 mm of coupling compound between
SURF,FIN3,PLN3,Z8,C1 component | on top and 3 on the bottom, also in contact on
SURF,FIN3,PLNS,XS.CS the sides with components S, 6, 7, and 8, all sides polished)

SURF,FIN3,PLN6,XL,C6
SURF,FIN3,PLN7,YS,C7
SURFFIN3,PLNS8,YL,C8
SURF,FIN3,PLN9,ZL.C3



COMP3,MAT2
SURFFIN3,PLN9,Z8,C2,C5,C6,C7,C8
SURFFIN1,PLN11,XS
SURFFIN1,PLN12,XL
SURF,FIN1,PLN13,YS
SURFFIN1,PLN14,YL
SURF,FIN3,PLN2,ZL,C4

COMP4,MAT3
SURF,FIN3,PLN2,ZS8,C3
SURF,FIN1,PLN11,XS8
SURFFIN1,PLN12,XL
SURFFIN1,PLN13,YS
SURFFIN1 PLN14,YL
SURF,FIN2,PLN1,ZL

COMPS5,MAT4
SURFFIN3,PLN9,ZL,C3
SURF,FIN4,PLN11,XS
SURF FIN3,PLNS5,XL,C2
SURF,FIN3,PLN7,YS,C7
SURFFIN3,PLN8,YL,C8
SURF,FIN4,PLN3,ZS

COMP6,MAT4
SURF,FIN3,PLN9,ZL,C3
SURF,FIN3,PLN6,XS,C2
SURF,FIN4,PLN12 XL
SURF,FIN3,PLN7,YS,C7
SURF,FIN3,PLN8,YL,C8
SURF,FIN4,PLN3,ZS

COMP7,MAT4
SURFFIN3,PLN9,ZL,C3
SURF,FIN4,PLN11,XS
SURF,FIN4,PLN12,XL
SURFFIN4,PLN13,YS
SURF,FIN3,PLN7,YL,C2,C5,C6
SURF,FIN4,PLN3,ZS

COMP8,MAT4
SURF,FIN3,PLN9,ZL,C3
SURF,FIN4,PLN11,XS
SURF,FIN4,PLN12,XL
SURF,FIN3,PLN8,YS,C2,C5,C6
SURF,FIN4,PLN14,YL
SURF,FIN4,PLN3,ZS

GENMAT1,11ZS,91ZL,-40XS,40XL.,-40YS,40YL
(maximum lifetime of photons, after which it is timed out or considered trapped)
(format for time of arrival, not decay times but time-of-flight)

LIFE10000
HIST,STEP200,50STEPS
SEED29

RUN1000000,DETIMGO,-50XS,50X1.,-50YS,50YL,645Q

END
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(component 3, 0.7x10x10 mm resin coating between
components 2, 5, 6, 7, and 8 on top and component 4
on the bottom, top and bottom are polished ,sides are
reflective white ceramic material of PD packaging)

(component 4, 0.1x10x10 mm silicon dioxide between
component 3 on top and the PD on bottom, top is
polished, sides are reflective white ceramic material

of PD packaging)

(components 5, 6, 7, and 8, air or vacuum outside photon
escape paths, outside surfaces black, surfaces connecting
with components 2, 3, and other air components polished)

(randomly generate photons in CsI(TI) crystal)

(initial random number generator seed)
(generate 1,000,000 photons)
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Figure B.1: CsI(Tl)/photodiode geometry for DETECT.
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The portion of the DETECT output file that reports the fate of the photons simulated
is shown below. As mentioned in Chapter IV, we assumed that bulk absorption was small
due to the small size and high reflectivity of the system and thus did not model it. Although
the report claims that no photons were timed out, the mean age and surfaces for all of the
photons are reported as infinity. Thus, some photons, less than 50 out of a million
(<0.005%), were timed out or trapped in the crystal. Likewise, the reported uncertainties
of 0.00% are actually non-zero values, but smaller than the format chosen for the DETECT

output (<0.005%).

Portion of DETECT output file with light collection efficiency report.

ootk Simulation Report **# % kkkkokfo

Photons Simulated: 1000000

Photons Counted: 81.39% ( 0.00%)
Photons Escaped: 0.00%

Photons Bulk Absorbed: 0.00%

Photons Surface Absorbed: 18.61% ( 0.00%)
Photons Timed Out: 0.00% ( 0.00%)

Photons Shifted (Counted): 0.00%
Photons Shifted (All):  0.00%

Mean Age (Counted): 846.4 ( 0.9)

Mean Age (All): Inf
Mean Surfaces (Counted): 13.5( 0.0)
Mean Surfaces (All): Inf

Total Counted Photons: 813870
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APPENDIX C
PHOTODIODE CALIBRATION TECHNIQUE AND DATA

The Hamamatsu $3590-03 silicon PIN photodiode was calibrated by Hamamatsu
before it was shipped to us. The calibration was performed using the electronics schematic
shown in Fig. C.1 by first measuring the response of a NIST traceable, standard
photodiode and then comparing the response of our photodiode to the known
characteristics of the standard. The response of the photodiode was recorded as radiant
sensitivity R(A,T,0), which is the current induced by an incident photon beam of known
power at wavelength A, temperature T, and angle 8. To accurately characterize the
photodiode response, measurements were made in 1) nm increments from 360 to 400 nm
and in 20 nm increments from 400 to 1100 nm. The response of silicon photodiodes has
some fine structure below 400 nm because the index of refraction for silicon has a
pronounced peak around 380 nm that results in a significant reflection of incident photons.
Thus, smaller increments were used below 400 nm to characterize the photodiode
response. The calibration was performed at room temperature with the photon bearr.
perpendicularly incident on the photodiode, thus R(A,25°C,0=0~) was measured and the
results appear in Table C.1. As mentioned above, R(A,25°C,8=(0°) shows some fine
structure below 400 nm while increasing from 125 mA/W at 360 nm to a peak value of
597 mA/W at 960 nm. Above 960 nm, R(A,25°C,0=0°) decreases abruptly to 72 mA/W at
1100 nm as the photon energy approaches the band gap of silicon (about 1.11 eV, or about
1120 nm). The radiant sensitivity over the range of 360 to 700 nm was subsequently used
in Chapters III and IV with the CsI(Tl) emission spectrum to calculate the wavelength-

averaged quantum efficiency.
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Figure C.1: Photodiode calibration method schematic.

Table C.1: Radiant sensitivity of calibrated Hamamatsu S3590-03 silicon PIN photodiode

at room temperature.
Wavelength | R(A,25°C,0=0°) | Wavelength | R(A,25°C,0=0°)
(nm) (mA/W) (nm) (mA/W)
360 125 720 441
370 128 740 454
380 139 760 469
390 155 780 486
400 168 800 497
420 193 820 512
440 215 840 525
460 235 860 539
480 253 880 553
500 272 900 567
520 290 920 580
540 305 940 592
560 321 960 507
580 338 980 579
600 352 1000 532
620 368 1020 441
640 384 1040 320
660 308 1060 191
630 412 1080 117
700 426 1100 72
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APPENDIX D
INSTRUMENTATION IMPULSE RESPONSE FUNCTION AND CsI(Tl)

RISE AND DECAY COMPONENT RESULTS FOR MODIFIED
BOLLINGER-THOMAS METHOD

D.1 Impulse Response Function

The non-linear least squares fitting program used to analyze the luminescence
timing spectra of CsI(TI) was written by Stephen E. Derenzo of Lawrence Berkeley
Laboratory and is described in [DER93]. As described in Section 2.3.1, the program
deconvolves the instrumentation impulse response function, G(t), out of the observed
timing spectrum to arrive at the true luminescence spectrum of CsI(Tl), I(t). The
instrumentation impulse response function, in Eqn. (2.22), is expressed as the sum of |

exponential triangles:

|
G(t)= Y G,(1)

=l
b -
— sy t<s,, (D.1)
Lli +Vi
Gi(l)=
b, ~(t=s )/ v
—t i 1281

where by, u;, v;, and s; are the area, rise time constant, decay time constant, and time shift

of ith triangle. The fitting program normalizes the impulse response function to unit area:

iy I
fomdi=Yb =1, (D.2)
—oo i=1

with the result that the area under the first triangle can be computed by

)
by=1-Yb,. (D.3)
i=2

Additionally, there is no time shift for the first triangle, s;=0.0. The input file pos.par that

the fitting program reads G(t) from is listed in the box below. Note that all of the step sizes
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are zero because the impulse response function parameters are not varied during the fit.

Note also that s, and b, are predetermined and thus not listed.

Do N
SO RO RN R E s AN oS v bsw—

parameter value step
vy 1.006893438323  0.00
u, 0.846863739190 0.00
b, 0.487008216405 0.00
83 0.845027781308 0.00
vy 1.035099447590 0.00
u, 0.345945937184 0.00
by 0.00 0.00
S3 0.00 0.00
V3 0.00 0.00
U3 0.00 0.00
b, 0.00 0.00
84 0.00 0.00
V4 0.00 0.00
Uy 0.00 0.00
bs 0.00 0.00
S 0.00 0.00
vs 0.00 0.00
us 0.00 0.00
bg 0.00 0.00
S¢ 0.00 0.00
Vg 0.00 0.00
ug 0.00 0.00
b, 0.00 0.00
$7 0.00 0.00
\Z| 0.00 0.00
Uy 0.00 0.00

D.2 Output File Listings

Recalling that the program is fitting for I(t) with a sum of J exponential

components:

J a, _y
=Y Le"",
j=1 T

(D.4)
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where a; and 7; are the integrated luminescence and rise or decay time constant of the ith
component, respectively. In this representation, an exponential rise will manifest itself as a
negative integrated luminescence as the rise effectively takes away a fraction of the area

under the decay component that it is associated with. The program normalizes I(t) to

- J
Jiwde=Ya,, (D.5)
0 j=1

such that a; represents the fraction of the light emitted by the j'h component, The
normalization also enables the integrated luminescence of the first component to be

calculated by
]
a1=1~2aj, (D.6)
j=2

One of the output files, stream.out, from the fitting program lists most of the
important information regarding the fit. The following is a compilation of all of these files
for the results presented in Chapter V. An example of the section of the output file that lists
the fit parameters and their uncertainties (—40°C, 50 us TAC range) appears in the box
below. The background (bkg) or chance coincidence rate multiplied by the bin width was
held constant for all long TAC range data, as explained is Section 5.3.1. The fixed delay
between the TAC start and stop signals is reported as t,. Parameters that have step values
of 0.0 were held constant during the fit, except for parameter a; which is calculated by
Egn. (D.6). The order of the rise and decay components in the output file is somewhat
random. Usually, the short primary decay component (reported as T, in Chapter V) is first
and the other rise and decay times are in ascending order after that with the ultra-fast
component last. In this particular file, the rise, long primary decay, and ultra-fast
components happen to be components 3, 4, and 5, respectively. However, this pattern is
often broken. The 6 value that appears is the average of the - and +o values that are
determined by the program. Note that the decay time of the ultra-fast component is always

held constant at 10 ps, consistent with the findings of Deich, et al. [DEI89], while its
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fraction is allowed to vary. If the ultra-fast decay time was not held constant, the program
converged slowly and the resulting decay time would vary from 10 to 500 ps randomly.
This variation is not surprising since the FWHM of the impulse response function is
500 ps. We also observed that the two additional decay components that appear at --30 and

~100°C were difficult to resolve when the ultra-fast decay time was allowed to vary.

par. par. parameter
# value step =g 10 ic

bkg | 27 16.400000  0.000000  0.000000 0.000000  0.000000
o | 28 20418401  0.100000  0.000000  0.000000 0000000
g, | 29 0791192 0.000000  0.000000  0,000000  0.000000
1, | 30 1771.085869 10.000000 -64.213826 61.385539  62.799683
a3 31 0.002994 0.000000  0.0000(0) 0.000000  0.000000
T, | 32 4.909857 0.000000  0.000000 0.000000  0.000000
a; | 33 -0.164663  0.000100 -0.024146  0.019169  0.021657
T, | 34 460.248257 10.000000 -33.604481 37.359104 35481793
a, | 35 0367561  0.005000 -0.012584  0.012993  0.012789
1, | 36 11721.254495 10.000000 -602.946543 660.994660 631970602
as 37 0.002916 0.000000  0.000000 00000 0.0000(X)
T 38 0.010000 0.000000 _ 0.000000 0000000 0.00000)

The measured timing spectrum that was being fit is listed as the dara file and
appears either as temperature_short.dat or as temperature_long.dat. The files with short
correspond to data acquired with the | us TAC range, while long corresponds to the 20 ps
TAC range data for T>-20°C and the 50 ps TAC range data for TS-20°C, The Elapsed
time in stream and Elapsed time in shore entries refer to the microprocessor time used to fit
the data and to determine the parameter standard deviations, respectively. The reduced x2
can be determined by dividing the Best fit chi squared result by the number of bins (listed
on the line with signal counts...) minus the number of free parameters and is tabulated in

Table D.1 for each file at the end of this appendix.
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Compilation of stream.dat output files for the Solon Technologies, Inc. crystal in the range
of =~ 100°C<TS+50°C and at 23°C and 0°C for the Bicron Corporation, Horiba Crystal
Products, and Rexon Components, Inc. crystals.

daw file: 50°C_long.dat

impulse file: pos.par

maximum counts 14464.000(KX) at 49.92(XXX) ns - bin 26

signal counts 1 160860.560000 over 335 bins

time per bin (ns): 16.639799

Elapsed time in stream= | sec

Best fit chi squared= 373.791645

Elapsed time in shore= 6 sec
27 382,000000  0.000000  0.000(0 0.000000 0.000000
28 0121584 0.100000  0.000000 0.000000 0.0
29 0716915 0.000000 0.000000 0.000000 0.000M000)
30 651.001553  0.500000 -2.842597 2.832376 2.837486

31 0.002081 0.000000 0.000000 0.00MK) 0.00(KKX)
32 0.001000 0.000000 0.000000 0.000000 0.000000
13 -0.012271 0.00(000 0.0 (.00 0.000000
34 13329802 0.000000 0.0 (0.O0C000 0.0

35 0.293305 0.010000 ~0.003569 0.003611 0.003590
36 2627.053525  10.000000  -30.122458 30.635258 30.3788 58

duta file: 50°C_shont.dat

impulse file: pos.par

maximum counts 1638, at 54, 104(XX) ns - bin 133
signal counts 991407.920000 over 376 bins

time per bin (ns): ().858806

Elapsed time in stream= | sec

Best fit chi squared= 523.976839

Elapsed time in shore= 28 se¢

27 117.575900  0.010000 (LOOO0) 0000000 0.0000(X)
28 2.320965 0. 100000 0.000000 0.000000 0.000000
29 0716915 0.000000 0.000000 O.000000 0.000000
30 628.361095 50000000  -2,793267 2.808404 2.800836
3 0.002081 0.000010 ~(),0MO0S8 0.000059 0.000058
32 0.001000 0000000 (.OMEN) 0000000 0.(MX)

33 -0.012271 0.010000 ~(.(NN287 0.000281 0.000284
34 13.329802 (.400000 -().445625 0.461523 0.453574
35 0.293305 0.000000 0.000000 0.000000 0.000000)
36 2627.053525  0.000000 0.000000 0.000000 0.0000(K)



data file: 40°C_long.dat

impulse file: pos.par

maximum counts 272000000 at 66.560000 ns - hin 27
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signal counts 37149.000000 over 335 bins
time per bin (ns): 16.639799

Elapsed time in streams=

! sec

Best fit chi squared= 366.4554 10)

Elapsed time
27

28
29
30
3l
32
13
3
35
k1)

data file: 40°C_short.dat

shore=
23.000000
~(,087638
0.649904
674924638
0.002256
0.010000
~-0.013728
13.825496
0.361569
2064.735428

impulse file; pos.par

maximum counts 45.000000 at 109.070(0(0 ns - bin 197

16 sec
0.000000
0.100000
0.000000
0. 500000
0.000000
0.000000
0.000000
0000000
0.001000
1O.000000)

0000000
0.000000
0.000000
~27.412004
0.000000
0.000(00
0,000
O.000(KK)
-(.030496
-268.504240)

signal counts 22860, (KON aver 376 bins
time per bin (ns): (.8S8806

Elapsed time in stcams=

0 sec

Best fit chi squared= 357.46955K
Elapsed time in shores

27
28
29
30
3
n
KX)
34
15
36

6.3283352
2219627
(.649904
643.688060
0.002256
0.01(XXX)
~0.013728
13825497
().36156Y
2964.735425

28 sec
0.010000
0. 100000
0.000000
$0.0000(X)
0.000010
0.0
0.001000
(),4(((0X)
O0.000000
0.0

0000000
O.(CKK)
(0.
~24.268964
-().(KN)3R?
0.0
~(,(02228
-2,480523
O.000000
(.00

0.000000
0.000000
0.000000
26,885213
0000000
0000000
0000000
0000000
0.032729
312.946484

O.M)
0.0
O.ON)
25.358720
0418
0,000
0.00]894
3.168493
0.0
O.000000)

0.000000
0.000000
0.000000
27.148609
0.000000
0.000000
0.000000
0.000000
0.031612
290).725362

(.ONKK)
(0.0
0.000000
24813842
0.000402
0.0
0.002061
2.824508
O.0000M00)
0000000
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data file: 30°C_long.dat

impulse file: pos.par

maximum counts 274.0000(0 at 66, S60000 ns - bhin 27
signal counts 25837.000000 over 315 bins

time per bin (ns): 16.639799

Elapsed time in streams O sec

Hest fit chi squared= 307.54259%9

Elapsed time in shore= 14 sec
27 9.760000 0.000000 OO0 O.000000
28 049794 0. 100000 O.O00000 O.O0000
29 (.655561 0000000 O.000000 0.000000
30 TIKR67927  O.50(000 -24.069174 23,7497
31 0001898 0.000000 0.000000 0.000000
320010000 0.000000 O0.000000) 0.000000
11 0013544 000000 (0.000000) O.000000
A 13490437 0.000000 0.000000) 0000000
15 (.35608S8 0.005000 -0).024061 0.0254132
6 316819525 10000000 214289963  240.220365

data file: 30°C_short.dat

impulse file: pos.par

maximum counts 48.000000 at 90,1740 ns - hin 17§

signal counts 231 TR0 over 376 bins

time per hin (ns): 0.8S8R06

Elapsed time in sueam= I see

Hest fit chi squared= 326568415

Elapsed time in shore= 30 sec
27 1200366 0.01(XXX) ONNN) OO
28 249403 0. OO0 0.0 OO0
20 (.655561 O.(KK) OO0 00000
A 635242876 SO.000000 - 18548021 19329773
3 0001898 0.000010 ~).000321 0000341
312 00U 0.(0000) OO (O.(NOKNN)
I3 0013544 0.0 10 ~0.001707 0.001828
4 13490890 0.400(00 -1.968859 2.3326K3
15 (L.3S608S O.(0000) (LOEEUN) OO0
6 316819825 O.OONKKN) (LK) OO0

O.NNX)
0.0(KX)
O.(KKKEK)
231.909441
0.
0000000
(.0NOCKN)
(0.
0.024746
227.255164

.0
O
(.0
18.938897
0.000331
0.0
0.001616
2.150771
O.(KKEHX)
O.(CNN)



data file: 23°C_Bicron_long.dat
impulse file: pos.par

maximum counts 728.000000 at 99.84000(0) ns - bin 29
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signal counts 72226.000000 over 338 bins
time per bin (ns): 16.639799

Elapsed time in streams=

| sec

Best fit chi squared= 339.289927

Elapsed time in shore= 15 sec
27 24.600000 0.000000
28 0436797 0.100000
29  0.658629 0.000000
30 724.303326  0.500000
Il 0001250 0.000000
320010000 0.000000
33 0021228 0.000000
4 28752421 0.000000
35 0361347 0.005000
36 3355863132 10.000000

data file: 23°C_Bicron_short.dat
impulse file: pos.par

maximum counts $9.000000 at 74.716(XX) ns - bin 156

0.000000
0.000000
0.000000
-12.249149
0.000000
0.000000)
0.000000
0.0000(0)
0011768
-119.682452

signal counts 26781.000(0 over 375 bins
time per bin (ns): ().858805

Elapsed time in stream=

() see

Best fit chi squared= 409960613

Elapsed time in shore=

27
28
29
30
K]
2
KR
M
Kh]
36

3.652775
2.404462
0.658629
676.888313
-(.021228
28752426
0.001250
0.010000)
0.361347

3355.863132

30 sec
0.0 10MX)
0.010000
().000000
SO.O000000
00008500
1000000
0.001000
0,000000
0.000000
0.00000

0000000
00000000
O.O00000
~22.562825
~-0.003081
-4.0332(8
~0.000312
O.ONK)
0.000000)
0.000000

0.000000
0.000000
0.000000
12.214807
0.000000
0.000000
0.000000)
0.000000
0.012063
126.724954

0.000000
0000000
000000
23.364316
0.002660
4.674952
0.000310
O.000000)
0.000000
0.000000

0000000
0.000000
0.000000
12.231978
0000000
0000000
0000000
0.000000
0.011914
123.203703

O.000000
0000000
(.000000
22963570
0.002871
4.354080
0.000311
0.000000
0.000000
(0.000000
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data file: 23°C_Horiba_long.dat

impulse file: pos.par

maximum counts 1601000000 at 99,840 ns - bin 29
signal counts 175529.040000 over 335 bins

time per bin (ns): 16.639799

Elapsed time in streams= | sec

Best fit chi squared= 182.655988

Elapsed time in shore= 1] sec

27 BLIXKXXN) 0.000000 OO0
28 0.299257 0. 100000) LN
29 (.655363 O.00M000 OO0
0 679.283864 (.50 ~8.517595
31 0.001647 0.000000 (.00
120010000 0.000000 (L.OKNNKN)
330018362 0.000000 (0.ONK)
4 19.621195 O0.000000 O.000000
35 0361352 0.005000 -A.(0R852
36 3344.025098 10000000 -94.700267

data file: 23°C_Horba_short.dat
impulse fi'2: pos.par

maximum counts 1280 at 67845000 ns — hin 149

signal counts 55437000000 over 376 bins

time per bin (ns): (.858806

Elapsed time in streams= 0 see

Best fit chi squared= 401857067

Elapsed time in shore= 27 sec
27 7.627918 0,0 1) OLONNENN)
28 2204885 O, 10000 (LN
29 (.655363 O (.
0 644968552 S0,000000 13197308
310001647 0.000010 -(LOMND | RE
312 001N O.00E0) O.000000
KK} 0018362 0.010000 ~0).(01508
4 19621195 0.400000 ~1.773793
15 0.361352 O.(0KK) (LN
36 3344025008 O 0.O00K)

OO0
O.00C000)
AKX
K.499696
(0000
OO0
OO0
O0.OCCE00)
0.008710
9K.94 1680

0.0
KKK
O.CKKENN)
13.540] 8K
0.000199
OO0
0.001387
1.963551
OO0
OO0

0.0
(LK)
0.000000
R.S08646
O.00000)
OO0
0.000000
(LKA
0.008631
96.8254713

O.000000)
0000000
OO
13368748
0.000193
O.000000)
0.001446
|.868O6T2
(O.OCEN)
0.000000



data file: 23°C_Rexon_long.dat
impulse file: pos.par

maximum counts 2174.000000 at 66.560000 ns - bin 27
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signal counts 178718.000000 over 335 bins
time per bin (ns): 16.639799

Elapsed time in stream=

1 sec

Best fit chi squared= 369.150420
Elapsed time in shore=

27

47.000000
0.231790
0.635091
645.846948
0.002530
0.010000
-0.020322
23.683718
0.382701
3246.052128

6 sec
0.000000
0.100000
0.000000
0.500000
0.000000
0.000000
0.000000
0.000000
0.005000
10.000000

data file: 23°C_Rexon_short.dat
impulse file: pos.par
maximum counts 110.000000 at 1.717600 ns — bin 72
signal counts 53694.000000 over 376 bins

time per bin (ns): 0.858806

Elapsed time in stream=

1 sec

Best fit chi squared= 388.551076
Elapsed time in shore=

27
28
29
30
31
32
33
34
35
36

5.612050
2.337553
0.635091
616.925663
0.002530
0.010000
-0.020322
23.683789
0.382701
3246.052128

26 sec
0.010000
0.100000
0.000000
50.000000
0.000010
0.000000
0.010000
0.400000
0.000000
0.000000

0.000000
0.000000
0.000000
-6.214872
0.000000
0.000000
0.000000
0.000000
-0.005947
-57.034346

0.000000
0.000000
0.000000
-12.286581
—-0.000208
0.000000
—0.001690
-2.083024
0.000000
0.000000

0.000000
0.000000
0.000000
6.220959
0.000000

58.634592

0.000000
0.000000
0.000000
12.590429
0.000219
0.000000
0.001561
2.283042
0.000000
0.000000

0.000000
0.000000
0.000000
6.217915
0.000000
0.000000
0.000000
0.000000
0.005977
57.834469

0.000000
0.000000
0.000000
12.438505
0.000214
0.000000
0.001626
2.183033
0.000000
0.000000
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data file: 23°C_long.dat

impulse file: pos.par

maximum counts 5532.000000 at 66.560000 ns — bin 27
signal counts 679902.440000 over 335 bins

time per bin (ns): 16.639799

Elapsed time in stream= 1 sec

Best fit chi squared= 388.767668

Elapsed time in shore= 5 sec
27  290.000000  0.000000 0.000000 0.000000 0.000000
28 -0.237697 0.100000 0.000000 0.000000 0.000000
29 0.627492 0.000000 0.000000 0.000000 0.000000
30 781.504086 10.000000  -5.355928 5.350053 5.352991
31 -0.016081 0.000000 0.000000 0.000000 0.000000
32 22.662072 0.000000 0.000000 0.000000 0.000000
33  0.386836 0.000500 -0.004838 0.004880 0.004859
34 3528.396410 10.000000  -49.048433 50.191889 49.620161
35 0.001753 0.000000 0.000000 0.000000 0.000000
36 0.010000 0.000000 0.000000 0.000000 0.000000

data file: 23°C_short.dat

impulse file: pos.par

maximum counts 510.000000 at 2.576400 ns — bin 72
signal counts 307536.160000 over 375 bins

time per bin (ns): 0.858805

Elapsed time in stream= 0 sec

Best fit chi squared= 449.966553

Elapsed time in shore= 32 sec

27  39.354900 0.010000 0.000000 0.000000 0.000000
28  2.572595 0.100000 0.000000 0.000000 0.000000
29  0.627485 0.000000 0.000000 0.000000 0.000000
30 771.549860 10.000000  -8.062233 8.177199 8.119716
31 -0.016081 0.000500 -0.000606 0.000583 0.000595
32 22.662070 1.000000 -0.972159 1.018096 0.995128
33 0.001761 0.001000 -0.000076 0.000077 0.000076
34 0.010000 0.000000 0.000000 0.000000 0.000000
35 0.386836 0.000000 0.000000 0.000000 0.000000

36 3528.396410  0.000000 0.000000 0.000000 0.000000
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data file: 20°C_long.dat

impulse file: pos.par

maximum counts 533.000000 at 99.840000 ns - bin 31
signal counts 47967.000000 over 337 bins

time per bin (ns): 16.639800

Elapsed time in stream= 0 sec
Best fit chi squared= 381.722387
Elapsed time in shore= 13 sec

27 13.150000 0.000000 0.000000

28 16.097429 0.100000 0.000000

29 0.616002 0.000000 0.000000

30 710.062307 0.500000 -14.933906
31 0.002086 0.000000 0.000000

32 0.010000 0.000000 0.000000

33 -0.019977 0.000000 0.000000

34 24.882950 0.000000 0.000000

35 0.401889 0.005000 -0.013825
36 3261.308380 10.000000 -116.346692

data file: 20°C_short.dat

impilse file: pos.par

maximum counts 260.000000 at 2.576400 ns — bin 73
signal counts 139080.880000 over 376 bins

time per bin (ns): 0.858806

Elapsed time in stream= 3 sec
Best fit chi squared= 393.274102
Elapsed time in shore= 30 sec

27 12746701 0.010000 0.000000
28 2.619480 0.100000 0.000000

29  0.616002 0.000000 0.000000
30 686.075235 50.000000  -9.415592
31 0.002086 0.000010 -0.000115

32 0.010000 0.000000 0.000000
33 -0.019977 0.010000 -0.001006
34 24.882947 0.400000 -1.337819
35 0.401889 0.000000 0.000000
36 3261.308380  0.000000 0.000000

0.000000
0.000000
0.000000
14.899761

0.000000
0.014137
123.463118

0.000000
9.584612
0.000118
0.000000
0.000955
1.420799
0.000000
0.000000

0.000000
0.000000
0.000000
14.916833
0.000000
0.000000
0.000000
0.000000
0.013981
119.904905

0.000000
0.000000
0.000000
9.500102
0.000116
0.000000
0.000980
1.379309
0.000000
0.000000



data file: 10°C_long.dat

impulse file: pos.par

maximum counts 242.000000 at 99.840000 ns — bin 29
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signal counts 23634.000000 over 335 bins
time per bin (ns): 16.639799

Elapsed time in stream=

0 sec

Best fit chi squared= 324.714643

Elapsed time in shore=

27
28
29
30
31

data file: 10°C_short.dat

7.500000
0.510990
0.610513
749.343285
0.002781
0.010000
~-0.019428
25.482366
0.406134

3846.970546

impulse file: pos.par
maximum counts 42.000000 at 1.717600 ns — bin 72
signal counts 20385.000000 over 376 bins

time per bin (ns): (ns): 0.858806

Elapsed time in stream=

14 sec
0.000000
0.100000
0.000000
0.500000
0.000000
0.000000
0.000000
0.000000
0.005000
10.000000

4 sec

Best fit chi squared= 375.799605

Elapsed time in shore=

2.666191
2.560320
0.610513
684.887182
0.002781
0.010000
—0.019428
25.482517
0.406134

3846.970546

27 sec
0.010000
0.100000
0.000000
50.000000
0.000010
0.000000
0.010000
0.400000
0.000000
0.000000

0.000000
-21.551105

0.000000 0

0.000000
0.000000
0.000000
-0.017372

-198.929921

0.000000
-24.986997
-0.000338
0.000000
-0.002791
-3.531168
0.000000
0.000000

0.000000
0.000000
0.000000
21.654781
.000000
0.000000
0.000000
0.000000
0.017841
217.629256

0.000000
0.000000
0.000000
26.173373
0.000365
0.000000
0.002434
4.137981
(0.000000
0.000000

0.000000
0.000000
0.000000
21.602943
0.000000
0.000000
0.000000
0.000000
0.017607
208.279588

0.000000
0.000000
0.000000
25.580185
0.000351
0.000000
0.002613
3.834574
0.000000
0.000000
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data file: 0°C_Bicron_long.dat
impulse file: pos.par

maximum counts 1136.000000 at 133.120000 ns - bin 30

signal counts 128789.000000 over 334 bins
time per bin (ns): (ns): 16.639798
Elapsed time in stream= 1 sec
Best fit chi squared= 337.685654
Elapsed time in shore= 14 sec

27 37.500000 0.000000 0.000000
28 0.142351 0.100000 0.000000
29 0.618963 0.000000 0.000000
30 836.598097 0.500000 -10.290331
31 0.001462 0.000000 0.000000
32 0.010000 0.000000 0.000000
33 -0.022588 0.000000 0.000000
34 38.044734 0.000000 0.000000
35 0.402163 0.005000 -0.007711
36 4206.207696  10.000000  -99.084148

data file: 0°C_Bicron_short.dat

impulse file: pos.par

maximum counts 160.000000 at 2.576400 ns - bin 72
signal counts 98668.200000 over 375 bins

time per bin (ns): 0.858805

Elapsed time in stream= 1 sec

Best fit chi squared= 380.336083

Elapsed time in shore= 31 sec

27 8.474895 0.010000 0.000000
28 2.661823 0.100000 0.000000
29 0.618963 0.000000 0.000000
30 856.877881 50.000000 -19.184539
31  0.001462 0.000001 -0.000108
32 0.010000 0.000000 0.000000
33 -0.022588 0.010000 -0.001646
34 38.044724 0.400000 -2.518653
35 0.402163 0.000000 0.000000
36 4206.207696  0.000000 0.000000

0.000000
0.000000
0.000000
10.305252
0.000000
0.000000
0.000000
0.000000
0.007807
103.350516

0.000000
0.000000
0.000000
19.656983
0.000112
0.000000
0.001513
2.719766
0.000000
0.000000

0.000000
0.000000
0.000000
10.297792
0.000000
0.000000
0.000000
0.000000
0.007759
101.217332

0.000000
0.000000
0.000000
19.420761
0.000110
0.000000
0.001579
2.619210
0.000000
0.000000



153

data file: 0°C_Horiba_long.dat

impulse file: pos.par

maximum counts 1684.000000 at 116.480000 ns - bin 30
signal counts 171344.000000 over 335 bins

time per bin (ns): 16.639799

Elapsed time in stream= 1 sec

Best fit chi squared= 356.083200

Elapsed time in shore= 11 sec

27 46.000000 0.000000 0.000000
28 -0.045281 0.100000 0.000000
29  0.625410 0.000000 0.000000
30 778.483947  0.500000 -7.511602
31 0.001609 0.000000 0.000000
32 0.010000 0.000000 0.000000
33 -0.021464 0.000000 0.000000
34 30.430614 0.000000 0.000000
35 0.394445 0.005000 ~0.005609
36 4361.776137  10.000000  -82.9700192

data file: 0°C_Horiba_short.dat

impulse file: pos.par

maximum counts 134.000000 at 2,576400 ns - bin 72
signal counts 74649.000000 over 375 bins

time per bin (ns): 0.858805

Elapsed time in stream= 3 sec

Best fit chi squared= 397.752181

Elapsed time in shore= 36 sec

27  6.344836 0.010000 0.000000
28  2.553526 0.100000 (.000000
29 0.001609 0.000000 0.000000
30 0.010000 0.000000 0.000000
31 -0.021464 0.010000 -0.001521
32 30430754 0.400000 -2.073984
33 0.625410 0.010000 -0.001419
34 779.467369  50.000000  -16.492456
35 0.394445 0.000000 0.000000
36 4361.776137  0.000000 0.000000

0.000000
0.000000
0.000000
7.523783
0.000000
0.000000
0.000000
0.000000
0.005663
85.774557

0.000000
0.000000
0.000000
0.000000
0.001409
2.240781
0.001532
16.942695
0.000000
0.000000

0.000000
0.000000
0.000000
7.517693
0.000000
0.000000
0.000000
0.000000
0.005636
84.372374

0.000000
0.000000
0.000000
0.000000
0.001465
2.157383
0.001475
16.717575
0.000000
0.000000



data file: 0°C_Rexon_long.dat
impulse file: pos.par

maximum counts 1865.000000 at 166.400000 ns - bin 32
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signal counts 191696.000000 over 334 bins
time per bin (ns): 16.639798

Elapsed time in stream=

0 sec

Best fit chi squared= 382.508389

Elapsed time in shore=

27
28
29
30
31
32
33
34
35
36

54.000000
0.037737
0.620716
752.671531
0.002546
0.010000
-0.026408
35.641027
0.403146
3880.311543

10 sec
0.000000
0.100000
0.000000
0.500000
0.000000
0.000000
0.000000
0.000000
0.005000
10.000000

data file: 0°C_Rexon_short.dat
impulse file: pos.par
maximum counts 150.000000 at 2.576400 ns - bin 72
signal counts 69939.000000 over 375 bins

time per bin (ns): 0.858805

Elapsed time in stream=

1 sec

Best fit chi squared= 367.195278

Elapsed time in shore=

27
28
29
30
31
32
33
34
35
36

5.839163
2.824215
0.002546
0.010000
-0.026408
35.640991
0.620716
754.517500
0.403146
3880.311543

33 sec
0.010000
0.100000
0.000000
0.000000
0.000100
1.000000
0.010000
50.000000
0.000000
0.000000

0.000000
0.000000
0.000000
-7.278744
0.000000
0.000000
0.000000
(.000000
-0.005950
-69.339700

-0.001751
-2.077211
-0.001639
-16.407045
0.000000
0.000000

0.000000
0.000000
0.000000
7.287151
0.000000
0.000000
0.000000
0.000000
0.006005
71.472441

0.000000
0.000000
0.000000
0.000000
0.001633
2.213168
0.001758
16.897012
0.000000
0.000000

0.000000
0.000000
0.000000
7.282947
0.000000
0.000000
0.000000
0.000000
0.005978
70.406071

0.000000
0.000000
0.000000
0.000000
0.001692
2.145189
0.001698
16.652029
0.000000
0.000000
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data file: 0°C_long.dat
impulse file: pos.par

maximum counts 617.000000 at 166.400000 ns - bin 34

signal counts 66800.000000 over 336 bins
time per bin (ns): 16.639799

Elapsed time in stream= 1 sec

Best fit chi squared= 360.256165

Elapsed time in shore= 12 sec

27 19.000000 0.000000 0.000000

28 -0.014845 0.100000 0.000000

29 0.610310 0.000000 0.000000

30 784.487346  0.500000 -12.725013
31 0.002000 0.000000 0.000000

32 0.010000 0.000000 0.000000

33 -0.025681 0.000000 0.000000

34 36.845152 0.000000 0.000000

35 0413371 0.005000 -0.009426
36 4311.463344  10.000000  -130.433374

data file: 0°C_short.dat

impulse file: pos.par

maximum counts 174.000000 at 1.717600 ns — bin 72
signal counts 90362.000000 over 376 bins

time per bin (ns): 0.858806

Elapsed time in stream= 5 sec

Best fit chi squared= 410.176392

Elapsed time in shore= 30 sec

27 9.292837 0.010000 0.000000
28 2352571 0.100000 0.000000
29 0.610310 0.000000 0.000000
30 768.550716  50.000000 -15.880812
31 0.002000 0.000010 -0.000132
32 0.010000 0.000000 0.000000
33 -0.025681 0.010000 -0.001670
34 36.845158 0.400000 -2.138347
35 0.413371 0.000000 (.000000
36 4311.463344  (.000000 0.000000

(0.000000
0.000000
0.000000
12776161
0.000000
0.000000
0.000000
0.000000
0.009558
137.611303

0.000000
0.000000
0.000000
16.278109
0.000137
0.000000
0.001553
2.286642
0.000000
0.000000

0.000000
0.000000
0.000000
12.750587
0.000000
0.000000
0.000000
0.000000
0.009492
134.022339

0.000000
0.000000
0.000000
16.079460
0.000134
0.000000
0.001611
2.212494
0.000000
0.000000



data file: -10°C_long.dat

impulse file: pos.par

maximum counts 195.000000 at 133.120000 ns - bin 32
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signal counts 22799.000000 over 336 bins
time per bin (ns): 16.639799

Elapsed time in stream=

0 sec

Best fit chi squared= 362.528072

Elapsed time in shore=

27
28
29
30
31
32
33
34
35
36

data file: —10°C_short.dat

6.500000
0.168931
0.600544
919.387172
0.002111
0.010000
-0.026583
46.635740
(.423928

6550.731064

impulse file: pos.par
maximum counts 39.000000 at 1.7176(() ns ~ bin 72
signal counts 17127.000000 over 376 bins

time per bin (ns): 0.858806

Elapsed time in stream=

8 sec
0.000000
0.100000
0.000000
0.500000
0.000000
0.000000
0.000000
0.000000
0.005000
10.000000

0 sec

Best fit chi squared= 416.254923

Elapsed time in shore=

27
28
29
30

2.262656
2.391350
0.002111
0.010000
—).026583
46.636057
0.600544
919.387172
(0.423928

6550.731064

6 sec
0.010000
0. 100000
0.000000
0.000000
0.010000
0.400000
0.000000
0.000000
0.000000
0.000000

0.000000)
0.000000
0.000000
~22.576798

-0.012066

~-379.788259

0.000000
0.000000
0.000000
0.000000
~0.000298
-2.063133
0.000000
0.000((X)
0.000000
0.000000

0.000000)
0.000000
0.000000)
22.719832
0.000000
0.000000
0.000000
0.00000
0.012414
426.529662

0.000000)
0.0
0.000000)
0.00000()
0.000277
2.347277
0.000000
0.000000
().000000)
0.000000

0.000000
0.000000
0.000000
22.648315
0.000000
0.000000
0.000000
0.000000
0.012240
403.158961

0.000004)
0.000000
0.00000X)
0.000000
0.000288
2.205205
0.000000
0.000000)
(.000000
0.000000



data file: ~20°C _long.dat

impulse file: pos.par

maximum counts 232.000000 at 175.950(X0 ns - hin 36
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signal counts 68685.174400 over 461 bins
time per bin (ns): 10.349932

Elapsed time in strcams

| sec

Hest fit chi squared= 505.784818

Elapsed time in shore=

27
28
29
30
3]
32
KK
34
35
6

data file: -20°C _shon.dat

8.150000
20.515788
0.599304
988.574730
0.002551
0.0100(K)
-).034025
60.696729
0432171

7766.291789

impulse file: pos.par
maximum counts 330000 at 2.5764(X) ns - hin 73
signal counts 13126.(0CC00) over 376 hins

time per bin (ns): 0.858806

Elapsed time in strecam=

14 sec
0.000000
0. 10O
0.000000
0. SO0
0.000000)
0.0000(0)
0.000000
(.00
0.005(XX)
1O.000((K)

| sec

Rest fit chi squarcd= 349.230196

Elapsed time in shore=

27
28
29
30
3]
32
33
34
35
36

1.682351
2.618351
0.002551
0.010000
-0.034026
60.695421
(.599304
988.574730
0.432171

7766.291789

6 sec
0.0100(0
0. 1INXX)
0.0K000
O0.000000
0.010000
0.400000)
0.000000
0.000000
0.000000
0.000000

0.000000
O0.000000)
0.000000)
~15.045350
0.000000
0.000000
0000000
0O.000000
~0.007476

~220.6948K2

O.000000)
O0.000000)
0.000000
0.000000
~(L(()332
~2.338663
(0.OMKN)
0000000
0000000
0.000000

O.000000)
O0.000000
0.000000
15.145205
0.000000
00000
0.000000
000000
0.007530
229.248467

0000000
0000000
0000000
0000000
0.000302
2.624686
O.000000)
0.00060)
0.0
0.000000

0.000000)
0.000000
0.000000
15.(095277
(.00
0.000000)
0.000000
0.000000
(0,007503
224971675

0.0000(X)
0.0000(X)
0.000000
(.0000(X)
0.000317
2.481675
0.000000
0.000000
0.000004)
0.000000



data file: -30°C_long.dat

impulse file: pos.par

maximum counts 223.000000 at 455.40(00) ns ~ bin 63

signal counts 82433,563200 over 461 bins
time per bin (ns): 10.349932

Elapsed time in stream=

0 sec

Best fit chi squared= 506.843175
Elapsed time in shorem

27
28
29
30
3
32
33
M
s
36
37
KH)

data file: -30°C_short.dat

10.200000
20.272622
0.619628
1100.950739
0.002065
0.010000
~0.059726
125.378777
0.436724
8757.966096
0.001309
1.806018

impulse file: pos.par
maximum counts S6.(0KKK) at 1.7176(X) ns ~ bin 72
signal counts 16557.000000 over 376 bins

time per bin (ns): (0.858806

Elapsed time in stream=

16 sec
0.000000
0.100000
0.000000
10.000000
0.000000
0.000000
0.000000
0.000000
0.005000
10000000
0.000000
0.000000

] sec

Best fit chi squared= 365.090827
Elapsed time in shore=

27
28
29
30
3l
32
33
34
15
36
37
K1

2.711669
2233180
0.002065
0.010000
-().059726
125.374937
(.619628
1100,950739
(0.436724
8757.966096
0.001309
1.806081

49 sec
0.010000
(), 100000
0.000000
0.000000
0.010000
0.400000
0.000000)
0.000000
0.000000
0.000000
0.000001
0.001000

0.000000
0.000000
0.000000
-15.064229
0.000000)
0.0000(0
0.000000
(.000000
~0.007142
-243.265036
0.000000
0.000000)

0.000000
0.000000
0.000000
0.000000
~0.000362
~-4.047657
0.000000
0.000000
(.000000
0.000000
~0.000538
-().674928

0.000000
0.000000
0.000000
15.138310
0.000000
0.000000
(.000000
(0.000000)
0.007194
252.874703
0.000000
(.0OC000

O.OO0000)
(0.0000M0
0.000000
0000000
0.000331
4.339682
0,000
0.000000
(0.0
(LOKKKKK)
(.003407
().983419

0.000000
0.000000
0.000000
15.101269
0.000000
0.000000
0.000000
0.000000
0.007168
248.069870
0.000000
0.000000

0.000000
0.000000
0.000000
0.000000
0.000347
4.193670
0.000000
0.0000(X)
0.0000(X)
0.000000
0.001972
(.829173



data file: -40°C_long.dat

impulse file: pos.par

maximum counts 108.000000 at 328.6400(0) ns - bin 28
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signal counts 60268.065600 over 391 bins
time per bin (ns): 4.159955
Elapsed time in streams=
Best fit chi squared= 447.449862

| sec

Elapsed time in shore= 20 sec
27 4.500000 0.000000
28 328.307464  0.100000
29 0.641490 0.000000
30 1309.637979  10.000000
31 0002141 0.000000
32 0010000 0.000000
30111787 0000000
4 277864801 0.000000
35 0466828 0.005000
36 11290.692387  10.000005)
37 0001328 0.000000
AR 3234313 0.000000

data file: -40°C_short.dat

impulse file: pos.par
maximum counts 44.000000 at 1.7176(X) ns - bin 72
signal counts 10237, (K00 over 376 bins

time per bin (ns): 0.858806

Elapsed time in stream= | sec

Best fit chi squarcd= 421.707405

Elapsed time in shore= 34 sec
27  2.168182 0.010000
28 2271330 0. 1000
29 0.002141 0.000000
30 0.010000 0.000000
31 -0.111787 0.000100
32 277.855195  0.400000
33 0.641490 0.000000
M 1309637979 0.0KK0)
35 0.466828 0.000000
36 11290692387  0.000000
37 0.001328 0.000100
38 3234434 0.010000

0.000000
0.000000
0.000000
~-16.438268
0.000000)
0.000000
0.000000
0,000
-0.006477
~636.430454
0.000000
0.000000

0.0
0.000000
O.000000)
O.000000
~0.00046 1
~7.629966
(.00
0000000
0.000000
0.000000
-0.000447
~1.424384

0.000000
0. 000000
0.000000
16.289407
0.000000
0.000000
0.000000
0.0000(K)
0.006504
698.292553
0.000000
(0.000KKK)

0.000(00)
0.000000
0.000000
0.(OCKK)
0.000416
8.066283
0.000000
0.000000
0.000000
0,000M00)
0.000506
1.776422

0.000000
0.000000
0.000000
16363817
0.000000)
L0000
0.000000
0.000000
0.006490
667.361503
0.0
0000000

0.000000
0.000000
0.000000
0.000000
0.000439
7.848125
0.0000(K)
0.000000
0.000000)
0.000000
0.000476
1.600403



160)

data file; -50°C_long.dat
impulse file: pos.par

maximum counts 180.000000 at 20.700(6X) ns - bin 2§

signal counts 111562.216000 over 465 bins
time per bin (ne): 10.349933

Elapsed time in sucam= 1 sec

Best fit chi squared = 49(.098430)

Elapsed time in shore= 64 sec
27 16.400000 0.000000 0.0000(0)
28 20418401 0.100000 0.00()
29  0.791192 0.000000 0.000000
30 17710 85869  10.000000  -64.213826
A1 0002994 0.000000 0.000000
32 4909857 0.000000 0.000000
33 -0.164663 0.000100 -(0.024146
34 460248287 10.000000  -33.604481
35  0.367561 0.0080(0) -(.012584
36 11721.254495 10.000000  ~602.946543
37 0.002916 0.000000 0000000
80010000 0.000000 0000000

data file: ~-50°C _short.dat

impulse file: pos.par

maximum counts 82, (0 at 2,576400 ns - bin 73
signal counts 12408.(NNKX) over 376 bins

time per bin (ns): 0.858806

Elapsed time in stream= 8 sec

Rest fit chi squared= 370.5(X)585

Elapsed time in shore= 97 sec

27 3258610 0.01XXX) 0000000
28 2.746147 (0. 100000 (OLOONNN0
29 0.003037 0.000000 0.000000
30 4982791 0.001000 ~-1.465530)
31 0164741 0.000100 ~(.0(X)570
32 470.182400  0.400000 ~10.858670
33 0791192 0.000000 0.000000
34 1771085725 0.000000 0.000000
15 0.367561 0.000000 0.000000
36 11721.254495  0.000000 0.000000
37 0.002951 0.000010 -0.000429
38 0.010000 0.000000 0.000000

0.000000
0.000000
0.000000
61.385539
0.000(X)
0.000000
0.019169
37.359104
0.012993
660.99466(0
0000000
0.000000

O.000000)
O.000K0)
O.O0K)
1.465530
0.000821
11.403679
0.00000K)
0,000000)
0.0000(0)
0.000000)
0.000429
0.000000)

0.000000
0.000000
0.00000K)
62.799683
0.000000
0.000000
0.021657
35481793
0.012789
631.970602
0.000000
0.000000

000000
(.00
0000000
1.46553()
0.000545
11.131174
0.000000
0.000004)
0.000000
0.000000
0.000429
0.000000
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data file: -60°C _long.dat

impulse file: pos.par

maximum counts 179.000000 at 20,7((X) ns - bin 25
signal counts 75045.3824(00) over 4685 bins

time per bin (ns): 10.349933

Elapsed time in stream= 4 se¢

Best fit chi squared= 467.825155

Elapsed time in shore= 258 sec
27 10.900000 0.000000 0.000000
28 20.574852 0.100000 0.0000(0)
29 0.678770 0.000000 0.000000
30 3045.323707  100.000000  -317.434545
310004119 0.000000 0.000000
32 7938293 0.000000 0.000000
33 -0.129422 0.010000 -0.062202
4 BRS.471552  100.000000  -126.783058
35 0.442946 0050000 -(.043846
36 13393,499870  S00.000000  -1314.024926
37 0003587 0.000000 (. 000000
IR 0.010000 0.0000K) 0000000

data file: -60°C_short.dat

impulse file: pos.par

maximum counts S8.000000 at 2.576400 ns - bin 73
signal counts 6184000000 over 376 bins

time per bin (ns): (,858806

Elapsed time in stream= 2 sec

Best fit ¢hi squared= 391213250

Elapsed time in shore= 75 sec
27 2.684620 0.010000 O0.000000
28 2.551928 0. 1OOMN) 0.000000
29 0.004119 0.000000) O.000C00)
30 7938023 0.05(XKX) -1.879945
31 -0.129422 0. 00000 O.000000
32 KR5.471582 0.(0KN) (0.0
33 0.678770 0,(XKEKN) (0.0000K)
34 3045323707 O.000000 OO
15 0.442946 (.00 OO
36 13393.499570  0.000000 0.000000
37 0.003587 0.000100 ~(0.000415
R 0.010000 0.000000 0.000000

0.000000
0.000000
0.000000
277.636238
0.000000
0.000000
(.032391]
167.885939
0.046412
1696.43369Y
0.0000(0)
O.00C000)

O.000K)
0.00000K)
O.ONKK)
1.879945
000000
O.000000)
0000000
(OO0
OO
(0.000000
0.000404
0.000004)

0.000000
0.000000)
0.000000
297.535392
0.000000
0.0000(X)
0.047296
147.334499
0.045129
1505.229313
0.000000
0.000000

0.0000(0)
O.C N0
0.000000)
1.879945
0.0000(X)
0.000000
(0.000000
0.000(00)
0.0000(4)
O.00CK(K)
0.000410
0.000000)



data file: -80°C_long.dat

impulse file: pos.par
maximum counts 176.000000 at 20.700000 ns - bin 25
signal counts 52162.406400 over 465 bins

time per bin (ns): 10.349933
Elapsed time in stream=
Best fit chi squared= 465.352954
Elapsed time in shore=

27

data file; -80°C_short.dat

10.300000
20.813951
0.012998
0.010000
0.034645
84.395609
0.170706
2218.086898
0.781651
17980.022978

impulse file: pos.par
maximum counts 46.000000 at 1.717600 ns — bin 72

signal counts 3348.000000 over 376 bins

1 sec

396 sec
0.000000
0.100000
0.000000
0.000000
0.000100
0.100000
0.005000
10.000000
0.005000
100.000000

time per bin (ns): 0.858806
Elapsed time in stream=
Best fit chi squared= 379.014768
Elapsed time in shore=

27
28
29
30
31
32
33
34
35
36

1.671107
2.811952
0.035770
39.482081
0.170706
2218.086898
0.781651
17980.022978
0.011873
0.010000

0 sec

6 sec
0.010000
0.100000
0.000000
1.500000
0.000000
0.000000
0.000000
0.000000
0.001000
0.000000
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0.000000
-0.003576
~-12.586945
-0.020667
~291.147340
-0.022840
-1297.300605

0.000000
0.000000
0.000000
-5.006340
0.000000
0.000000
0.000000
0.000000
~-0.001119
0.000000

330.360832
0.020808
1573.004644

0.000000
0.000000
0.000000
5.610159
0.000000
0.000000
0.000000
0.000000
0.001194
0.000000

0.000000
0.000000
0.000000
0.000000
0.003686
13.495857
0.021607
310.754086
0.021824
1435.152624

0.000000
0.000000
0.000000
5.308250
0.000000
0.000000
0.000000
0.000000
0.001156
0.000000
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data file: —100°C _long.dat

impulse file: pos.par

maximum counts 272.000000 at 20.700000 ns - bin 22
signal counts 29380.940800 over 462 bins

time per bin (ns): 10.349932

Elapsed time in stream= 8 sec
Best fit chi squared= 475.250111
Elapsed time in shore= 22 sec

27  6.359429 0.010000 0.000000
28  20.746489 0.100000 0.000000
29 0.171484 0.000000 0.000000
30 49.926571 1.000000 0.000000

31  0.306027 0.001000 0.000000
32 385.598251 10.000000  0.000000
33 0.480394 0.005000 -0.025565

34 3523.841313 10.000000 -364.878746
35 0.042094 0.000000 0.000000
36 0.010000 0.000000 0.000000

data file: —~100°C_short.dat

impulse file: pos.par

maximum counts 94.000000 at 2.576400 ns — bin 73
signal counts 4319.000000 over 376 bins

time per bin (ns): 0.858806

Elapsed time in stream= 2 sec
Best fit chi squared= 395.984016
Elapsed time in shore= 31 sec
27 1.567661 0.010000 0.000000

28 2479115 0.100000 0.000000
29  0.042109 0.000000 0.000001
30 0.010000 0.000000 0.000000
31 0.101060 0.010000 -0.013489
32 19.816957 0.400000 -3.298995
33 0.376436 0.010000 -0.015091
34 170.955402 10.000000  -15.956594
35 0.480394 0.000000 0.000000
36 3523.841313  (0.000000 0.000000

.000000

.000000
0.024105
413.725795
0.000000
0.000000

cooooo

0.000000
0.014757
3.866941
0.013689
18.002209
0.000000
0.000000

0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.024835
389.302270
0.000000
0.000000

0.000000
0.000000
0.000000
0.000000
0.014123
3.582968
0.014390
16.979401
0.000000
0.000000
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Table D.1: Calculated reduced 2 values for temporal luminescence intensity

least squares fits.

File Reduced %2 File Reduced %2
50_long 1.133 0°C_Rexon_long 1.163
50_short 1.420 0°C_Rexon_short| 0.9978
40_long 1.110 0°C_long 1.088
40_short 0.9688 0°C_short 1.112

30°C_long 0.9319 -10°C_long 1.095
30°C_short 0.8850 —-10°C_short 1.122
23°C_Bicron_long 1.028 -20°C_long 1.109
23°C_Bicron_short 1.114 -20°C_short 0.9413
23°C_Horiba_long 1.160 -30°C_long 1.111
23°C_Horiba_short 1.089 -30°C_short 0.9894
23°C_ Rexon_long 1.119 —-40°C_long 1.159
23°C_Rexon_short 1.053 -40°C_short 1.143
23°C_long 1.178 -50°C_long 1.070
23°C_short 1.095 -50°C_short 1.004
20°C_long 1.150 —60°C_long 1.021
20°C_short 1.066 ~60°C_short 1.054
10°C_long 0.9840 -80°C_long 1.018
10°C_short 1.018 -80°C_short 1.022
0°C_Bicron_long 1.026 -100°C_long 1.047
0°C_Bicron_short 1.034 —-100°C_short 1.073
0°C_Horiba_long 1.079
0°C_Horiba_short 1.081
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