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ABSTRACT

This research consists of the parallel development of a new chemical flooding simulator and
the application of our existing UTCHEM simulation code to model surfactant flooding. The new
code is based upon a completely new numerical method that combines for the first time higher
order finite difference methods, flux limiters, and implicit algorithms. Early results indicate that
this approach has significant advantages in some problems and will likely enable us to simulate
much largerand more realistic chemical floods once it is fully developed. Additional improvements
have also been made to the UTCHEM code and it has been applied for the first time to the study of
stochastic reservoirs with and without horizontal wells to evaluate methods to reduce the cost and
risk of surfactantflooding. During the first year of this contract, we have already made significant
progress on both of these tasks and are ahead of schedule on both of them. We have found that
there are indeed significant differences between the peff0rrn.ance predictions based upon the
traditional layered reservoir description and the more realistic ,and flexible descriptions using
geostatistics. Our preliminary studies of surfactant flooding using horizontal wells shows that
although they have significant potential to greatly reduce, project life and thus improve the
econo_cs of the process, their use requires accurate reservolr descriptions and simulations to be
effective. Much more needs to be done to fully understand and optlmize their use and develop
reliable design criteria.

EXECUTIVE SUMMARY

The objective of this research is to develop cost-effective surfactant flooding technology by
using suffactant simulation studies to evaluate and optimize alternative desig.nstrategies taking into
account reservoir characteristics, process chemistry, andprocess design opuons such as horizontal
wells. Task 1 is the development of an improved numerical method for our simulator that will
enable us to solve a wider class of these difficult simulation problems accurately and affordably.
Task 2 is to apply numerical simulation to better understandand optimize the design of surfactant
flooding to reduce its cost and risk.

A new algorithm that is fully implicit and higher order in both time and space has been
developed. This algorithm combines the best features of several recent numerical schemes since it
is both accurate and stable. Preliminary results on several one and two-dimensional test problems
with known solutions look very good compared to standard finite-difference methods used in
reservoir simulation including our own version of the total variation diminishing (TVD) flux
limited, higher order, implicit pressure-explicit saturation method (IMPES) now used in
UTCHEM. The computational efficiency of several solvers and timestepping algorithms have been
evaluated by simulating two-dimensional waterfloods and polymerfloods. The code is being
extended to three dimensions and additional physical and chemical properties added toward the
goal of a model that is as complete as UTCHEM but computationally more efficient.

UTCHEM development has continued and several significant improvements have been
made in the code during the past year. These improvements have the combined effect of making
the code more versatile and efficient, which serves not only our needs better but that of a large
number of external users. These users consist of not only the industrial sponsors of our enhanced
oil recovery research at the University of Texas at Austin, but also a large and increasing number
of acadetnic users who use our code in a variety of oil recovery research. These users now include
the following organizations:

ADREF AmocoProductionCo.
ARAMCO ArcoOil & GasCo.

Inc. ChevronOilFieldResearchCo.
c__C_9on____0__oInc. Cr_esearch



DOE .-.--__ _ _o university_._

IdahoNationalLabora_ries __. InstRu__forEnergyT_

,JaoanNafiona_lOilCor_. ...... ...-- Jjpan P¢_oleum.Ex__plorafionCo._Ltd._ _.........
LouisianaSm_University ..--- MarathonOilComp_y._
MobilExplorafi_and_ProducingServices _,_ _NewMexicoRecover_R_.earchCenter_
NorskHy&9 _ ___--_ _.--._Or_xEnergyCo, .........
OxyUS_A,Inc.....- PacificNorthwest_Laboratories_ _
Rice,Univ--_ _--__'kogaland.....R_h Institute
SandiaNation_La_mtories _ _S_ FeEnergy_Reso_urc_
ScientificComvud.ud_ngAssociates,Inc, ..---.Shell DevelopmentC_o.
StanfordUn_ive_ _---.S__toil ,
Technical_of C!austhal,Germany__ _ __-- ..TT_hnicalUniversityof Denmark :_
Texaco,Inc__ _- _ _ _UnionPacificR__urces _ _ _,
universityofBuenosAires _UUniversity.ofKansas_ ....
Universi_n _.-- UniversityofMi_nin___Poland
UniversityofOklahoma _--- _UniversityofWyomin__.._..______._
UNOCAL

_ _ _,_

A significant effort is required to provide the code and its documentation to these users as
well as some support on its use. However, we do benefit from feedback from these users and
occasionally even new features to the code. In addition to these application users, we also have a
major collaborative research effort with the Computational and Applied Mathematics group led by
ProfessorMary Wheeler at Rice University to port UTC.HE.M to mass!vely parallel computersas
well as to develop new algorithms for future use. This research Is sponsored by the High
Performance Computing and Communications program of the federal government. This research
is targeted at the use of massively parallel computers to solve Grand Challenge problems, which in
our ease means flow in permeable media problems with applications to both oil recovery and
groundwater remediation. Some of our most recent UTCHEM development targeted to
contaminant cleanup is sponsored by the Environmental Protection Agency. This effort includes
such things as the addition of local mesh refinement, which will be very valuable to all of our
applications. Thus, there is a large leverage on the researchfunds provided by this grant among
otherbenefits to this related activity.

UTCHEMhas been appliedfor the first time to the simulation of surfactant flooding using
geostatistical reservoir descriptions. This approach enables us to make morerealistic simulations
and lends itself to the assessment of uncertainty in the results far better than the traditional layered
reservoir description approach we and others have used in the past to simulate suffactant flooding.
Although this study is not complete, several importantconclusions have already emerged. The rate
at which the suffaetant and polymer can be injected into the reservoir and hence the economically
important project life of the chemical flood varies strongly with the correlation length of the
reservoir. The limiting case of infinite correlation length corresponding to a layered reservoir is
optimistic in this respect. These and other results from our study to date show as expected a much
greater sensitivity of the surfaetant flood to reservoir description than waterfloodin_. This
knowledgeean be used not only to better understand the problem but to make good engineering
decisions about which reservoir characterization data and how much data are justified and cost
effective for surfactant flooding.

UTCHEM has also been appliedfor the first time to the simulation of surfactant flooding
using horizontal wells. This study has just started and is very preliminary and the impact of
horizontalwells is complex since it depends on many variables, but several economically important
conclusions have already emerged from this study as well. The location of the horizontal Wellis



extremely important and must be in a reasonably permeable layer of the reservoir to be effective.
Otherwise, both the oil recovery and injectivity may be low. A horizontal injector and vertical
producer is likely to be the optimum combination for most surfactant floods. Th.e injeetivity is very
sensitive to vertical permeability at low ratios of vertical to horizontal penneabihty for both vertical
and horizontal wells, but is even more important for horizontal wells since the more expensive
horizontal wells must be very effective to justify their cost. We have done these studies for both
layered and stochastic reservoir descriptions and have found significant differences. Furthermore,
heterogeneity must be taken into account when simulating surf..actantflooding with horizontal wells
to. arriv.e at even qualitatively correct trends. Thus, the limited results in the literature are
misleading and should not be used as an indication of the potential of horizontal wells. The oil
recovery from surfactant flooding using horizontal wells is even more sensitive to accurate
reservoir description than it is with vertical wells and one of our most important challenges will be
to quantify the degree of accuracy needed to use horizontal wells economically.

HIGH-RESOLUTION, FULLY IMPLICIT, COMPOSITIONAL SIMULATION

Introduction

The objective of this research is to develop cost-effective surfactant flooding technology by
using surfaetant simulation studies to evaluate and optimize alternative design strategies taking into
account reservoir characteristics, process chemistry, and p.rocessdesign options such as horizontal
wells. Task 1 Is the development of an improved numertcal method for our simulator that will
enable us to solve a wider class of these difficult simulation problems accurately and affordably.

Compositional simulators with an IMPES formulation solve for pressure implicidy using a
time-lagged mobility function and subsequently update the saturations or concentrations explicitly.
This is the fastest approach on a per-timestep basis, but it can introduce stability problems that
res_ct _e timestep size. The Courant stability criterion for an explicit scheme always requires a
limtt._., tlmestep size. The explicit updating of saturations or concentrations is one source of
instability. The time-lagged and pressure-dependent mobility terms in the pressure equation are
also ..sourcesof instability. This instability can arise from shear-dependent viscosities in polymer
flooding or from the capillary number dependence of relative permeabilities in surfactant flooding.
The stability restrictions means that the simulation cost for very large field problems is still high or
even not feasible for sufficiently large problems.

The fully implicit method is the most stable method, where the pressure equation a:',d the
component conservation equations are solved simultaneously with the nonlinear functions of the
interface flow terms evaluated at the new timestep. This approach, however, usually requires more
computational work than other methods on a per-timestep basis, particularly for large grids.
Furthermore, the program coding is more complicated and the implementation of the physical
property models ismore difficult. Because of these restrictions, standard implicit methods usually

dopt lower-order finite-difference schemes for both the.temporal and spatial diseretizations and the
advantage of the methods are overshadowed by the increased amount of numeriea! dispersion
associated with large truncaUon error. This is important in all reservoir simulation problems, but it
is especially important in surfactant flooding because of its complex behavior and high cost. We
need accurate field simulation so that we can design the floods at a minimum cost and risk.

The solution to this dilemma and what we have done in Task 1 is to develop a new fully
implicit algorithm. It is second-order correct in time and uses a third-order finite-difference method
to discretize the first-order space derivatives and a new total variation diminishing flux limiter to
constrain the gradients of the fluxes to obtain accurate, oscillation-free numerical solutions (Saad et
al., 1990; Datta Gupta et al., 1991; Liu et al., 1993). This algorithm combines the best features of
several recent numerical schemes since it is both stable and accurate. Unlike many numerical
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• • e o • •schemes m the literature, there are no problems w_th gen rahzatlons of this scheme to
multidimensional, multieomponent, multiphase flow problems such as those arising in the
simulation of compositional chemical flow problems that are the specific focus of this project.
Preliminary results look very good compared to the use of stand_d finite-difference methods. The
overall increase in accuracy through the use of the TVD flux-l_mited high-order method and the
fully impl!eit formulation makes it possible to reduce the overall computational cost by taking larger
timestep sizes and fewer nonlinear iterations without sacrificing acctfi'acy or stability. The effects of
different solvers and timestepping algorithms on the computational efficiency were also studied.
Improved computing technologies, including large-scale veCtor and parallel architectures, and the
dev-elopment of more efficient and robust solution solvers have made the application of this fully
implicit algorithm more realistic.

Physical and Mathematical Model

In an oil reservoir, molecular species can undergo transport within phases and exchange
across phase boundaries. For example, many enhanced oil recovery processes rely on the effects
of inter_hase mass transfer to alter fluid properties in ways that benefit oil producuon. The
simulauon of any of these ,phenomena requires a fully compositional formulation. For a
mathematical model of chemical flooding processes, we simulate multiphase, multicomponent
three-dimensional flow in porous media. The basic governing equations consist of a mass
conservation equation for each component, an energy balance, Darcy's law generalized for
rnultiphase flow, and an overall mass conservation or continuity equation that determines the
pressure. Various phenomena such as velocity-dependent dispersion, adsorption, qhernical
reactions, complex phase behavior, variable phase viscosities and relative permeabillties are
required to model chemical _ansport in oil reservoirs. The major assumptions used in the
de_,elopment of our mathematical model for chemical flooding processes are given by Saad, 1989
and ,Delshad et al., 1994• Various other assumptions and detailed d_scussions of formulating
spec!fic pliysical models can be foun d in Pope and Nelson (1978), Datta Gupta et al. (1986),
(2armlleri et al (1987), Bhuyan et al. (1988), and Delshad et al. (1994).

Mass conpervat_ion_eaua tJo_s

With the slightly compressible flow assumptions, the mass balance equation for component

_:is (Saad, 1989; Delshad et al., 1994)

+ V.(I+C APg) (C_uo--_Sg K,,c_'VC_.) =q_

_: - 1, ..., ne . (1)

The compressibility effects are functions of the pressure change AP, defined as

APR = PR-PR0, (2)

where PRis the pressure of a reference phase and PROis the pressure at which all compressibility

reference values are defined. Cf is the pore volume compressibility and C°_is the compressibility of

component _¢.The overall concentration of each component _¢is given by
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c_ = (z- E cO E s_c_+c_, (3)
K=I _=I

A

where nor is the number of volumetric components, CKis the volume of component Icadso_ on
nov^

the rock smface per unit pore volume, and 1- _ CKzepresents the reduction in pore volume due to
Kffil

adsorption.

Physical dillon is modeled in a precise manner, using the full dispersion tensor. In a
Cartesiancoordinate system it is given by:

_K_= I_ _ I_K _ . (4)

The elements of the dispersion tensor for multiphase, multicomponent flow in permeable
media including molecular diffusion are"

2 2 2

Dra a4._Uxt.+0_I"_(uyg.+Uz_)
Kxx_"= _ + (5a)

05_ lull

2 2 2
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=_+ (5b)
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=_+ (_)

_ lull
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_ =IC_= (_)
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where

. 2 2 2.tl 2
lutl = (Uxt+Uyt +Uztj . (6)

The fluxes Uxt, Uyj_,and Uzt, are modeled through the use of Darcy's law for multiphase flow
throughpermeable tm,dia:

ut = - k grt" (VPt-ytVD), (7)

where k is a diagonal permeability tensor.

The source terms qKare a combination of volumetric injection/production rate (qKf)per
bulk volume and volumetric reaction rate (q_r) per pore volume for component m and may be
expressed as

qm= q_f+q_r (8a)

with

qKr= +g[ 1+(Cf+_) APR] ( _ Str_+r+), (Sb)
t=l

where r_:j_and re are the reaction rates in liquid and solid phases, respectively.

For tracer components, the total phase saturation includes the flowing (Sf) and dendritic

(S_ portions:

f d (9a)St = St + S_.

The mass transfer between the two portions is given by a Coats-Smith type capacitance model
(Coats and Smith, 1964; Smith et al., 1988):

f d

a_.(S_ c_dt)= Mrd (C_-C_j_) (9b)0t

where M)c£ is a constant mass transfer coefficient. The flowing fraction, defined as:

f

(9c)

is considered a linear function of the fractional flow function fg (Smith et al., 1988)

F_ = Fto+(F_l-Fto)f t , (9d)



where Fg0 and Fg I are the flowing fractions corresponding to the fractional flow function at zero
and one.

.=4)

Substituting Darcy's law for the volumetric flux u_ , we can also write the general
conservation equations in the form

(DR_-{C_ [1 +(C,+C°) APR]}

- V'(I+C)cAPR) ._. [C_tk _r_ ° (VPt-T_.VD)')_)S_ K)ct" -,,t]fq_
_=1

)c = 1, ..., nc . (10)

Pressure eauation--

The overall material balance equation is the summation of all volumetric component
conservation equations:

..) ItCV VL"V(DR _aVa+_. u_ (I+APR _ _CK_) = _ q_, (11)

where Ct is the total compressibility defined as

nee

= cf+ 5". (12)

-,D

By substituting Darcy's law for the volumetric flux ug and using the capillary pressure relations:

Pg = PR+PctR _ = 1, ..., np (13)

the pressure equation is obtained in terms of the reference phase pressure PR:

0PR _k _ _.O. 1 +L_RY. C_C)c t _PR
_RCt o_ Ic=l

k' _t 1 + L_R _ C_C-_.0 ncv- .tR - 3'.0. = _ q_c . (14)
_=1 x'=-I x'=l

Energy balance eauation
v_

The energy balance equation is derived by assuming that the only sources of energy are
work against pressure, gravity forces, and heat loss to the overburden and underburden rocks
(Dclshad et al., 1994). Heat Joss to the overburden and underburden rocks is computed using the
Vinsome and Westerveld (1980) heat loss method:



[(1-_)p_Cv,,+ _ _ p_C,,_S_]T + V ._ (p_Cp_u'_T-_T_r): qH, (15)
_t _=i _=i

wherePsandpl arethedensitiesoftherockandphasei,T isthereservoirtemperature,Cvsand

Cvl aretheconstantvolumeheatcapacitiesoftherockandphasei,Cpl istheconstantpressure

heatcapacityofphasei,_.Tistheconstantthermalconductivity,andqH istheenthalpysource
term per bulkvolume.

The description and the derivation of the conservation equations and the pressure equation
are given in detail in references (Saad, 1989; Delshad et al., 1994, Liu et al., 1993).

Initial and boundary conditions

The initial values of the concentration of each component are specified at each point in the
reservoir. For compressible flow cases, the initial pressure distributions are also required. The
pressure equation is parabolic in nature, and requires either the pressure or its normal derivative to
be specified at each point on the boundary. The conservation equations have a hyperbolic element
associated with the convective terms that requires that the composition of any fluid entering
through the boundary be specified, but requires no boundary condition on outflow boundaries, nor
on any boundary through which no flow is allowed. Physical dispersion introduces a parabolic
element to these equations and when present requires composition or its normal derivative to be
specified on all boundaries through which dispersive flux is possible.

The basic boundary condition assumed in the model is no flow and no dispersive flux
through all impermeable boundaries:

_'. ui =0 (16)

and

n. Kzg. VCzg = 0. (17)

where _ is the unit vector normal to the boundary. For the inflow boundary, the normal component
of the phase species flux must be known as a function of time. For flow in thermodynamic
equilibrium, this condition can be imposed by specifying the total injection rate for each component
or alternatively the overall composition and one pressure. For the outflow boundary, we require
continuity of fluxes across the reservoir wellbore interfaces and no physical dispersion within the
wellbore. The total flow rate or one pressure is specified.

Constitutive relatiions

The basic governing equations are complemented by a number of constitutive relations that
relate the number of phases present and their compositions, saturations, densities, viscosities,
interfacial tensions, and capillary pressures to the overall component concentrations and pressure
(Lake et al., 1984). Further constitutive relations determine adsorption, residual saturation, and
relative permeability.

A brief list of these relations is given hcrc and the quantities appearing in brackets arc the
number of independent equations corresponding to each relation.



(1) Saturation constraint [1]

_St=l
_ffil

(2) Phase concentration constraint [np]

ncv

I: c_=l
i

(3) Total concentrationdefinition [nc]

9.=I

(4) The adsorption isotherms [nc]

C_=C_(C)

C is a vector with C_ as its elements.

(5) Phase equilibrium relations [nc(nc-1)]

-,_ uO

f (c, c) =o

C is a matrix with C_ as its elements.

(6) Phase viscosities [np]
-4P

tt_=ttt(C,u_)

(7) Phase densities [np]
-0
.,.O

p_ = p_ (C, Pt)

(8) Relative pern_abilities [np]

k_ =k_(S)

S is a vector with S_ as its elements,

(9) Capillary pressure relations [np-l]

Pct't = P_'-Pt.

9
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The conservation equations, the pressure equation, and the constitutive relations are the basic
equations describing the isothermal, multicomponent, mu!_phase flow in permeable media. They
result in 2no+ (5+nc)np independent scalar equations equal to the number of dependent variables
listed below:

(I) Totalconcentration ofcomponentg,Ck [nc]

(2) Concentration of component ic [nc]

adsorbed on the stationary phase, C_

(3) Concentration of component g:in phase _, Ck_ [np-nc]

(4) Phase saturation, S_ [np]

(5) Relative penneabilities, krg [np]

(6) Phase viscosities, _t_ [np]

(7) Phase densities, p£ [np]

(9) Phase pressures, P£ [np]

Fully Implicit Formulation

Our numerical model for the fully implicit simulatoris built on the mathematical model. The
simulated spatial domain is a rectangular prism studthe Cartesian coordinate system used by the
simulator is referred to as (x, y, z). The finite-difference grid is block-centered and numbered
from 1 to NxNyNz, where Nx, Ny, and Nz correspond to the number of gridblocks in each
direction. The _91ume of the mth block (i, j, k) is AVm=AXmAymAzm. The delta operator 8
denotes discrete differences:

8tfn = fn+1_fn

6xfm = fm-fm-l,Sxfi = fi-fi-I

8yfm = fm-fm-Nx,8yfj ffifj-fj-1 (18)

8zfm= fm-fm-nxny,8,fk- fk-fk- .

Most variables, including pressure, concentrations, adsorbed concentrations, saturations,
capillary pressures, phase properties such as density, viscosity, interfacial tension, and relative
permeabilities are calculated and stored at gridblock centers. Some auxiliary variables, such as
transmissibilities and p.hasevelocities, are evaluated at the faces between gridblocks. We illustrate
the system of finite difference equations by applying the finite-difference approximations to the
species conservation equations (Eq. 10) and the pressure equation (Eq. 14) for a two-dimensional
problem.

The component conservation equation for component tcat gridpoint m is

n+l n n+l n n + n .(Fa_:)m +Stt(Ft_:+Fq_:)m /2 = (Fa_:)m-Stt(Ft_Fq_:)_a/2 (19)

The speciesaccumulationterm,FaK:,is

I0



n_ A A

(Farjm = {ORAV[(I- 5", C_) _ StC_+Ct:] [l+(Cf+C_)(VR-VR0)]}m (20)
)0=I i=l

and the transport term, F0o is

(Fuc)m= -(_t [1+C°(PR-PRO)]m_ {(Cxlc_)m(Tx_)m
_-1

m

"[SxfPR+P¢_.R)m+1- (Tx_.)mSx(D)m+l]

+ (K'xxKD.)m(_x(CK_.)m+l+ (K'xyKl)mSy[(C)ci)m+(CK£)m+N_ }

-By[| +C0(pR-PR0)]m _ {(Cy_cg)m(Tyi)m
t-1

,.,,.

•[_y(PR + Pc2l R)m+N^ "(Tyt)m_y(D)m+Nx]

+ (K'yyt:i)m_y(Ct:l)m+Nx+ (K'yxK_.)m_x[(Ct:l)m+(CKi)m+l]} , (21)

m w

where concentrations Cx_l, CyKt, and convection coefficients, Txjt,and Tyt, are computed by

(CxKl)m --"(Ctc._)m+¢Pm{rm[(C_.)m]}8dC_t)m+l (22)

(C t)m= {rym[(C t)m]}Sy(C t)m+N.

(Txt)m -- _xt)m+q)m{rm[tTxt)_ }8x_xt)m+l (23)
(Ty _)m _"(Ty _)m+(])m{r3ml[(Ty t )m] }_y(Ty _)_Nx

with (Tx)m and (Ty)m, given by

(Tx)m- 2(AyAz)m/(Axm/km+AXm+l/km+l) (24)
(Ty)m- 2(AxAz)m/(Ayn_m+Aym+Nx/km+Nx)

are transmissibilities.

11



q_nis the flux functionandconstrainedby

0_ Cpm<_ =n_n(l,r=) (25)

with

rxm[(C_)m]ffi _x(C_)m/_x(CKt)m+l

r,_[(k,_)m]- _(k,t)_/8_(k,t)m+_

rym[(kr_)m]=8y(kr_)m/Sy(kr_)m_x. (26)

Withthe fully implicit formulation,all variablesandTVD limiterfunctionsareevaluated using the
values of the new timestep. Besides the flux limiter function q)m,we also ne,e,dto evaluate the
derivativesof the flux-limitcrfunctionswi!hrespectto ther_lat.edneighboringgridpointvariables.
Resultsaregiven in Table 1. The flux-limlterfunctionsand theirderivativescorrespondingto the
differentschemes areshown in Figs. 1 and2.

The dispersion coefficients Kxx_,, Kyy_., Kxy_, and Kyx_9.measure the physical
dispersion:

(K'xx_:t)m = AYmAZm/[ (AXm +AXm+l)/2] (_}RS._Kxx_:t)m

(_'xylct)m ffiAymAZm/[AYm+(AYm-Nx +Aym+Nx)/2] (_RS _KxyK:_)m

(Kyy_.)m= AXmAZm/[(Aym+AYm+Nx)/2](_RS_Kyyz_)m

(K'yx_,_)m = _XmAZm/[AXm+(_Xm.l +AXm+I)/2]({_RS ,_Kyxlc_)m . (27)

The averagespecific weightof phase_ is calculatedfrom

_x_)m = [(T£E_.L_X)m+(T£]_P.AX)m+I]/([(E_AX)m +(E_AX)m+1]

_y_)m= [(T,_E_Ay)m+(T_EIAy)m+NxI/([(E_AY)m+_IAy)m+Nx], (28a)

whereE_ is the existenceindex of phase _ andis defined as

0 (S_)m =0(E_)m = 1 (S_) m >0. (28b)

12



Phase saturations andphaseconcentrations in the transport term are tho flowing Po.rtionsof
the total phase saturations and phase concentrations if we consider the capacitance properues. The

d d
dendritric portions, St and C_, are calculated from:

($_)m= [(i-Ft)Stlm= {[l-Ft0-fft,-Fto)ft]$_]m (29)
and

d d d _d
(C_t)m ffi (C)¢_S_)m/(,_ x)m, (30)

where the product ....d Sd.(_ t)m is evaluated using the Coats-Smith type capacitance model (Coats and
Smith, 1964; Smith et a/., 1988):

(_d r_d,.n+l+¢.nM rcf C d ,n+ll,_ d d n f d n 2.
•..,dOtJm oft )¢tt' )ct- td}m I_ ffi (C)¢tSt)m-SttaMtct(Ctct-C_)_ (31)

f
The flowing phase saturations St are determinedfrom

(S_)m ffi(FtSt)m (32)

and the total flowing concentrations Cf arecomputed by

(_)m _ f f _ d d= (C)c_S£)m.= (C_¢tSt)m (COrn- (33)
t=l t=l

The flowing phase concentrations C_t then can be obtained using the partitioning method.

The source and sink term, Fq_, is expressed as

(FqK)m -- { _ [Qt+(Pl)i(Pwf"PR-PciR)] Ct:i
bl

+0RAV[I+(Cf+C_(PR-PR0)]( _ Str_+r)cs)}m. (34)
l=l

The pressure equation at gridpoint m i_

(Fa)n+ 1+_ttn(Ft+Fq)n+ 1[2 ffi (Fa)n__ttn(Ft+Fq)_r2 , (35)

where the total accumulation Fa is

13
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(Fa)m=(0RAV)m{Cf + X _x[( l- y. Ctc)_ SlCxl+C_}m(PR)m, (36)
_=I K=I l= I

the total transport Ft is

(Ft)m = -Sx ( _ _xt)m[l +(PR-_0) n_ cOttt_,t]m
t-I Io,1

"[Sx (PR +Pet R)m+l- (_xi)m_(D)m+l ] }

-_k.]{ ,_ (_.)m[l +(PR-PR0)n_ C0gCttg.]m
_-1 t¢=l

"[_y(PR +Pe,t R)m+Nx-('_yt)m_y(D)m+Nx] ] (37)

and the total source and sink Fqis

(Fq)m= _ [Qj_+(PI)_.(Pwf-PR-P¢_R)]m. (38)

The capillary pressure model allows us to simulate intcrmediateowettability cases (Fcrreira, 1992).
Capillary pressure effects are considered in the well model.

Solution of the Nonlinear System of Equations

At each gridpoint, we have a total of nc finite-difference residual equations consisting of nc-
1 component conseryauon equauons and one pressure equation. Thxs _neans that the total number
of independent or primary variables _snc. Besides the reference phase, pte,ssure and saturation, we
choose some relevant phase concentrations as the other primary vanabics. The remaining phase
saturations, concentrations, pressures, and physical properties are sccondarj, variables and depend
on the primary variables. They.can be obtained using saturation constraints, phase cqmlibnum
relations, capillary pressure relauons, wad all other constitutive relations.

The nonlinear system of residual equations can be linearizcd and solved using a Newton
iteration, defined by

JSP - .f , (39)

where J is the Jacobian matrix formed by differentiating the nonlinear system of residual equations
f(P) with respect to the primary yadables P. The Jacobian, matrix and the residual equations are
updated at the end of each iteranon, and the _teration continues until the relative changes in the
primary variables between two successive approximations are small enough to satisfy given
tolerance criteria.

14
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For a two-dimensional simulationproblemof nc components using NxNy _dblocks, the
total numberof equations is ncNxNy.The.Jacobian matrix is constructed such that the prim_
variableindices arethe faster-changingindlces in the.solutionvector.With the high-orderscheme,
a total of i3 _dpoints may be involved in the finite-difference equations (Fig. 3) and 13n0-8
partialdifferentiationcomputationsarcrequiredfor eachequationto buildthe Jacdbianmatrix.The
Jacobianmatrix may have thesame numberof nonzeroelements in each row and a bandwidth of
2nc(2Nx+l)-l. Figure 4 shows the matrix structure for a two-dimensional, two-component
problemusing the high.orderscheme and5x5 gridblocks.

The solution of the linear system of equations representsthe most cosily aspect of a fully
implicit simulator. Using an efficient solution solver can greatly improve the efficiency of the
simulator. Both direct and iterative solvers can.be employed to solve the system of equations,
although lterativesolversarc preferredfor multidimensionalproblems, where the Jacobtanmatrices
have a largebandwidth.

Timestepplng Algorithms

The choice of timestep size is dictated by accure.cyconsiderationsand stability constraints.
Since a fully implicit solution technique is etnploycd, the numerical solution is stable for all
timestep sizes. There are, however, other limitations that must be conmdered. For example,
Newton's method is guaranteed to converge only .f_'omgood starting guesses. For a simulation
problem, there may be some times when solutmn gradients are ve.ry large, such as near
breakthrough.Simply using the solution of the last timestep as the starting guess for the current
timestep may not converl_e,in addition, some important physical phenomena may be missed by
usingan arbi_y largetimestep size.

Using the past informationof the relative changes in the primaryvariables to decide the
currenttimestep size is a strategy,employed by most timesteppmg algorithms.The timestep size
selection is basedon the information fromthe most recent iterationsand user-specified maximum
and minimum timestep sizes denoted (Dt)maxand (D0min, suchthat the current timestep size dttn
follows

(At)rainA (At)n A (At)max. (40)

Besides constant timestepping, which often requires a smaller timestyp size to guarantee
convergence and takes more simulation time, we employ three timesteppmg algorithms for the
simulator.

Algorithm I is the one usedin The Universityof Texas fully implicit steamfloodsimulator
(U'ITI-IERM)(Brantferger, 1991). The ratio of the currentto the previous timestep size is

proportionalto the relativechanges in the primaryvariablesep:

(AOn"_'1(Aon'1. (41)

is expressed as

= rain IPn/(pn-pn'l) I. (42)N,

whereNbis the totalnumberof gridblocks.
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Algofl_ 2 uses theratioof relativechanges in the primaryvariablesbetweenthe last two
timestepsto decidethecurrenttimestepsize:

¢At)n- (_'2ie_'l)(At)n'l. (43)

Algorithm3 simply chocyesthe c,m_nttimestepsize by comp_g thenumberof iterations
NIreq_ by the lasttwo steps.

(At),,0, (44)

. More sophisticated timesteppingalgorithmshave been propos_ where the timestep si_
selectton is basedon _ncation erroranalysis(Mehraet al,, i983; Rubinand Buchanan, 1985). A
sensitivity vector is computed and used to obtain an optimal timestep sequence for a specified
global truncationerror.Considerablyextrastorageend computationaleffort areneeded to get the
required vector for the algorithm, which may overshao,'_wthe algorithm, especially when
s_ulatlng difficultproblems.

The timestepsize chosen by anyof thetimestepp_g selection algorithms is notguar_m_
to produceconvergence results, A recoveryfeatureis included in the simulator to continue the
simulation in case an tteration fails. It stores the necessary information of the last timestep,
automaticallyreducesthecurrenttime,stepsize, andrestartsthe iterationuntilasuccessful ite.ration
is completedwitha suitabletimestepsize.

Simulation Results and Analyses

Simulator verification

To establishthe validity of the formulationof the conservationequations,the resultsof a
one-dimensional miscible flow are comparedwith the analytical solution of the convection-
diffusion equation. Figure 5 shows a comparison of the analytical solution and the numerical
solution at0.5 PV injected for a Pec!etnumber(the ratio of convective to dispersivetransl_,rt)of
1000. One hundredgridblockswithCourantnumbers(measureof dimensionless timestepsize) of
0.5, 1.0, and 1.5 are used. The agreement between the analytical solution and the simulation
resultsis remarkableeven at the higherCourantnumbers.Stmilaragreementis also shownin Fig.
6 for the sameproblem but ._ta lower Peclet number of 100. Note that with the IMPES
formulation,smaller timestepsizes arerequiredfor processesdominatedby physical dispersion.
Thisrequirementdoes notexist with thefully implicitformulation.

One hundredgridblocksanda Courantnumberof 0.5 areused to simulateanexampleone-
dimensional waterflood problemwithzero capillarypressureand a mobility ratio of 3. I_igure7
shows the simulationresultsalong with the analyticalsolutionat 0.2 PV injected.The simulated
solution matches the analytical solution very well except for small numerical smearing at the
displacementfronts.

The boundaryconditionson the outflow boundary.coupledwith the requirementthat the
phase pressurebe continuous across the boundaryresultsm a phenomenon.called the "capillary
endeffect" (Richardsonet al., 1952;Amyx et al., 1960). An analyticalsolution of the saturation
profile along a .one-d!mensional,homogeneous porous mediumis given b_' Richardson et al.
(1952). A one-dimensional simulation examplesimulated by Chang (1990) is used to check the
implementationof the outflow boundary condition in the simulator.The problem has a Rapoport
and Leas number (the ratio of viscous to capillary force) of 2.78 and a residual oil saturation of
0.35. Figure 8 shows !he good agreement between the analytical solution and the simulation
results. One hundred gndblocks and a Courant numberof 1are used.
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_e capillarypressuremodel in.oursimulatorallows us to simulateinterrnediate-v/ettability
cases (Ferreira,1992). A water saturationS* is defined wherethe capillarypressureis zero,The
capillary end effect of the intermediate-wettabilitycase with S,=0.5 and Rap0port and Leas
numberof one was tested.Figure 9 shows the watersaturationprofilesat times of 1, 5, 10, and50
PV injected. As time increases, the profiles approachthe analytical solution, which is derived
under the assumption of infimte flooding time or steady-state One hundred gridblocks and a
Courantnumberof i areused.

Figure 10 shows the results of Holing's one-dimensiol_alpolymefflood problem at 0.5
porevolumes injected(Hohng et al.: !990). Onehundredgridblocksand a Courantnumberof 0.5
areused. The porousmedium was initially.filled with 70% oleic-phase fluid and 30% aqueous-
phase fluid with 0.9 wt%polymer, then injected with 100%aqueous-phasefluid with 0.1 wt%
polymer. The analyt!cal solutions of the saturattonand polymer concentrauon profiles were
calculatedusing fractionalflow theory(Pope, 1980).Good resolutionin both the watersaturation
and polymer concentrationfronts is obtainedand the numericalsolution matches the analytical
solutionwell.

An analytical solution is available for an ideal tracerflow at unit mobility ratio for a
homogeneousfive-spot well pattern(Abbasz.adeh-Denghaniand Brigham, 1984). The simulation
domainis one-quarterof the well patternwith a length of 330 ft. A 30x30 grid and a Courant
numberof 1were used to simulatethe flow of a 2%PV tracerslug with a longitudinaldispersivity
of 0.66 ft and a Peeler numberof 500 (PA=8.33).The effluent tracerconcentrationis normalized
by the product of slug.size and.the squareroot of the Peeler number. Figure 11 shows a
comparisonof the analyucal solutionwith the simulationresults.The overallmatch is very good,
andthe small discrepancybetweenthe two solutionscan be reduced using finergridsand smaller
timestep sizes.

Comparison with IMpES formulation

The simulation results of the one-dimensional convection-diffusion, one- and two-
dimensional waterflood, andone- and two-dimensionalpolymerflood problems are compared with
those obtained using the IMPES formulation. Flgur.e 12 compares the absolute errors and
computation times WAX 3540) of simulating the one-dimensional convection-diffusion problem
(NDe--100) using the two formulations with 100 gridblocks. The fully implicit formulation
defiaonsu'.atesits computational.efficiency by producing smaller errors compared to the IMPES
formulauon for the same CPU t_me.Figure 13plots the absolute errors corresponding todifferent
Courant numbers. The IMPES formulation has larger errors for Courant numbers greater than one
and becomes unstable as the Courant number approaches one. The errors of the fully implicit
formulation are almost identicalat small Courant numbers. This can be explained by the second-
order accuracy of the Crank-Nicolson time derivativeapproximations.The errors caused by time
derivative approximationsare smalland the totalerror is mainlyfrom spatial truncation errors for
smallCourant numbers.

The higher-orderscheme with the IMPES formulation is less stable when simulatingboth
convection-dominatedand dissipation-dominatedproblems.The &ssipauon is mainly Providedby
dispersive forces for miscible displacements andby capillaryforces for imrni_ible displacements.
The one-dimensional waterflood with a Rapoport and Leas number of 5 is s_mulatedusing both
formulations with 100 gri_'d01ocksand Courant numbers of 0.1 and 0.5. Figure 14 shows the
instability of the IMPES formulation when a Courant number of 0.5 is used. Figures 15 and 16
show the simulation results of oil recovery, water.oil ratio, andwater cut for the two-dimensional
waterflood. The reservoir dimensions, properties,andwell pattern and conditions are the same as
those for the tracer flow in a five-spot pattern. The reservoir has an initial oil saturation of 0.8 and
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is then flooded by water. The mobilities of water and oil are characterized by S2 and (1-S)2/2,
where S is the water saturation. A 10xl0 .g[')'dis used for both formulations. Figure 15 shows the
results of the IMPES formulation, which failed at a Courant number of one, while the results of the
fully implicit formulation are almost the same at Courant numbers of 0.1 and 3.

The time-lagged and pressure-dependent mobility terms in the pressure equation are another
source of instability' in the IMPES formulation.. For a polymerflood, this instabihty can arise
be.cause of the expl.lcit treatment of both the relative pe..ryneabilityand viscosity terms. Figure 17
shows this insta.bihty when simulating Hohng's one-dimensional polymerflood problem. The
IMPES formulation becomes unstable at a Courant of number of 0.5. The results using the fully
implicit formulation with the same Courant number given in Fig.. 11 show that they at'e stable and
close to the analytical solution. A simulation of a two-dimenslonal polymerflood in a five-spot
pattern is also conducted to compare the two formu.latlons. All input data are the sa.me as those of
the waterflood except that the aqueous phase viscosity becomes 1+10_..a where C4a Is the polymer
concentration in the aqueous phase, and 0.1 wt% polymer is injected instead of pu_ water. The
results of oll recovery, water cut, and effluent polymer concentration are obtainedusmg the T.VD
third-order schem_ with a lOxl0 grid. At a Courant number of 0.1, the two formulations give
almost same results (Fig. 18). At larger Courant numbers, the results of the fully implicit
fo.r_nulationshow nearly no .ch_ge (Fig. 19) while the IMPES formulation becomes unstable,
which is characterized b_,oscillations and late polymer breakthrough (Fig. 20). To !est the eff_t of
heterogeneity, we then simulated the same problem using a heterogeneous permeabihty field with a
Dykstra-Parsons coefficient of 0.8 (Dykstra and Parsons, 1950). The Dykstra-Parsons coefficient
is a measure of the variability of permeability values and is defined as

Vz,j,= 1-(k)0.ui / (k)0.s , (45)

where (k)0.5 is the median of the permeability and (k)0.841 is one standard deviation below the
median. A Dykstra-Parsons coefficient between 0 and 1 represents the degree of heterogeneity.
From the results shown '.n Figs. 21 to 23, we can draw slmilar conclusions to those of the
homogeneous case with regard to the comparison of the two formulations. We also observe that
for both formulations smaller Courant numbers are reqmred to simulate the heterogeneous case
than to simulate the homogeneous case.

Conlparison with lower-order snatlal discretization scheme

The lower-order space discretization one- and two-point upstream schemes are available in
our fully implicit simulator for co.mp..arisonpurposes. These are the conventional finite-difference
schemes em_ployedby most ful!y unphcit simulators,.Figure 24 compares the errors simulating the
one-dimensional convection-diffusion problem using.the one-point upstream scheme with those
using the TVD flux-limited third-order scheme at different Courant numbers. The number of
gridb]ocks used for both schemes is 100. Tll.e one-point upstream scheme produces larger errorsin
practical Courant number regions. The differences become smaller at larger Courant numbers
where time-truncation errors dominate. Figure 25 shows the results of the one-dimensional
po]ymerflood simulated using the one-point upstream scheme. In contrast to the third-order scheme
(Fig. 11), both the water saturation and polymer concentration shocks axe spread out, which
results in inaccurate prediction of both recoveries and breakthrough times and leads to erroneous
conclusions. This can be illustrated by the results of the two-dimensional waterflood _ig. 26) and
polymerflood (Fig. 27). Water cut, water-oil ratio, and effluent polymer concentration curves
given bY the one-point upstream scheme show early breakthroughs of both water and polymer.
The differences between the lower-order scheme and the higher-order scheme can also be observed
from the simulation results of the two-dimensional polymerflood of heterogeneous case (Fig. 28).
For reference, the comparisons between the lower-order scheme and the higher-order scheme
using the IMPES formulation are shown in Figs. 29 and 30.
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Effect of TVD flux limiter

We havegivennmncmusexamplesto showtheimprovementsin simulationresultsusinga
TVD flux limiter with the third-orderschemefor the IMPES formulation.One exampleis given
hereto showthe flux limitereffect on the third-orderschemeusingthefully impficit formulation.
Figure 31 shows the water saturation and polymer concentrationprofiles of Holing's one-
dimensionalpol_ood problemsimulatedusingthe third-orderschemewithoutflux limiting.
Comparisonwith the flux-limited results(Fig. 1I) clearlydemonstratesthe importanceof flux
limiting to thehigh-orderschemefor thefully implicit formulation.

Imerovements in comnutational efficiency

To studythe effectsof the fincar equationsolverson theefficiencyof the simulator,tracer
flow in a five-spotpatternis simulatedupto 1.3 PV injectedusingbothdirect(LU decomposition)
and iteradvc (OMIN algorithms,a truncatedand restartedmethod for nonsymmctricsystems)
solvers with 30x30 grids and a Courant number of 3. The iterativc solver is provided by the
NSPC'X3package(Oppcet al., 1988). Table 2 showsa comparisonof thetwo solvers.The ratioof
the totalCPU time (CRAY Y-MP) using the iterativesolverto that usingthedirect solver is 0.56
andthetotaltime savingis42%. The iterativesolverisdefinitelypreferredhere.Sincesolving the
linearsystemof equationsis themostcostlypartof totalsimulationtime(95% usingthe iteradve
solverand98% usingthedirectsolver), usingthernorcefficient solver lpeatlyimprovesthe more
compuuuionalefficiencyof thefully implicitsimulator.

The timcstcppingstrategywas studiedsimulating the two-dimensionalpolymcrflood. A
5x5 grid was usedfor the test.The oil recovery, water cut, andeffluentpolymer concentration
resultsareshownin Fig. 32. The threetimcstcppingalgorithmsarecomparedwith sameinitial
Courantnumberof 1.The maximum andminimumCourantnumbersare3 and0.01, respectively.
Simulationusinga constanttimestcpsizeusinga Courantnumberof 0.5 is alsoconductedfor the
purposeof comparison.The Courantnumberandthe iterationnumbersconespondingto different
algorithmsover the entire simulationperiodareshownin Figs. 33 and34. After breakflu-ough,
thecurvesof algorithm1 changemoredramaticallycompany!to thoseof the otheralgorithms.The
simulationtime (CRAY Y-MP), total numberof _ps, total iterations,andaverageCourant
numbersare listed in Table 3. Algorithm 1 takesmoreiterations,more fimcsteps,more computer
time,andsmalleraverageCourantnumberto con_lcte thesimulation.Thecomparisonemphasizes
the impomnceof usinga suitabledmcsteppingalgorithnL

Summary, Conclusions, and Future Work

We have developed a fully implicit algorithm for compositional, chemical flooding
simulation and a simulator with all the numerical features.The pressureequation and the
component conservation equations are solved simultaneously.The temporal derivative is
discredzedusinga Crank-Nicolson-type scheme.The interfaceconcentrationandmobilities are
computed using the third-or_er scheme with TVD flux limiting. The finite-difference
approximationhas overall second-ordertemporal accuracy, third-order spatial accuracy for
convection problems, and is total variation diminishing. The resulting nonlinear system of residual
equations are solved for the primary variables which consist of a reference phase pressure, a
reference phase saturation, and relevant phase concentrations. For the fully implicit formulation,
besides the flux-limiter functions, we also need to evaluate the derivatives of flux limiter functions
with respect to the related neighboring gridpoint solutions. The conesponding evaluation formulas
are given in this study. The nonlinear system of residual equations are linearized and solved using
Newton iterations. The Jacobian matrix of the Newton iteration and the flux-limiter functions and
their derivatives are updated at the end of each iteration.

19



Test cases are shown to verify both the mathematical formulations and the finite-difference
schemes and to ensure the correcmess of the program coding. Verification cases with analytical
solutions include problems of one-dimensional convection-diffusion, waterflood, polymcfflood,
capillary end effects, and two-dimensional ideal tracer flow in a five-spot pattern. The results of
onv-din_nsional convection-diffusion, one- and two-dimensional waterflood, and one-dimensional
polymvtflood problems were used to compare the accuracy and efficiency of different simulation
methods. With both using TVD high-order schemes, the fully implicit formulation is compared
with the IMPES formulation. Using the fully implicit formulation, the first-order spatial
discretization scheme is compared with the high-order spatial discretization scheme, and the high-
order scheme is compared with the TVD high-order scheme. The computational efficiencies of
different solvers and timestepping algorithms have been studied simulating a two-dimensional
polymerflood and ideal tracerflow in a five-spot pattern.

The simulator is verified by the good agreement between the numerical results and
analytical solutions. The results demonstrate that the TVD high-order scheme with a fully implicit
formulation is more stable than that with an IMPES formulation. Using the fully implicit
formulation, the TVD high-order scheme is more accurate than the lower-order spatial
discretization scheme and the high-order spatial discretization scheme without TVD flux-limiting.
The computationally efficiency of the simulator can be greatly improved by using suitable
timestepping algorithms and effective solution solvers to solve the linear systems of equations,
which represents the most costly aspect of a fully implicit simulator.

We are now testing our implicit method on two-dimensional problems involving more
physical-chemical properties such as heterogeneity, capillarity, dispersion, adsorption, etc. We will
continue testing our solution schemes by using different solvers and timestepping algorithms. We
will later extend our implicit method to three-dimensional polymer and surfactant flood problems.

OPTIMIZATION OF SURFACTANT FLOODING

Introduction

The main objective of Task 2 is to develop the knowledge and capability of how to use
simulation effectively to lower the risk and cost of surfactant flooding. The reduction of the risk
and cost of surfactant flooding are closely related tasks, since any reduction in risk will directly
improve the economics of a commercial field application. Affordable reservoir simulation
realistically taking into account reservoir characteristics is the only method that the reservoir
engineer has to optimize the design of suffactant floods. The importance of good reservoir
characterization and the large impact of reservoir characteristics on suffactant flooding as well as
other tertiary oil recovery processes have been well-established during the past twenty years.
Improved means to assess the risk and performance of surfactant flooding taking into account
realistic reservoir characteristics are clearly needed. The most important of these reservoir
characteristics is heterogeneity.

In the past, we and others have used the traditional layered-reservoir description in our
simulations of surfactant flooding. Although the theoretical basis for using more flexible and
realistic reservoir descriptions based upon geostatistical methods has been available now for
several years, and we and many others have applied these methods to the simulation of other
processes such as waterflooding, their application to surfactantflooding has not been attempted to
date. This is unfortunate since surfactant flooding is generally more sensitive to reservoir
characteristics than simpler processes and the need for cost and risk reduction much greater.
Clearly, the use of stochastic simulations lends itself to the quantitative assessment of uncertainty,
since multiple realizations of the same statistical description can be made and some idea of the
probability distribution of outcomes computed. In addition, the stochastic approach can be used to
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better understand the impact of reservoir characteristics and then to improve the design of the
surfactant flood so that it will be more robust and efficient and our predictions more accurate.

We illustrate a few of our simulation results in this report based upon our initial efforts to
accomplish this goal, which is part of task 2 of our research project. Using geostatisties, we
perform a systematic evaluation of the impact of heterogeneity on surfactantflooding. Permeability
fields as a function of the variance and correlation lengths are generated using geostatistical
methods. When well data and otherdeterministic information about the reservoir are superimposed
on these descriptions, the process is known as conditional simulation. Conditional simulations
have been used in wate_ooding and miscible flooding but not in surfactant flooding.

To study the effect of stochastic modeling on surfactant flooding, several multiple
realization studies were conducted. To generatedifferent realizations only the random number seed
is changed, keeping o,her statistical parameters the same. To quantify the uncertainty, various
geostatistical parameters such as correlation length, reservoir heterogeneity (Dykstra-Parsons
coefficient), and vertical-to-horizontal permeability ratio were chosen. All of the above parameters
have been studied with multiple realizations of the same permeability field.

Surfactant floods should benefit from the improved injectivity brought about by horizontal
wellbores. Simulation could help us in determining the benefits and drawbacks of horizontal
wellbores when used in surfactant floods. In this report, simulation is used to study the effect of a
horizontal injection weUbore on the injectivity and sweep efficiency of surfactant floods under a
variety of reservoir conditions. These conditions are different well spacings, different wellbore
lengths, different vertical-to-horizontal permeability ratios, and different permeability field
realizations.

Base Case Simulation

All simulation runs were carded out using UTCHEM, a three-dimensional chemical
flooding simulator developed at The University of Texas at Austin. A quarter-symmetry element
of a 40-acre five-spot pattern is considered. The simulated quarter five-spot is 660 ft in the x
direction, 660 ft in the y direction, and 140 ft in the z direction. The simulation grid, as shown in
Fig. 35, is 1lxl lx5, so the gridblocks are 60 feet each in the x and y directions and 28 feet in the
z direction. The porosity is uniform and equal to 0.136. The permeability field was generated
stochastically. The Dykstra-Parsons coefficient (VDp) is 0.8 and the geomemc mean permeability
is 50 md. This description is an idealization of an actual mid-Continent U.S. sandstone oil
reservoir that is a potential candidate for surfactant flooding since it has already been waterflooded
to near its economic limit and is otherwise subject to abandonment. The stochastic reservoir
descriptio_ was generated using a University of Texas program based upon the matrix
decomposition method (Yang, 1990). A spherical variogram and a log normal permeability
distribution were used. The permeability distribution for correlation lengths of 660 feet in the x
and y directions and 28 feet in the z direction, VDp = 0.8 (the standard deviation of the logarithm
of the permeability is 1.609), and Realization No. 1 are shown in Fig. 36.. Permeability values
range between 0.17 and 2,550 rod.

Physical properties used in all the simulations described here are shown in Figs. 37
through 46. Figures 37 and 38 show the oil and water relative permeability curves used at low and
high capillary numbers, respectively. Figure 39 shows the relative permeability for microemulsion
and oil at high capillary number. Polymer properties are typical of a xanthan gum solution. Figure
40 shows the polymer adsorption modeled by a Langmuir-type isotherm as a function of polymer
concentration. Polymer viscosity as a function of polymer concentration and shear rate is shown in
Fig. 41. Figure 42 shows the plot of permeability reduction factor against polymer concentration.
Figure 43 shows the capillary desaturation curves for oil, water, and microemulsion phases, which
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indicate the mobilization of these phases as a function of a dimensionless capillary number.
Interracial tensions for oil and microemulsion and water and microemulsion arc shown as a
function of solubilization ratios in Fig. 44. Figure 45 shows the surfactant adsorption as a
function of surfactant concentration. The ternary diagram for the Type HI phase environment of
the oil, water, and surfactant mixture at a salinity of 0.611 meq/ml (35,700 rag/l) is plotted in Fig.
46. Although the suffactant and polymer properties are extremely important and have been
carefully selected to be close to optimal for these conditions, but still realistic based upon the best
of recent chemical research developments, we do not go into this aspect of the process simulation
since we want to focus on the stochastic simulation aspect in this report. The simulated chemical
properties will be varied in future reports. A detailed description of the physical property modeling
in UTCHEM is given by Saad (1989).

To mimic conditions before the start of tertiary oil recovery, the reservoir was first
waterflooded with a low initial water saturation of 0.2, and the simulation ended when a water cut
of 98% was reached. In the future, we plan to study theeffect of variable residual saturations and
initial saturations in the reservoir, which is more realistic as the permeability is stochastically
distributed. The resulting pressure and saturation distributions were then used as the initial
distributions for the suffactant flood simulations. The average oil saturation was 30.97% at the
end of the waterflood for this base case. After waterflooding, 0.25 pore volumes of 2.5 vol.% of
surfactant was injected. The surfactant slug contained 1,000 ppm polymer and was followed by
another 0.5 pc,re volumes of polymer at the same concentration and finally by water for another
3.25 pore volumes. The wells were vertical and pressure-constrained, and a total of 1,000 psia
pressure drop between the injector and the producer was used. The input parameters and the
injection scheme for the base ease are given in Tables 4 and 5.

The results of the surfactant flood are shown in Figs. 47 through 54. Cumulative oil
recovery as a fraction of oil in place at the time of chemical flooding is shown versus pore volumes
injected in Fig. 47 and versus time in Fig. 48. The fraction of oil recovered is about 0.6 at 4 pore
volumes and it takes about 33 years to reach this value. The results are shown as a function of
both time and pore volumes, since the wells are pressure-constrained and therefore the injection
rate varies with time. The pore volumes injected as a function of time is shown in Fig. 49, which
indicates the increased injectivity during the postflush (pore volumes > 0.75). The plot of oil
production rate (Fig. 50) shows that the suffaetant/polymer slug and polymer drive have
effectively displaced the oil bank with an oil rate peak of 200 B/D. The history of total injection
rate (Fig. 51) indicates a low injectivity of about 650 B/D during the injection of
surfactant/polymer slug and polymer drive, and the injectivity increases to about 4,700 B/D for the
injection of low-viscosity water during the chase waterflood. Total surfactant and polymer
concentrations at the producer are plotted in Figs. 52 and 53, respectively. Figure 54 shows the
effective salinity.

Correlation Length

To investigate the effect of correlation length on surfactant flooding, the - and y-direction
correlation lengths were varied simultaneously keeping other statistical parameters the same as
those of the base case. The spatial correlation length is the distance over which neighboring
permeability values are related to one another. The correlation length can be determined from the
variogram, which is the variance of the differences between the permeabilities at two locations
separated by a distance h (Kerbs, 1986). The value of h at which the variogram levels off is the
correlation length. Correlation length of zero indicates a fully random distribution where the
permeability at a given location is independent of its neighbors. With increasing correlation length,
the range of influence of one permeability on its neighbors increases up to a distance equal to the
correlation length. As the correlation length approaches infinity, the permeability field becomes
layered.
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Correlation lengths were 330 ft, 660 ft (base case), 1,320 ft and 2,640 ft in the x and y
directions. Figures 55 and 56 show the permeability distribution for realization 1 and correlation
lengths of 330 feet and 2,640 feet. We also compared a surfactant flood in a reservoir described
with uniform permeability layers. This layered reservoir had the same average permeability and
standarddeviation of permeability to those of the stochastic reservoir. The five vertical gridblocks
for the layered description had penneabilities from top to bottom of 275 rod, 4.5 rod, 197 rod, 12.8
rod, and 104 md and a uniform porosity of 0.136.

Simulations were conducted as described above for the base case with only the permeability
field varied. Figure 57 shows the effect of correlation length on cumulative oil recovery as a
fraction of oil in place after the waterflood for the layered description and for the four stochastic
cases. We have elected to represent these results as a function of time rather than pore volumes to
emphasize the impact of correlation length on injectivity. Both the injector and producer are
pressure-constrained wells, so the injection rate varies with time (Fig. 58) as a sensiuve function of
the reservoir descriptio.n, and this has a major impact on the project life .andthus the economics of
the project. As the ratio of the correlation length in the x and y directions to the length m the z
direction increases, the reservoir looks more and more like a layered reservoir, and this is clearly
reflected in the oil recovery curves of Fig. 57. This shows that there is indeed an incentive to
consider reservoir descriptions other than the layered description traditionally used to simulate
surfactant flooding. As correlation length increases, the recovery is accelerated but the ultimate
recovery d_es. These results can be explained by examining the permeability distribution for
each case. This is because, with increasein correlation length, there is channeling in the reservou"
through high-permeability layers, and this causes oil to be bypassed in low-permeability layers,
resulting in lower oil recovery (Fig. 56). In lower correlation length reservoirs, injectivity is
lowered as there are no channels of high permeability (Fig. 55). Low permeability causes more
uniform distribution of the injected fluids, and hence higher oil recovery, but at a lower rate.

Reservoir Heterogeneity

To study the effect of reservoir heterogeneity, permeability fields were generated for
Dykstra-Parsons coefficients (VDp) of 0.6, 0.8 (base case), 0.85, and 0.9. We selected these
values of VDp because they are representative of oil reservoirs that are potential targets of
surfactant flc_ding in the U.S. The simulations were carded out as the base case using these
permeability distributions in both waterflood and suffactant/polymer floods. Figures 59 and 60
show the permeability distributions for VDp of 0.6 and 0.9 and realization 1. These figures show
the contrast in heterogeneity for the two extreme cases.

Figure 61 shows the effect of reservoir heterogeneity on the cumulative oil recovery. This
figure shows that the increase in reservoir heterogeneity accelerates the oil recovery but the ultimate
oil recovery is less. Higher VDp means higher variance in permeability. Hence the difference of
permeability in neighboring blocks will be greater than for the case of lower VDp. Because of this
permeability distribution, oil in low-permeability zones is bypassed, which results in lower
cumulative recovery. Lower VDI, has higher cumulative recovery because of better sweep
efficiency .causedby relatively more-uniform distribution of permeability. Accelerated recovery for
high VDP Is because channeling of the injected fluids results in higher injectivity (Fig. 62). Low
permeability constrains the path of injected flmd and hence fluids take path of the least resistance,
causing accelerated recovery.

Multiple Realizations of the Same Permeability Field

To study the effect of multiple realizations of the same permeability field on surfactant
flooding, four realizations were generated with the same log-normal statistics as the base case but a
different random seed number. The statistics of these permeability fields are listed in Table 6.
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Similarsimulationsto thoseof thebase case wererepeatedusing these permeabilitydistributions.

The results comparin.gthe oil recovery, versus time and ,porevolumes injected are shown inFigs. 63 and 64. Realizations 1 and4 gzvesimilarresults,_ here.asrealizations 5 and2 show the
fastest and slowest recoveryrate, respectively (Fig. 63). The oil recovery versus pore volumes
plot shows thatrealizations1 and2 have thes_ne ultimaterecoverywhile realization.4shows the
lowest ultimaterecovery. Ultimaterecoveryforrealization2 was aboutthe same,but it took about
132 years for that recovery. Total injectionrates are shown in Fig. 65, which shows a similar
injectivity for realizations 1, 4, and 5 butanextremel_ low injecti,vity for realization2. This was
because the injector was located in a low-permeabihtylayer (Fig. 66). Figure 67 shows the oil
productionratefor these realizations. Figures68 and69 show the.effectof multiplerealmationson
the cumulativeoil .r_.overy andoil productionrate for a permeabilityfield withVDP= 0.9. Figure
69 shows that theo11ratepeaks atdifferenttlmeseven forthe same,statisticalproperties,similar to
the trendobservedfor the heterogeneousbaseease with VDpof 0.8.

Theseunconditionedsimulationsshowa verylarge variationin oil recoveryandprojectlife
that can result by simrly.using different randomassignment of permeability to the reservoir
gridblocksfroma permeabilitydistributionwith the same statisticalparametersandvariogram.By
conditioning this reservoir distributionwith reservoir datasuch as core data, well logs, pressure
data,or tracers,thisvariationcan be reduced.Conditionalsimulationsare in progress.

Vertical-to-Horizontal Permeability Ratio

The vertical-to-horizontalpermeabilityratio (kv/kh) was varied from 1, 0.1 (base case),
0.01, to 0.001 to examine the effect of crossflow on the recovery. The permeabi!ity field was
generated as before, but in each simulationonly kv/khwas changed. These simulationswere the
similar to the base case. The majorchanges were thatthe salinity of the postflushwas kept the
same asthatof the slugand drive(0.611 mcq/ml) andthemaximum injectionrate was constrained
to 2,000 B/D.

Figures70 and 71 show the cumulativeoil recoveryplotted against pore volumes injected
and time, respectively. Figure70 shows thatthe ultimateoil recoveryis notvery sensitive tokv/kh

rat os.ratio,butFig.71 showsthattheoilrecoveryisgreatlyacceleratedforhigherkv/kh i
Increasedcrossflowcausesbettersweepofthereservoirandthusbetterrecovery.Figure72
shows the oil ratefor differentkv/k h ratios. This figure shows thatoil rateis higher and the peak
rate is accelerated for higher kv/khratios. This emphasizes the need for accurate reservoir
description,since the kv/khratioaffectsthe projecteconomics.

Simulation of Surfactant Floods with Horizontal Wells

A seriesof surfactant/polymersimulationsvery similar to the above base case (except the
skin was changedfrom-1 to -3) were made as apreliminaryevaluationof.the use of a horizontal
ratherthan vertical injector.The areallocation of the horizontalinjectorwithin the five-spot well
patternsymmetry element is shown in Fig, 73. The horizontalinjection well is linked to the
verticalinjection well andplacedin thehighest-permeabilitylayer(layer2). The high viscosity of
injectedpolymersolutionand theeconomic incentivefor a shortproject life tend to driveus in the
directionof horizontalrejectorsrather thanproducers.

The results of the simulations with vertical and horizontal well arrangements are plotted in
Figs. 74 through 81. Cumulative oil recovery as a fraction of oil in place at the beginning of
surfactant flooding is plotted versus time in Fig. 74 and versus pore volumes injected in Fig. 76.
These plots show that the addition of a horizontal injection well reduced the ultimate oil recovery
from 57.1% to 52,7%. However, the project life decreased significantly from 22.7 years to 11.3
years because of the greatly improved injectivity. The plot of the oil rate (Fig. 75) shows that the
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suffactant flood has effectively displaced an oil _. With the horizontal injection well, the oil rate
has increased from about 40 B/D to a peak of 370 B/D. With just the vertical wells, the rate has
mcreased from about 15 B/D to a peak of about 150 B/D. Simulation of the surfactant flood with
the horizontal injection well reaches apeak higher and earlier than simulation without the horizontal
well. The plot Of the injection rate (Fig, 78) and the plot of the pore volumes injected (Fig, 77)
show that, as expected, the injectivity is much lower during injection of polymer than during
injection of the low-viscosity chase water. It is duflng injection of polymer at htht e _nefltfo a
horizontal inJection well In reducing the project hfe is very apparent. Plots of the surfactant
concentration and polymer concentration show the expected delays in the _s. The peaks, from
simulation with only the vertical wells are shghtly lower. The p.lotof effective salinity indicates
that the effective salinity has been within the lower and upper hmits for most of the simulation time
and therefore near optimum untilchase wateris injected at a salinity lower than the lower limit.

Well_ sDacin_

Simulations were carried out using the _e base case dataexcept that the well patternwas
reduced from 40 acres to 10 acres. Waterfloods and then surfactant fl_s with and without the

horizontal injection well were made with !his reduced pattern to see its effect. As expected, the
lower acreage resulted in much shorter project lives. In the case of the vertical wells (Fig. 82), the
suffactant-flo_ project life.was reAuc_ from 22.7 years to 6.2 years. With the horizontal injection
well (Fig. 83), the project life was reduced from 11.2 years to 3.6 years.

Horizontal wellbore length-- w

To see the effect of the horizontal wellbore length, additional simulations were c_ed out
with the length of the wellbore equal to 3/4, 1/2, and 1/4 of its full length. The results,of these
simulations are shown in Fig. 84. The results for this specific case show that only half of its length
was needed to obtain the full benefit of the horizontal well.

MultlBle field realizations

To investigate the effect of multiple permeability-field realizations on surfactant flooding,
several realizations were generated with the same log.normal statistics. The characteristics of these
permeability field realizations are listed in Table 6. Vertical x-z cross sections of realizations 1
through 4 are plotted in Figs. 85 through 88. Simulations were made with each of these
permeability fields with both vertical and horizontal rejectors. The results comparing the oil
i'ecovery versus time and pore volumes rejected are plotted m Figs. 89 through.92 for the vertical
injector cases. As seen from Fig. 89, realizations 1, 4, and 5 give results relauvely close to each

other. Realization 3 gives a lower ultimate oil r._.overy at a significantly earlier time. This is an
indicauon of poor sweep due to channehn.g. Reahzation 2 shows a very low injectivity, although
the sweep is relatively good, as seen in Fig. 90. This Is due to the rejector being completed m a
very low-permeability zone. A different situation happens when a.horizontal injec.tionwell is used
in these surfactant flood simulations. As seen m Fig. 91, realization 2 shows an !mprovement in
injectivitY. Realization 4 shows a decrease in sweep efficiency. Realization 3 shows poor sweep.
Realizations 1 and 5 are still close and give good sweep and injectivity.

Hertical.to.horlzontal nermeabilitv ratio

Next, the effect of the veni.'cal-to-horizont_ Perm.eabilityra!io was studied. Using the base
case data, only the vertical-to-horizontal permeability rauo was varied. The values studied were I,
0.1, 0.01, 0.001, and 0.0001. Results are shown m Figs. 93 through 96. These results show that
there is no major difference in the cumulative oil recovery at a given injected pore volumes (see
Figs. 94 and 96). However, the injectivity decreases significantly with decreasing vertical-to-
horizontal permeability ratio for both vertical and horizontal injectors (see Figs. 93 and 95). The
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decreasefor the case of a horizontalinjectoris greaterthanfora verticalinjector. Thedecrease in
injectivitywithlowervertical-to-horizontalpermeabiliwratiois a general andveryimportanttrend
in all cases that we have studied to date, which include waterfloods, polymer floods, miscible
floods, and now surfactantfloods. Thus, it is very.important to have an accurateestimate of
vertical permeabilityof any reservoir that is a candtdatefor improved oil recovery, yet this is
generallya poorly known value, and techniques for measuringit arenot well-known or routine to
say the least. Some of our related research on the use of interwell tracers for reservoir
characterization has addressed this important problem, and the reader is referredto our DOE
reportson thissubjectfor additionalinformation.

Summary, Conclusions,and FutureWork

Basedonourstudyofsurfactantfloodingusingstochasticreservoirdescriptions,we have
concludedthefollowing:.anincreaseincorrelationlengthacceleratesoilrecoverybutdecreases
ultimateoilrecovery;theslmulationresultsforalayeredreservoirareoverlyoptimisticcompared
tothoseofcomplexandrealisticreservoirsthataregeneratedstochastically;anincreasem reservoir
heterogenelty(asmeasuredinthiscontextbythevarianceofthepermeabilityfield)acceleratesoil
recoverybutdecreasesultimateelirecovery..Multiplereali..zationshaveshowntha!_eoilrecovery
issensitivetotheuncertaintyinthepermeablhtyfielddistribution,evenwhenstausticalproperues
arekeptthesame,andcrossflowacceleratesoilrecoverybuthaslittleeffecton ultimateoil
recovery.Sincealloftheseresultsusedjustonevariogramandkeptallotherreservoirproperties
fixed(forexampleporosityandresidualo_lsaturation),manyvariablesremaintobestudied.

Forthebasecasesimulation,ahorizontalinjectionwellborewasfoundtoimprovethe
injectivityofasurfactantfloodandtoreducetheprojectllfe.Theprojectlifewasreducedfrom
22.7yearsto11.3years.Well.spacingandpatternslzedirectlyaffecttheprojectlife.A smaller
wellpatternresultsinaproporuonatelyshorterprojectlife.When wellspacingwasdecre.asedbya
factoroffour,projectlifewasreducedfrom22.7yearsto6.2yearsforthecaseofverucalwells
andfrom11.2yearsto3.6yearsforthecaseofthehorizontalin,jectlonwell.A full-length
wellboremay notbenecessary.Simu!ationresultsshowthatonlyhalfofthefulllengthIsn.e_,ed
toobtainthefullbenefitofthehorizontal,njectionwellboreforthecasestudied.Injectlvlty
decreaseswithdecrea:;ingvertical-to-horizontalpermeabilityratio.A horizontalwellhelpsremedy
theproblemofaIow-njectivityverticalwellthatiscompletedin.aIow-permeabihtyzone,suchas
inthecaseofrealizati:)n2inourstudy.Obviously,ahorizontalinJectionwellmay notimprovethe
problemofseverechanneling,sincemostcfthesecasesalreadyhaveahlghinjecuvitysuchasin
realization3.A horizontalrejectionwellmay evenworsenthesweepefficiencyandlowerthe
ultimateoilrecoveryattheeconormclimitifitenhanceschannelingandcreatesashorterflowpath
totheproductionwell,suchasm thecaseofrealization4ofourstudy..Thespatialvariationofthe
permeabilityshouldbeestimatedasaccuratelyaspossiblebeforeimtiatinganysurfactantfield
project.Incaseoflargeheterogeneity,horizontalwellsshouldbedrilledandcompletedinsucha
waythatsectionsthatcouldreducesweepbecauseoftheirhighinjectivitycouldbeshutoff.

At thepresenttimewe arestudyingtheeffectofvariousparameterson conditioned
reservoirs,as well as theeffect of processparameterson the surfactantflooding processusing both
horizontaland verticalwells.

NOMENCLATURE

ai = Coefficientsin the flux !imiterfunctions
bi = Coefficients in the flux limiterfunctions
C4a = Concentrationof polymerin aqueousphase
Cf - Porecompressibility,M"ILT2
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Ct ffi Total eompre,ssibility, M-ILT2

__._ = Overallconcentrationof component1¢

C_ = Adsorbed concentration of component g:
0

C_¢ - Compressibility of component r,, M-ILT2

C_d ffi Concentration of component _:in phase

Cvs = Constant volume heat capacity of rock, L2T'2K"1

Cv£ = Constant volume heat capacity of phase _., L2T'2K'I

Cp_ = Constant pressure heat capacity of phase _., L2r-2K -1
d = Distance between node points, L
I>d = Molecular diffusion, L2T'I

f_ ffi Fractional flow function of phase #.

F_ ffi Flowing fraction of phase l

FrO = Flowing fraction of phase I at fractionalflow of zero

Fll = Flowing fraction of phase I at fractional flow of one

Fal¢ = Overall accumulation of component I¢,L3

Ft_ = Overall transportof component _ L3T"1

¢ = Overall source or sink of component to,L3T-1
= Overall mass flux of component K:,ML'2T"i

J ffi Jacobian matrix
k = Permeability, L2
-o
,-o,

k = Permeability tensor
ks ffi Horizontal permeability, L2

krt = Relative permeability of ph_ t
ks = Pemmability deviation coefficient

k0
t = Endpoint relative permeabilityforphase t

ffi Dispersion coefficient, L3T"1

K ffi D!spersion tensor
Kxx_:t, Kyy_9" ffi Dmgonal elements of the dispersion tensor for

Kzz_:.t component _:in phase t, L2T-1

Kxy_:l, Kxz_:_ = Off diagonal elements of the dispersion tensor for

Kyxgt' Kyz_:£ component _:in phase t, L2T"1

Kzxl¢£,Kzyz_

M_t = Mass transfer coefficient, T-I
nc = Total number of components
nov ffi Total number of volume occupying components

np = Total number of phases
np, = Capillary pressure exponent
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Nb = Total numberof gridblocks
Nl m Numberof iterations
NPe = Pecletnumbert1.Ja)
NRL = RapoportandLeasnumber
Nx, Ny, Nz = Numberof gridblocksin thex, y, andz directions

Pert' - Capillarypressurebetweenphases_tandt', ML'IT "2

P£ = Phasepressure,ML'IT "2

PR .. Referencepressure,ML-IT'2
Pwf = Well flowingpressure,ML'IT'2
Pa = Exponentfor calculatingshearratedependenceof polymer

viscosity

PA ffi CellPecletnumber(Ax/{x)
Pl = Productivityindex,M'IL4T

qz = Unit volumetricsourceor sinkof componentt:, T"l

q_ = Unitvolumetricinjection/productionrateof componentK,T-1

q_. = Unitvolumetricreactionrateof componenti¢,T'I
qH = Unitenthalpysourceterm,MLT-3
Q = Rate,LYr"1
r = Ratioof consecutivegradients

r_ - Unitmasssourceor sinkof componentI¢,ML'3T"1

rg_ = Reactionrate of component1¢in phaset, L'3T"1

r_s ffi Reactionrate of componenttcin stationaryphase t, L-3T-I
R = Expansionratio
Rk = Permeabilityreductionfactor
Rm ffi A randomnumberwitha normaldistribution
S* ffi Saturationvalue atzerocapillarypressure
St = Phasesaturation
Sn_ ffi Normalizedphase saturation
Sp = Exponentforcalculatingsalinitydependenceof polymer

viscosity

Str ffi Residualsaturationof phase
Swi ' = Initialwatersaturation
At ' "\ ffi Timestepsize, T
T = Transmissibility,L3,Temperature,K
T = Convectioncoefficient,M'IL4T
,.4,

ut ffi Flux, LT-!

w_: ffi OverallmassconcentrationofcomponentK:,ML-3

Ax,Ay,Az = Gridblocksizesinthex,y,andzdirections,L

Greek Symbols

a, [3,y = Coefficientfornonuniformgrids
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oL_ = Longitudinaldispersivityof phase t, L

ocTt = Transversedtspersivityof phaset, L
13p = Effectivesalinityparameterforpolymerviscosity

3'1/2 ,- Shearrateat whichpolymerviscosity is one-halfthepolymer
viscosityat zeroshearrate,T-i

,t

% = Coefficientin equivalentshearrateequation

3't = Specificweightof phaset, ML-2T-2
e = Error betweennumericalsolutionandanalyticalsolution

v.p - Relativechangesin primaryvariables
X = Courantnumber

= Relativemobilityof theaqueousphase,M'ILT
Zo = Relativemobilityof theoleic phase,M'ILT

= H of phaseJLM'ILT;L,rt Relativemobi ty
_T = Constantthermalconductivity,MLT'3K"I

Stt = Phaseviscosity, ML-iT-1
[_] = In.sic polymerviscosity

_tw = Waterviscosity, MI.,'IT"1

pC = vensi of component ¢, I,,4L-3

P_ct - Densityof component1cin phase t, ML-3

P_R = Referencedensityof componentIc,ML-3

Pt = Densityof phase t, ML"3

Ps ffi Density of rock, ML"3
= Porosity

_R ffi Porosity atreferencepressure

cp = Flux limiterfunction
(Pb = Upperboundof TVD flux limiterfunction
• ffi Potential,ML-IT-2

Subscripts and Superscripts

a = Accumulationtermindex
a, w = Aqueousphaseindex
avg = Arithmetic
d = Dendriticfraction
f = Flowingfraction
i, j, k = Spatialindexes in thex, y, andz directions
k = Componentindex
_. = Phase index
L = Longitudinal
n = Timestepindex
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o = Oleic phase
q = Source or sink term index
r = Residual, or relative property
t ,_ Transportterm index
T = Transverse
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Table 1. _ flux and its derivatives

TVD Flux

fl+l/2 ffifl+(Pi(ri)Sxfl.l

(Pt(rl)= alrl+bl

r! = fixft/Sxfi+l

Derivatives of TVD Flux

Bfl+l/2 -(q)r)l

_ft+i/2
= l-q_,+(l+r_(q_),

_fi+l_.._._ffi¢pi-ri(_)i
o_f|+l

Flux.Llmiter Functions and Their Derivatives

Scheme ri (Pi (_)i

Without TVD (-oo, +oo) airl+bi ai

With TVD (-_, 0) 0 0
(0, bi/(l-ai)) ri 1
(bt/(1-ai), (1-bi)/ai) airi+bi ai

((l-bi)/ai, +co) 1 0

Van Leer (-oo, +oo) 2ri/(airi+bi) 2bi/(airi+bi)2
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Table 1. TVD flux and its derivatives (cont'd.)

Ceefficients in the Flux Limiter Functions and Their Derivatives

One-Point_ 0 0

Axi
Two-Point Ulmream 0

AXi.l +AXi

l.emued 1/6 1/3

Saad Axi 2_xi
3(_i-I+Ax0 3(Axi+Axi+l)

High_ _kx'tAXi+l Axi(2Axi+_J:i-l)

(AXi+AXi-l)(2_kXi+/_kXi-I+_J:i+l) (d_kXi+_Xi+l)(2_kXi'4"_IXi-I+_kXi+l)

Axi+t Axi.lVanLccr 1 + 1 +--
Axi Axi
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Table 2. Comparison of CPU time using direct anditemtive solvers

Ierative Solver Direct Solver
OMIN LU Decomposition

CPU Time (sec)
Solver 1961.2 3569.6
Total 2071.6 3653.6
Solver/Total (%) 94.6 97.7

IterativeSolver/Dixect Solver 0.567

i Ideal tracer flow in five-spot pattern
Peeler num_. 500
Number of gridblocks: 30x30
Courant number:.3.0
Pore volumes injected: 1.3
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Table 3. Comparison of timestepping algorithms

AlgoOm

Constant 1 2 3
T'nnestep

CPU (see) 2.5 17.2 2.2 1.9
Number of Successful Iterations 493 934 401 389
Number of Failed Iterations 0 2552 36 0
Total Number of Iterations 493 3486 437 389
Number of T'nnesteps 50 85 26 29
Average Number of Iterations

Per Tnnestep 9.9 41.0 15.4 13.4
Average Courant Numbers 0.5 0.29 0.96 0.86

Polymerflood in homogeneous five-spot pattern
Number of gridblocks: 5x5
Maximum Courant number:.3.0
Minimum Courant number. 0.01
Pore vohunes injected: 1.0
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Table 4. Base case input data for surfactant simulations

Dimensions of reservoir simulated 660 ftx 660 ft x 140 ft
Number of gfidblocks in the x, y, and z directions 11 x 11 x 5
Unifortn gridblock sizes 60 ft x 60 ft x 28 ft
Porosity 0.136
Arithmetic averageof the permeability 148.1 md
Reservoir depth 3,500 ft
Initial reservoir pressure 900 psia
Average initial water saturation 0.709
Initial salinity expressed in total equivalent anions 0.611 meq/ml
Initialdivalent ions concentration 0.1275 meq/ml
Residual watersaturation 0.14
Residual oil saturation 0.25

_t relative permeability of water 0.106
Endix_t relative permeabi!ity of oil 0.8
Exponent of the water relative permeability curve 2.1
Exponent of the oil relative permeability curve 1.7
Water viscosity 0.74 cp
Oil viscosity 7.78 cp
Waterspecific weight 0.433 psi/ft
Oil g3ecffic weight 0.3882 psi/ft
Suffactant specific weight 0.42 psi/ft
Longitudinal dispersivity 0.16 ft
Transverse di_ivity 0.04 ft
WeUbore radius 0.2 ft
Skin factor of injection well -1
Injection pressure 1,250 psia
Production pressure 250 psia
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Table 5. Base caseinjectionscheme

Initialconditions
Endof waterfloodcriterion 98% watercut
Anionconcentration 0.611 meq/ml
Divalentionconcentration 0.1275 _

Surfactan_t/polymerslug
Slug size 0.25 PV
Surfactantconcentration 0.025 volume fraction
PoAmllon.Yonmconcentrati°n 0.10 wt%

ncentration 0.611 meq/ml
Divalention concentration 0.1275 meq/ml

Polymerdriveslue
Slugsize - 0.5 PV
Polymerconcentration 0.10 wt%
Anionconcentration 0.611
Divalention concentration 0.1275 meq/ml

Chasewaterdrive
Anionconcentration 0.2 meq/ml
Divalentionconcentration 0.1275 meq/ml
Economiclimitof surfactantflood 99% watercut
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Table6. Statisticaldataforpermeabilityfieldrealizations

Realization Realization Realization Realization _tlon
#I #2 #3 #4 #5

(Basecase)
Dykstra-Parsons 0.8 0.8 0.8 0.8 0.8
coefficient

_tric average 50.55 50.55 50.5.; 50.55 50.55
(md)

Arithmeticaverage 181.8 i56 211.8 155.7 167.5
(md)

Minimum(rod) 0.289 0.289 0.272 0.816 O.136

Maximum(md) 4,358 2,444 13,923 3,107 6,218

X correlationlength 660 660 660 660 660
(ft)

Y correlationlength 660 660 660 660 660
(ft)

Z correlationlength 28 28 28 28 28
(ft)

38



3 . • - _ ..... .,.i , . ,, , L LI i 1, , r,,,

O0 I _omam "_"

• emo ee

em ee

• a,e _a

e> : o ° (4, 2|..-_"

S ° _'_ .....__.....------'''--"

I //o -- --Ono-Po_ Upmuu.(,p=O)/ .-'F f O
|*" ,* • • .... Two..PointUpluemt
] /_ o• ....... L',oa,,,,ard'aS,clw..,B
I I/0 --..TVl)Tldrd.On_Sclw_

/o -- - TVO V_ IAa',SL:I,_
E, • s • _ | - |0 11o , 17 , i , .......

0 1 2 3 4 $ 6

Ratio or Consecutive Gradients, r

Fig. 1 Fl_-l_iter functions_sponding to different_he_s.

• ,, r i,, i, ,,11,,11,111I ,,i ,
i i [i iiii ii

i o_eo_ u_ (%- o)e_ .... Two.Point Ul_Uuam

i' k ....... _n_
i ..--.. T_ _ SeJw_

---- -_ Vainl_r's_
i

....., ,m
i IO.4,,)

, -
\"\-,(,.,5.,) (,.0.,3)

, ! ! ! i m o _ml_ammm i gmmmlm_emmlqt_Im le m m i I I l• ! ml
e

(0.4,0.:33) . ._ . ---- J
e

....R | ,.... i ....... , i| -- '

0 1 2 ' 3 4 $ 6
g

Ratio of Consecutive Gradients, r

Fig. 2 Derivatives of flux-limiterfunctionscorrespondingto differentschemes.



• • •

• • • • •

...... fi ......... i i . • j iiii [ _ r l luii

• • •

, ....... J , , , , .....

Fig. 3 Gridpoints involved in the high-order finitc-diffcrcncc scheme.



m i

:::::: .o ... ..@o ooo ot
ooooooee oe eeo oo

eoOooeoeo oo ooe _
o@o@ooooo oo oooo
ooooooooo o@ o_oo oo oo

oooOooooooo oo ooo oo
oo@ooo@ooo@ Oo oooo oo
eeeeeeoeooo oo oooo ee ee

O@oooooo@oo o0o oo
ooooooooooooo oooo

@oo@ooooooo Oooo oo oo

oooooooo oo: oo
eooeoooe _oo eooooooooo ooo oo

ooo oooooo oo ooo oo
ooo eoeooo oe coo oo
0oo oo oooooo oo o0o oo oo

coo ooeoooeeo eo oeo eo
oooo ooooooooo oo oooo oo
oooo oo o990oo0o0 oo oooo o@ oo

ooo uoOoooooooo oo ooo oo
OOO0 O0000@O0000 O0 OO00 O@
oooo oo oooo@0@OoOo oo oooe go oo

oeo Ooooooooooo ooo oo

oooo oooooooo@oo ogo@ oo
oooo oo oooo@ooogoo oooo Qo oo

ooo o0oo0ooo ooo oo
oooo oooooOeo ooOo oo
oooo oo0ooooo oooo o@

oo ooo oooooo o@ ooo oo

oo oo: oooooo oo oge oooo oo oo @ooooo ol eoo oo oo

oo oo_ ooo@oooo@ oo ooo oo4o ooo ooooooooo oo oooo _o

oo oooo oo °:ooOooooooO oo ooo oo
oo _oooooo oo oooo oo oogoo
Oe OeO0 OOOlOgO@O00 ee o000 OO
oo 0ooo oo ooo@O0oQ@oo oo oo00 Oo oo

oo ooo 0o0oooooooo ooo oo
oo JoJo JOOOOOOOOOO OJOJ O0
oo 000@ O0 0000 OO o0

•".::...... ... !:oo 0oo o00ooo
oe oooo eoeeoooe eooe
eo oooo oeeoeoeo oooo

oo coo oooooo oo ooo
ee eoe eoooeo oe eeo
ee eel ee eeeeee ee eee ee

ee eee oeeeeeoee ee eee
ee eeoe eeeeeeeee ee eeee

ee @coo el o_@oooeo ee eeoc eo00 000 ooooeooo. 00 00,

" :::0. : .. ::0oo.ooo,..0 o0ooooo@ @ooOOO00 oo"Stoo coo oooeeoooe ooo

eo eeoo ooeoooeoooo eeo_
oo oooo eo ooo_oeeooe eoe oeee eeo eeeoee eoe

ee eeoc eeeeooee eeo
ee oeee OOoeooee eee

oo o@o oooooo oJ

oo oo: oooooo oooo oo oo
:: ... :.......OOOOOOOO oo

0000 000000000 O0
O0 0000 O0 000000000 O0

O0 00: 00000000000 O0Oe 000 00000000000 O0
O0 0@00 O0 00000000000 O0

O0 000 00000000000
O0 0000 O0000000QO0O0

0000 O0 00000000000

O0 00: 00000000
O0 :00 00000000
O0 O00 00000000

Fig. 4Matrix structure of simulating a two-dimensional, two-component
problemusing the fully impIlcitformulationandthehlgh-ordermethod
with5x5 gridblocks.



|o_ I .. , ..... -,_ , , ,, , ,, ,,,,,f,, __ _- i i .... ,rilll :-::-r ....... -- :.....

.... k =O.S

0.I "* •...... _ = l.O .................

---.-- 3,,= l.S
O.d,,.................................................................i

0.4

.I.,,,,.voh,,,,,_ o.s_u_ ot0_I_. 100

-0.: .................... .............................. _ ...........
0.( 0.2 0.4 0.6 0,8 1.0

Normalized DiJiln©e

Fig. 5 Simulation of one-dimensional miscible water_er flow using r_efully implicit
formulation andthe TVD high.order scheme wRhdifferent Courant numbs.

I 1

,.o .............. ._...........................1...._........_...i:.,l_:_;........................

1o., ...........................:,........::.......................................NI_= I0_...0.6 ........, ..............................................................................

CounmtNum_: t.O
Numberof Oridblocks:100 _'

p.O 0.2 0.4 0,6 0.8 1.0

Normallud Dlstince

of one-dimensional miscible water/tracerflow of different Pe,cletFig.6 Simulation '
numbers using the fully implicit formulation with the TVD high-order scheme.



0.| .......

------ _read Sdueen

Q

0i 4 _ltll_o_iotllotl,_tlili*ltBliiitt ,i_ot61!iIIilI!1t!11111ii1_tltlti! iiitdll.i_ol_ioiolO_*llo!l!!l_D tlt_lllilllt_l.llll_lltllo!!t UIIiI!I_III_QII*I_Itt_OOIil

Volun_ _ 0.2

Numbw .100

0.0 O.I 0.2 0.1 0.4 0.$

Normallud Distance

Fig. 7 Simulation_ults of one_nstonal waterfioodusingthefully _lictt
formulationwiththe_ high-orderscheme.

_ndL_ Numl_, _,TS .--.-- _ Sduean
Oddbio_: 100 ....... Nume_cal$olutlen

0.4

0.5 _.::,?, ........ .... ,....,,.?.!!,..,:..,.2;..;_:_,,?,,.................... .... ,,. ............ ..........

0.0 0.2 0.4 0.6 0.8 1.0

Normalized Distinct

Fig. 8 Simulationresultsillustratingthecapillaryendeffect(S*=0.65) using the fully
implicitformulationwiththeTVD high-orderscheme,



leo ......... .... T'" _ _7--- IF ilirl u ......... T.... _ ..... I irlil -- -- I__ _LI T J.J__

[ .........."......1......so...... /

1° mo'll o * **'° II o's* s

0.9 .........;';'_"",,_i.........................................................

| ....... s,, ... "-'......."_,.,...

I ....... :;:;:_bq, *le Qe*ee* i ,

i l
Qee_Q_ lIQi,

', o

0 8 t,.,,ll""-.. •..
PeruYolun_ _ I.© ........

0.'# ....................................................................... '_--i.r;;.,................................ .41i,,,

ee*D *,1, l, , _• *w *_.,.t................ . i;.;,::.::--:-....0,6 ..............._ Ani!yllii _ lllpolmn midlaw Nunl,_ I '" """
....... Numirkildtll_ Nu'nll ofOrkJbloekj:t00 ',

i1 f /0,........... _................_......j __
O.q 0,2 0.4 0.6 0.8 1.0

Normalized Distance

Fig. 9 Simulationresultsillustrating the capi]uuTendeffect (S*,,43.5)usingthefully
implicit formulationwith I_le_/D high-orderscheme.

,2 _- ........ ........ _:-: _ iHi _ -- _ __:--" _ : : - ::1_;_; -.- __ i _ i_ ill ..__f

i Anlltltetil Soiudoll1.0_..................................................................................................................i, Nunwillil Solution...............

" bi_ .. -- | ....! • i ..........,

0
; ,

o.,t............................................._._._ _..'.:_.:.".......... __ ........

o,..........................................................................................................................t!
Pot, Volmu I_: 0.S i i

_rimi NUm_ 0.5

NumberofOridblookJ:100 t :'
o.2................................I................................................."...................................

o.o__.......... . ..... , ........................__ __ .......
0.1 0.2 0.4 0.6 i.8 .0

, 'Normalized Distance

Fig.10 Profiles obtained simulating Holing's one-dimensional polymerflood problem
using the fully implicit formulation with theTVD high-order scheme.



t
BbJI9h_ 0.O2PV _.

N_n_t d _h_lb_: 30_0 ....... Nmt_cal _m
0.1_ ....................................................................................................................................................

O.OS........................................................

"" • mQ QQ_Q_ e0

0.0 0.$ 1.0 I.$

Por0 Volumes Injected

Fig. 11 Simulation results of ideal u'acerflow in a homogeneous five-spot patternusing
the fully implicit formulation with the _ high-orderscheme.

0.0_0

, -.---.l_un_lr,nu_ll4_t_._o,,

D

oQ

iiiiiiiiiiiiiiiiii...................................................................................................._ _Its e..s ,s ,.i,.,o e ° "q' " I '_* _ q"° m''_ q'mq"P ° _,_

°_e°l' I e*m_,.o oo Q.oo e,,v, e. e _

0.00_ ...................................................................................................
Ill -- -- I I Jill

PoreVolumosl_ed" 0.5,_ Numbs.I00,NumbK otCla_dbloa_ 100

0.00(3.........

1,0 1.2 !.4 1.6 1.8 2.0

,Computation Time (CPU sec)

Fig. 12 Computational efficiency Of simulating one-dimensional miscible water/tracerflow
using the 'IND high-orderscheme.



0.04_

0.02......................................._...........................................................

...,"
/

0.0| ........ o_ .............................................. __. _,_.......a,l.,...._, .......................................................

/
_ Vd_ I_: 0.5
Peo_Numb_ fO0 .
Numberd Oddblou_:100

0.00..... --. .....
0.0 i.0 2.0 3.0

Courant Number

Fig. 13 _ of simulatingone-din_nsionalmisciblewat_r/m_erflow using the TVD
high-orderschema atdiff_nt Commitnumbers.

I, _L-_ i .... ,,i ......

¢ _ ' ¢ ' t t * ' e . e o t

i, " ''' . ,. . , , . , , , .
t t ¢ ¢ e e s o t . o e

, , , , . , :. . : ....... _.0.1,_ I=ormul.¢to.
.J e qlLs-o o t t e e e • t .

o.,t., x. , ,. , ,. , , .... _.S,_J_m,.,.,
o ¢ e t o t ¢ t Q e

e o * ¢ I_._ e e • * o

I .... ' ' :*"_%_. ' ' , --.-- - - _,.0.L PullylmpildtFmmuladtm

o., :: :: ::
• I o ' o e -_' o . e •

. o o . o o e o o q_*qqn_ _ ¢ ¢ e . e t

os # o e e o ¢ * ¢ "q'lJqkqtJ'dt e e J t e •
¢. o , t ¢ ¢ e o s o e ¢

, .. ,. . .. , . ,_.__ , , ' .e t o e • ¢_P_ . •

• e _ e o • e e ¢r • o e •0.4 , ., ,, , , , , , . _ . . ,
e e s e t t o o o - " "_t i "

Pore Volumes_ 0.2 , . ' e.t o ,
Numberof GHd_louks:100• ' . : It ' '

• i e t $ "_k o o0.2 ' , o ' ' , , ' ,'_
t0 i o • l e oee'_l e i
oe ¢ e J • • t • _l t o

o e I o • t o o # _ t e
t i I I l o t t _F_ i

so t o • o * k l

_e t i o o • o e o • o

s t to • e o o l o ¢ e i
lli_ • so e i i • e

0.( O.1 0.2 0._ 0.4 0.5

Normnllsed Distance

Fig. 14 Effect of Courantnumber on simulatinga one-dimensionalwatcrfloodusing the
TVD high-orderscheme.



I. i !i

u o sI • " _ :" _'_"_" ! woR _.:------_._ w._c_ _ ....

I ,11_ __._-f i __.
/L_ __._

gi !... ./_
" ! :O.!

NAIL _ : _'_ : l I_ q, :

-I-........_=_ --7--_ _=,.o..............
8 " _ ! i

} • : !:I _gf_
g °T--- . . . _.

O.

0.0 0.2 0.4 0.6 0.8 !.0

Pore Volumes /njected

Fig. 15 Effectof Courantnumberon simulatinga tw_onal watcrfloodusing the
IMPESformulationwiththeTVD high-orderscheme.

° o..................i............._..................":...................-_............................

.I ,
.......................................................:,..................:.,o.................o ..............................N_ d_ ,o,m...........

O.OL.¢.... t....

0.0 0.2 0.4 0.6 0.8 1.0

o Pore Volumes Injected

Fig. 16 Effectof Courantnumberon simulatinga two-dimensionalwaterfloodusing the
fully implicitformulationwith the TVD high-orderscheme.



o i

- l.O_._;':'_',°_"_:_'-_4_....-_'_%-:'_,_-_-"_-'_ _'-'-'_,_'%_._."-....................................................

0
U
,_ 0.8 ' * _..........L..........."................................................_*-.-..-........................._.................•............_.................e.., .,r

|
• u !

a •

: P_ Cunce,un,tm • : WaterSaturation
,__ 0.6 ................................_................................._................g..............._............;.................!.................................
o : : "

0 i : ,

! ' •,
0.4................................_................................•..............._...............;.............._,................_................................= ; _ : i

r_ Coum_ Number:. 0.5 _ : _ " ....
_- Number d_locks: 100 _ : _ i
-_ o.: ..........._ _u_y_c_S_u_x_............ ................................i................................_..............".....

N.merkal Soi.fion; J • ,. . _ .......

0.0 , i i ".__, ; ;

0.0 0.2 0.4 0.6 0.8 L.O

Normalized Distance

Fig. 17 Prof'des of simulating Holing's one-dimensional pol_ne_ood problem using the
IMPES formulation with the TVD high-orderscheme.

1.0

_ o.s...............---"_i M_od ........i !i_................................_..........

_'_ 0.6

ii iiiiiiiiiiiiiiiiiiiiiii_ 0.4......................._,R.=_........... :............................i.................................
_g. 'i _ _1; -__-

.........................'......................... # I ................................".................................

0._ _ i i

0.0 0.2 0.4 0.6 0.8 1.0

Pore Volumes Injected
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Fig. 19 Simulation results of a two-dimensional polymcrflood in a homogeneous five-spot
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Fig. 20 Simulation results of a two-dimensional polymcrflood in a homogeneous five-spot
pattern using the IMPES formulation with the TVD high-order scheme.
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Fig. 22 Simulation results of a two-dimensional polymerflood in a heterogeneous five-spot
pattern using the fully implicit formulation with the TVD high-orderscheme.
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Fig. 28 Simulation results of a two-dimensional polymerflood in a heterogeneous five-spot
pattern using the fully implicit formulation.
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