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Introduction

The mission of the Engineering Research, De-
velopment, and Technology Program at Lawrence
Livermore National Laboratory (LLNL) is to de-
velop the technical staff and the technology need-
ed to support current and future LLNL programs.
To accomplish this mission, the Engineer-
ing Research, Development, and Technol-
ogy Program has two important goals: (1)
to identify key technologies and (2) to con-
duct high-quality work to enhance our ca-
pabilities in these key technologies.

Tohelp focus our efforts, we identify tech-
nology thirustarens and select technical leaders
for each area. The thrust areas are integrated
engineering activities and, rather than being
based on individual disciplines, they are
staffed by personnel from Electronics Engi-
neering, Mechanical Engineering, and other
LLNL organizations, as appropriate.

The thrust area leaders are accountable to me
for the quality and progress of their activities, but
they have sufficient latitude to manage the re-
sources allocated to them. They are expected to
establish strong links to LLNL program leaders

and to industry; to use outside and inside experts
to review the quality and direction of the work; to
use university contacts to supplement and com-
plement their efforts; and to be certain that we are
not duplicating the work of others. The thrust area
leader is also responsible for carrying out the work
that follows from the Engineering Research, De-
velopment, and Technology Program so that the
results can be applied as early as possible to the
needs of LLNL programs.

This annual report, organized by thrust area,
describes activities conducted within the Program
for the fiscal year 1992. Its intent is to provide
timely summaries of objectives, theories, methods,
and results. The nine thrust areas for this fiscal
year are: Computational Electronics and Electro-
magnetics; Computational Mechanics; Diagnos-
tics and Microelectronics; Emerging Technologies;
Fabrication Technology; Materials Science and En-
gineering; Microwave and Pulsed Power; Nonde-
structive Evaluation; and Remote Sensing and
Imaging, and Signal Engineering.

Readers desiring more information are encour-
aged to contact the individual thrust area leaders
or authors.

Roger W. Werne
Associate Director for Engineering
and Technology Transfer
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Computational Electronics
and Electromaghetics

The Computational Electronics and Electromag-
netics thrust area is a focal point for computer
_aodeling activities in electronics and electromag-
netics in the Electronics Engineering Department
of Lawrence Livermore National Laboratory
(LLNL). Traditionally, we have focused our
efforts in technical areas of importance to
existing and developing LLNL programs,
and this continues to form the basis for
much of o rresearch. A relatively new and
increasingly important emphasis for the
thrust area is the formation of partnerships
with industry and the application of our
simulation technology and expertise to the
solution of problems faced by industry.

The activities of the thrust area fall into
three broad categories: (1) the develop-
ment of theoretical and computational mod-
els of electronic and electromagnetic phenomena,
(2) the development of useful and robust software
tools based on these models, and (3) the applica-
tion of these tools to programmatic and industrial
problems. In FY-92, we worked on projects inall of
the areas outlined above. The object of our work
on numerical electromagnetic algorithms contin-
ues to be the improvement of time-domain algo-
rithms for electromagnetic simulation «.

unstructured conforming grids. The thrust area is
also investigating various technologies for con-
forming-grid mesh generation to simplify the ap-
plication of our advanced field solvers to design
problems involving complicated geometries. We
are developing a major code suite based on the
three-dimensional (3-D), conforming-grid,
time-domain code DSI3D. We continue to main-
tain and distribute the 3-D, finite-difference time-
domain (FDTD) code TSAR, which is installed at
several dozen university, government, and indus-
try sites. Also, during this past year we have begun
to distribute our two-dimensional FDTD accelera-
tor modeling code AMOS, and it is presently being
used at several universities and Department of
Energy accelerator laboratories. Our principal ap-
plications during FY-92 were accelerator compo-
nents, microwave tubes, photonics, and the
evaluation of electromagnetic interference effects
in commercial aircraft.

Included in this report are several artcles that
discuss some of our activities in more detail. The
topical areas covered in these articles include com-
putational integrated photonics, the application of
massively parallel computers to time-domain mod-
eling, analysis of pulse propagation through con-
crete for bridge inspection, accelerator component
modeling, and the development of tools for semi-
conductor bandgap calculations.

John F. DeFord
Thrust Area Leader
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Parallel Computers and Three-
Dimensional Computational
Electromaghnetics

Niel K. Madsen
Engineering Research Division
Electronics Engineering

We have continued to make progress in our ability to use massively parallel processing
(MPP) computers to solve large, computational, electromagnetics problems. In FY-92, our
primary emphasis has been to produce a message-passing version of the preprocessor, PREDSI3D.
In addition, the execution module DSI3D has been ported to other parallel machines: the BBN
Butterfly, the Thinking Machines CM-5, and the Kendall Square KSR-1 machine. Our DSI3D
algorithm and code, together with the ever more capable MPP computers, give us a unique
opportunity for significant new contributions to three-dimensional electromagnetic modeling.
Two recent applications of DSI3D are presented: (1) full-wave analyses of very-high-frequency
optical signals propagating in a weakly guided optical fiber cable; and (2) study of the behavior

of whispering-gallery-mode microdisk lasers.

introduction

The solution of physical problems whose be-
havior is governed by Maxwell’s equations has
been of considerable interest for many years. The
propagation of electromagnetic (EM) signals, such
as microwaves for communication or radar pulses
for the detection of aircraft, are two examples of
such problems that have been studied over long
periods of time. More recently, other areas such as
the design of integrated photonics devices; the
design and analysis of electronic interconnects for
integrated circuits; and the full-wave analysis of
microdisk or thumbtack lasers have been studied
by numerically solving Maxwell’s equations.

The computational tasks for accurately model-
ing three-dimensional (3-D) problems that are elec-
tromagnetically large are very challenging. Two
limitations that have been real impediments to the
successful solution for these problems are (1) the
lack of good, numerical EM algorithms for dealing
with problems with complicated, irregular, and
nonorthogonal geometries; and (2) the speed and
capacity of even the largest and fastest supercom-
puters.

Present-day supercomputers, such as the Cray-
YMP, limit full-wave finite ditference or finite vol-

Engineering Research Deveiopment anag Technolog,e %

ume Maxwell’s solutions to computational vol-
umes smaller than about 10#A3, where A is the
wavelength of the EM radiation of interest. For a
radar cross-section (RCS) calculation, this limits
one to the analysis of scattering from only a small
portion of an aircraft fuselage at the upper end of
the low-frequency regime, thus neglecting the in-
tra-structure coupling effects that can be impor-
tant under some conditions. The calculation of the
RCS of a complete aircraft, which may be of size
100 A in each of three dimensions, may require as
many as 10V grid or mesh elements. Problems of
this extremely large size clearly will require com-
puters with capabilities that are far beyond those
of current supercomputers.

New massively parallel processing (MPP) com-
puters have emerged as the most attractive ap-
proach for increasing our computing capabilities
to the levels required by large, 3-D, EM simula-
tions. Though still evolving rapidly and not as yet
completely viable as production computers, they
have demonstrated computational speeds that can
no longer be ignored.

With their very distributed nature (memory
and CPU’s) and lack of sophisticated software
development tools, MPP computers present new
computing challenges in and of themselves. Large

Thrust Area Report F¥92
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Figure 1. A two-
dimensional slice of
the 3-D nonorthogo-
nal and unstructured
grid used to solve

an electronic inter-
connect problem
with three stripline
conductors.

Figure 2. A two-
dimensional slice
showing the auto-
matic partitioning
produced by the re-
cursive spectral bl-
section method for
partitioning the elec-
tronic interconnect
problem.

1-2
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simulation problems must be broken into smaller
subpieces that can be handled by the individual
processors. As a result of this decomposition, data
must be efficiently communicated among the pro-
cessors as required by the numerical algorithm. In
the next section, we will describe a new technique
that can automatically decompose a problem into
smaller subpieces, and also seems to be effective at
minimizing the amount of required communica-
tion. We will also discuss the performance of our
new parallel EM software on one of these newer
parallel computers.

Finally, we will show some sample results for
two optical applications problems and conclude
by indicating our future development directions
and thoughts.

Progress

With our development over the past several
years of the new discrete surface integral (DSI)
methods,! the first of the two modeling limitations
listed above has been completely overcome, ie.,
our new algorithm (implemented in the code
DSI3D) has proven to be robust, reliable, and accu-
rate in solving EM problems with complicated
and irregular geometries,

The second limitation has been the primary
subject of our work for the past tvo years. Previ-
ously, we produced and tested a parallel version
of the DSI3D execution module that performs quite
efficiently on distributed-memory parallel com-
puters such as the Intel iPSC /860.

Parallel Computation Issues

Recognizing the ultimate physics limitations of
trying to speed up traditional serial processing
computers, computer manufacturers have begun
to design and build MPP computers with hun-
dreds and even thousands of independent proces-
sors. These processors are capable of performing
hundreds or thousands of arithmetic computa-
tions at the same time.

Typically, these MPP computers are distribut-
ed-memory computers, i.e,, they have very large
total amounts of memory, but each processor has
rapid direct access to only a small subset of the
total memory. For a processor to obtain access to
data not residing in its own memory, some form of
communication or message passing among pro-
cessors is required. This distribution of memory
presents new complexities when one desires to
solve very large problems. Ultimately, the com-
puter’s operating system, compilers, and other
software tools will automatically take care of these
additional complexities. At present, however, all
of these software tools are in a state of infancy, and
sosolving very large EM problems remains a chal-
lenging task.

The efficient partitioning or distribution of the
computational tasks and data across the comput-
er's memory and processors is an area of high
interest. A good partitioning of a problem among
multiple processors should satisfy at least two
criteria: (1) the partitioning of a problem should
produce subpieces of approximately equal size;
and (2) the boundaries between the pieces should
be as small as possible. The first requirement is

Engineecring Research Development and Technology
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imposed to make sure that each processor has
about the same amount of computational work to
perform; the second requirement is set to try to
minimize the amount of inter-processor data com-
munication.

For problems with a regular structure, it is often
the case that an efficient partitioning of the prob-
lem is visually obvious. However, for unstruc-
tured grids with little predictable structure, a good
partitioning is rarely obvious and can present a
formidable problem. Last year, we reported our
initial experience with a very promising new ap-
proach. Others? have recently developed a ‘recur-
sive spectral bisection’ method that seems to meet
both of the above criteria. It is based upon the
construction of the Laplacian matrix of the depen-
dency graph of the algorithm being used. A de-
pendency graph is produced by linking together
variables that depend upon each other, through
the underlying solution algorithm (in our case the
DSI3Dalgorithm). The partitioning is accomplished
by finding the second eigenvalue of the Laplacian
matrix and an associated eigenvector, which is
referred to as the ‘Fiedler vector. The median
value of the entries of the Fiedle.. vector iscomput-
ed, and variables that are associated with Fiedler
vector entries that are greater than the median
value form one picce of the partition, and those
less than the median value form the other partition
piece. This process can then be applied recursively
to partition the entire problem into the desired
number of pieces, which must be an integral pow-
erof 2.

We have further tested this new, recursive, spec-
tral bisection technique and have found it to be
quite effective at meeting the desired criteria for a
good partitioning, even for very large problems.
Figure 1 shows a two-dimensional cross-section
of a 3-D, unstructured interconnect grid; Fig. 2
shows the automatically derived partitioning of
this grid cross section into 16 colored subpieces
(shades of gray in this rendition).

In addition to the partitioning of an EM prob-
lem for MPP solution, there is also the difficulty of
producing a version of the unstructured grid code,
DSI3D, that runs efficiently on a MPP computer.
The primary challenge is to design and implement
the passing of data among processors, so that it
consumes a small amount of time compared with
the time required for computing the solution com-
ponents. The DSI3D code is really separated into
two subpieces: a preprocessing piece, PREDSI3D,
which takes the primary grid and the DS} algo-
rithm and derives a dependency graph and up-
date coefficients; and an execution piece, DSI3D,

tngineering Research Development and lechnology <
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Figure 3. Parallel
performance of
DSI3D for waveguide
problems of three dif-
ferent sizes, using
various numbers of
processors on the in-
tel iPSC/860.
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which repeatedly uses the dependency graph and
coefficients to update the field components in a
time-marching manner.

In FY-91, we completed the implementation of
message-passing versions of DSI3D for the Intel
iPSC/860 parallel computer. In FY-92, our prima-
ry emphasis has been to produce a message-pass-
ing version of the preprocessor, PREDSI3D. In
addition, the execution module DSI3D has been
ported to other parallel machines: the BBN Butter-
fly, the Thinking Machines CM-5, and the Kendall
Square KSR-1 machine. Generally, we have found
that if the problem is sufficiently large, there is
considerable benefit to using parallel computers.
For smaller problems, it is more efficient to use
conventional serial-processing computers. Figure 3
shows the performance of DSI3D for waveguide
propagation problems of three different sizes, us-
ing varying numbers of processors on the Intel
iPSC/860 parallel computer. Figure 4 shows the

Thrust Area Report FY92 i-

Figure 4. Parallel
performance of
PREDSI3D for
waveguide problems
of three different siz-
es, using various
numbers of proces-
sors on the intel
IPSC/860.
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Figure 5. Schemat-
ic for a weakly guid-
ed fiber optical cable
with an offset end-
cleave.
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performance of PREDSI3D for o similar set of
problems. It is clear from these figures that larger
problems run uniformly more efficiently than do
smaller problems. The preprocessor, PREDSI3D,
in general runs less efficiently than the execution
module, because it requires considerably more
interprocessor communication. However, itis run
only once tor a particular problem, whereas the
exccution module may be run repeatedly for the
same problem.

Selected Applications

The overall purpose of our work using MPP
computers is to be able to casily solve problems
that heretofore have not been solvable on conven-
tional serial-processing, computers. While the ex-
isting MPP computers are not quite at that level of
capability, the next generation will be, and we are
now ready to address this type of problem.

One area of new interest to us has been the use
of DSI3D to pertorm full-wave analyses of very-

Figure 6. Two-dimensional planar cut in the center of a fi-
ber optical cable with a centered end-cleave, showing the
reflected pulse field fringes.

Figure 7. Two-dimensional planar cut in the center of a fi-
ber optical cable with an offset end-cleave, showing the re-
flecte d pulse field fringes.

Fopmneovring Research Develonment

z
Y\l/x

Figure 8. DSI3D grid used to mocal the behavior of the mi-
crodisk laser and pedestal.

high-frequency optical signals propagating in
weakly guided optical fiber cables. In splicing
optical fibers, itis desired to cleave (or cut) them in
a manner so that the cleave is tent-shaped and
centered with respect to the fiber core (see Fig, 5).
Due to their small size, it is not always easy to
determine if the cleave is appropriately centered.
One idea for determining if the proper centering
exists is to launch optical signals in the fiber cable
toward the cleave, and then to analyze the signal
reflected from the cleaved end back down the
cable. If the cleave is centered, most of the reflected
energy should remain in the cable core in the
fundamental mode. If the cleave is offset signifi-
cantly, much of the reflected energy will be reflect-
ed out of the cable’s core. DSI3D is well suited for
studying this type of problem. The cleave intersec-
tion with the cylindrical fiber is easily handled
using the unstructured and nonorthogonal grid
features of DSI3D. Figures 6 and 7 show the na-
ture of the reflected pulses for a centered cleave
and an offset cleave, respectively. The differences
between the two reflected signals are obvious.
Another new interesting application has been
the use of DSI3D to study the behavior of whisper-
ing-gallery-mode microdisk lasers.® These novel
devices have potential for the integrability and
low-poweroperation required for large-scale pho-
tonic circuits. The disks are formed using selective
etching techniques in a Inl’/InGaAsP system to
achieve 3- to 10um-dia disks as thin as 500 A
suspended in air or SiO2 on an InP’ pedestal. Opti-
cal confinement within the thin disk plane results
ina microresonator with potential for single-mode,
ultra-low threshold lasers. Figure 8 shows the

and Technaotoey
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Figure 9. Field plot showing the M = 8 mode for the micro-
disk laser and pedestal.

DSI3D grid for the disk and pedestal. The grid for
the surrounding medium is not shown. Figure 9
shows the excited M =8 mode for the disk and
pedestal. Figure 10 shows the structure of the radi-
ated fields in the plane of the disk.

Future Work

Our DSI3D algorithm and code, together with
the ever-more-capable MPP computers, give us a
unique opportunity for significant new contribu-
tions to 3-D EM modeling. We now have the flexi-
bility and capability tosolve problems of asize and
detail that were previously unimaginable. We in-
tend to address to a much greater extent some of
the areas of application mentioned above. In addi-
tion, we plan to add a charged-particle capability
to DSI3D, so that these new capabilities will be
available to the plasma physics community.

Enginecring Research Devetopment and Technology

We have attracted the interest of several indus-
trial partners, and Cooperative Research and De-
velopment Agreement efforts are underway with
these partners to develop specialized versions of
DSI3D for use in RCS analysis and for gyrotron
design.

1. N.K. Madsen, Divergence Preserving Discrete Sur-
face Integral Methods for Maxwell’s Curl Equations
Using Non-Orthogonal Unstructured Grids, Lawrence
Livermore National Laboratory, Livermore, Cali-
fornia, UCRL-JC-109787 (1992).

)

H.D. Simon, Computing Systens in Engineering 2
(2/3), 135(1991).

3. S McCall, A. Levi, R.Slusher, S. Pearton, and
R. Logan, Appl. Phys. Lett. 60 (3), 289 (1992).
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Figure 10. Fleld plot
showing the radlated
flelds from the micro-
disk laser and pedes-
tal structure. Plot
shows fields in the
center plane of the
microdisk exterior to
the disk.
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Computational imtegrated Photonics

Raymond J. Hawkins and
Jeffrey S. Kallman
Engineering Research Division
Electronics Engineering

Richard W. Ziolkowski
Department of Electrical and
Computer Engineering
University of Arizona
Tucson, Arizona

We have continued our innovative work in computational integrated optics, a field impor-
tant both to programs at Lawrence Livermore National Laboratory (LLNL) and to industry.
Integrated optical device design has been our primary research topic. The results of this project
have been applied to device design at LLNL, at Bellcore in Red Bank, New Jersey, and at
Hughes. A second leading project, device design code integration and graphical user interface
development, has aiso proved to be of great significance, with our simulation results proving to

be of interest to a number of companies.

Introduction

Computational integrated photonics (CIP) is
the area of computational physics that studies the
propagation of light in optical fibers and in inte-
grated optical circuits (the photonics equivalent of
electronic circuits). The purpose of integrated pho-
tonics simulation is to develop the computational
tools that will support the design of photonic and
optoelectronic integrated devices. These devices
will form the basis of all future high-speed and
high-bandwidth information-processing systems
and are key to the future industrial competitive-
ness of the U.S. CIP has, in general, two thrusts:
(1) to develop predictive models of photonic de-
vice behavior that can be used reliably to enhance
significantly the speed with which designs are
optimized for applications, and (2) to further our
ability to describe the linear and nonlinear pro-
cesses that occur and can be exploited in real pho-
tonic devices.

Our efforts in FY-92 have been focused in three
general areas: (1) pseudospectral optical propaga-
tion codes; (2) linear finite-difference time-domain
(FDTD) codes; and (3) nonlinear FDTD codes. This
year we have focused on both the development of
codes of interest to the integrated optics communi-
ty, and on packaging these codes in a user-friendly
manner, so that they can be used by other re-
searchers in both academic and industrial labora-
tories. We have developed two new design codes,
BEEMER and TSARLITE, with graphical user in-

Engineering Research Development and Technology % Thrust Area Report FY92

terface (GUI), and have made significant advances
in nonlinear FDTD.

As FTDT becomes increasingly popular for the
study of integrated optical systems, the need to
include material dispersion and nonlinear effects
has forced us to examine these issues. We found a
particularly convenient way of including linear
material dispersion in FDTD calculations, and have
funded studies in the inclusion of material nonlin-
earities in FDTD calculations.

Progress

Our work in integrated optical device design
continues to give us our leading role in the design
of integrated optical components both for Law-
rence Livermore National Laboratory programs
and for U.S. industry. This research is of particular
interest, since we have predictive codes that signif-
icantly reduce the time required to bring a device
from concept to prototype.

Our work with the pseudospectral optical prop-
agation code, called the beam propagation meth-
od (BPM), has addressed the issue of understanding
optical field evoluticn in multilayer, integrated
guided-wave detector structures. This work, which
previously led to the development of extremely
short integrated waveguide/photodiodes with
high quantum efficiency, has now resulted in the
development of the polarization diversity detector
shown in Fig. 1 and the coherent receiver shown
in Fig. 2.2

1-
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TE photocurreﬁt
~ TM photocurrent

P+InGaAsP
I-InGaAs
n+-InGaAsP

InP:Fe
InGaAsP:Fe
InP:Fe
InGaAsP:Fe
InP:Fe

Figure 1. The Bellcore polarization-diversity photodetector that produces two pho-
tocurrent outputs proportional to guide-input intensities in each of two orthogonal
polarization states. Our device is significantly (a factor of 5 to 20) smaller than previ-
ous monolithic realizations of this circuit.

1-8
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We were also able to help researchers at
Hughes understand the operation of their photode-
tectors, since they were based on a very similar de-
sign. Our work with Bellcore was selected as an
example of leading work in optical interconnections.

For several vears, BPM has been the method of
choice for computational physicists studving inte-
grated optical waveguide/device behavior. Un-
fortunately, the special methods underlying the
BPPM that made it so efficient also made it difficult
for many to code from scratch. Distribution of
source code was found, empirically, to be an un-
satistactory alternative, since most codes are writ-

ten by and for computational physicists. Conse-
quently, the BPM was often admired from afar by
those who would best benefit from a hands-on
capability.

To fill the void, we wrote BEEMER, a BPM code
with a GUI that allows construction of a device
layout, simulation, and optimization, all within
the same window structure. Tho designer canspec-
ity a variety of material parameters including gain,
loss, and Kerr nonlinearity. Thus, this tool can
casily handle design problems from lincar photo-
detectors to all-optical soliton-based switches.
BEEMER is written in C and has been compiled
successtully on a number of workstations, includ-
ing SUN, IBM, DEC, and SGL. An illustration of the
type of problem that BEEMER can handle is shown
in Fig. 3. The manual for BEEMER guides the user
through a number of examples drawn from vari-
ous areas in optics, to acquaint the user with the
program. BEEMER and the manual have been
released for distribution oatside of LLNL, and we
have installed BEEMER at both academic and in-
dustrial sites.

To meet the needs of a variety of photonics
device designs, we have continued our develop-
ment of FDTD as a tool for integrated optical
device simulation, extending our previous exper-
tise in pseudospectral-code-based device simula-
tion. Our FDTD work has provided information
on a variety of devices that could not be modeled
by any existing codes. For example, we have dem-
onstrated the ability to model diffraction gratings
and facet reflections. The FDTD treatment of elec-
tromagnetic pulse propagation holds much prom-

detectors,
290 um- -

Local
oscillator
Optical

signal

Polarization diversity

Figure 2. The Belicore ultracompact, balanced, polarization diversity photodetector. The two detectors corresponding to
each polarization state are interconnected for on-chip photocurrent subtraction, which is essential for broadband, balanced

operation without microwave hybrids.
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ise for the complete numerical description of inte-
grated optical device behavior, where reflections
and/or coherent effects are important. The recent
application of FDTD to problems in integrated
opticst36 has indicated that electronic dispersion
must be included to treat realistically the broad-
band behavior of integrated optical devices. The
inclusion of muterial dispersion (electronic or mag-
netic) in FDTD calculations has istorically been quite
limited. The first formulation ot broadband disper-
sion in FDTD was presented in a pioneering paper?
that demonstrated that if the electronic susceptibility
was expanded as a series of exponentials, the treat-
ment of dispersion could be reduced to a recursive
update. The incorporation of this update, however,
requires a substantial rewriting of the standard elec-
tric-field update equations.

More recently, others®” demonstrated a differ-
ent formulation of the linear problem, explicitly
solving the equation of motion for the polarizabili-
ty using finite-differencing. This alternative for-
mulation has been extended!” to nonlinear optical
propagation. In our work, we have exploited a
simple causality argument that enabled us to write
dispersion as a simple, recursive, additive term in
the common electric-field update equations. This
is of particular interest, since it enabled the treat-
ment of dispersion in a large number of existing
FDTD design codes with minimal computational
modification.

While there has been a great increase in inte-
grated optical devices for which only a solution of
Maxwell’s curl equations will suffice, ease of use
has not been the hallmark of these codes. To meet
this need and to provide ease of user access, we
have written TSARLITE” a two-dimensional
FDTD code with a fully integrated GUL. [TSAR is

Figure 3. An all-optical switch based on spatial solitons. Light coming in from the
left is combined into a waveguide that is placed next to a nonlinear medium. If the
combined intensity is great enough (as shown), then the evanescent field in the non-
linear medium is strong enough to form a spatial soliton that splits off and is subse-
quently captured by the lower arm.

anestablished, three-dimensional (3-D), FDTD code
with limited GUlapplication.] TSARLITE has been
constructed with the integrated optics community
in mind, and thus has desirable features such as
the ability to launch spatially and temporally
shaped pulses, and our latest dispersion model.
Anexample of the type of problem that TSARLITE
can handle is shown in Fig. 4. Unlike BEEMER,
TSARLITE does not yethave amanualand has not
yet been released for use outside of LLNL. We
anticipate that this will happen in the coming year.

With the continuing and heightened interest in
nonlinear semiconductor and optically integrated

Figure 4. An optical crossbar element. Cn the left, the element is in transmit mode, but the degree of confinement of the
light in the waveguide leads to significant loss in the cross region. With the mirror in place (right), the light is coupled into
the waveguide, but the offset of the mirrar from an ideal position results in some scattering losses.

Fngineering Rescarch Development and Technoiopy % Thrust Area Report FY92 1-9
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devices, more accurate and realisticnumerical sim-
ulations of these devices and systems are in de-
mand. To date, most of the modeling of pulse
propagati »n in and scattering from nonlinear me-
dia has been accomplished with one-dimensional,
scalar models. These models have become quite
sophisticated; they have predicted and explained
many of the nonlinear as well as linear effects in
present devices and systems. Unfortunately, they
cannot be used to explain many observed phe-
nomena, and are probably not adequately model-
ing linear and nonlinear phenomena that could
lead to new effects and devices. Vector and higher
dimensional properties of Maxwell’s equations that
are not currently included either in existing scalar
models or in more detailed material models, may
significantly impact the scientific and engineering
results. Moreover, because they are limited to sim-
pler geometries, current modeling capabilities are
not adequate for linear/nonlinear optical-compo-
nent engineering design studies. The successful
development of general, linear, and nonlinear elec-
tromagnetic modeling capabilities will significant-
ly impact the concept and design stages associated
with novel linear and nonlinear phenomena and
the resulting optical components.

We have developed the first multi-dimension-
al, full-wave, vector solutions to Maxwell’s equa-
tions for problems describing the interaction of
ultra-short, pulsed beams with a nonlinear Kerr
material having a finite response time.!2 These
solutions have been obtained with a nonlinear
finite-difference time-domain (NL-FDTD) meth-
od developed by investigators at the University of
Arizona. This NL-FDTD method combines a non-
linear generalization of a standard, FDTD, full-
wave, vector, linear Maxwell’s equation solver,
with a currently used phenomenological time re-
laxation (Debye) model of a nonlinear Kerr materi-
al. In contrast to a number of recently reported
numerical solutions of the full-wave, vector, time-
independent Maxwell’s equations and of vector
paraxial equations, the FDTD approach is a time-
dependent analysis that accounts for the complete
time evolution of the system, with no envelope
approximations. Nonlinear, self-focusing numeri-
cal solutions in two space dimensions and time
that are obtained with this NL-FDTD method, as
well as related NL-FDTD results for normal and
oblique incidence, nonlinear interface problems,
have been investigated. Although these basic ge-
ometries are straightforward, the NL-FDTD ap-
proach can readily handle very complex, realistic
structures,

The chosen sample TE and TM nonlinear optics

problems highlight the differences between the
scalar and the vector approaches, and the effects
of the finite response time of the medium. The
NL-FDTD method is beginning to resolve several
very basic physics and engineering issues con-
cerning the behavior of the full electromagnetic
field during its interaction with a self-focusing
medium. In particular, using the NL-FDTD ap-
proach we have (1) shown the first back reflec-
tions from the nonlinear self-focus; (2) discovered
optical vortices formed in the trailing wakefield
behind the nonlinear self-focus; (3) identified that
the longitudinal field component plays a signifi-
cant role in limiting the self-focusing process;
(4) performed the first complete full-wave, vector
treatment of both the TM and TE models of an
optical diode (linear/nonlinear interface switch);
(5) characterized the performance of an optical
diode to single-cycle pulsed Gaussian beams, in-
cluding the appearance of a nonlinear Goos—
Hanchen effect, the stimulation of stable surface
modes, and the effects of a finite response time of
the Kerr material; (6) shown definitively that the
linear/nonlinear interface does not act like an
optical diode for a tightly focused, single-cycle
pulsed Gaussian beam; and (7) characterized the
performance of some basic linear/nonlinear slab
waveguides as optical threshold devices.

In all of these analyses, we have identified the
role of the longitudinal field component and the
resulting transverse power flows in the associated
scattering/ coupling processes.

Future Work

We will continue our efforts in the design of
novel integrated optical devices, both for LLNL
programs and for industry. It is our intention to
transter BEEMER and TSARLITE to industry. Qur
development of linear FDTD applications to inte-
grated optics will be extended to 3-D structures,
and our studies of NL-FDTD will continue in the
area of nonlinear waveguides and couplers.
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Analysis of High-AveragePower,
Millimeter-Wave Microwave
Components and Induction Linear
Accelerator Modules

Clifford C. Shang and
John F. DeFord
Engincering Research Division
Electronics Engineering

Malcolm Caplan
Magnetic Fusion Energy Program

In FY-92, we analyzed high-average-power, millimeter-wave microwave components in rf
systems for heating fusion plasmas and induction linear accelerator modules for heavy ion
fusion. The electrical properties of these structures were studied using time-dependent electro-
magnetic field codes and detailed material models.

We modeled gyrotron windows and gyrotron amplifier sever structures for transverse
clectric modes in the 100- to 150-GHz range, and computed the reflection and transmission
characteristics from the field data. Good agreement between frequency domain codes and
analytic results has been obtained for some simple geometries. We describe results for realistic
structures with lossy dielectrics and the implementation of microwave diagnostics.

For the modeling of induction accelerators (electron machines), understanding the coupling
of the beam to the cavity is of fundamental importance in estimating the effects of transverse
beam instabilities. Our accelerator modeling work focused on examining the beam-cavity
interaction impedances (impulse response of cavity) for subrelativistic beams in drivers for
heavy ion fusion, to better understand longitudinal (n =0, monopole) and transverse (n = 1,
quadrupole) beam instabilities. Results for simple segmented cell configurations show that the
pulse power system and induction cores are largely decoupled from wakefields.

Introduction

Robust algorithms tor the solution of Maxwell’s
equations in the time domain have been known
forsome time.!2Since 1966, specializations of these
algorithms to include more sophisticated bound-
ary conditions* and detailed material modelsso
have allowed the application of the basic numeri-
cal techniques to interesting problems. Further,
recent algorithm developments?™ tor Maxwell solv-
ers on conforming meshes now allow high geo-
metrical fidelity that may be required for a certain
class of problems.

Progress

In FY-92, we examined two sets of problems.
The first set involves high-average-power milli-

Fngineenng Research Development and Technology & Thrust Area Repart FY92

meter-wave (mmw) structures; the second involves
induction lincar accelerator cells. The principle
features in modeling the mmw structures are the
launching of modes, the modeling of lossy diclec-
trics, and the development of microwave diagnos-
tics. The fundamental aspects of modeling the
heavy-ion induction cells include implementing
realistic, magnetically dispersive material models
and computing subrelativistic wake potentials.”

Modeling mmw Components

The use of high-power microwaves to heat the
plasma in a magnetic fusion energy (MEE) reactor
at the clectron-cyclotron resonance can yield a
number of benefits, such as bulk-heating and
preionization of the plasma; reaction startup; and
instability suppression. The use of electron-cyelo-
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tron heating (ECH) in tokamak and stellerator
reactors has been studied in many signiticant MFE
experiments. including C-mod at the Massachu-
setts Institute of Technology and DIII-D at General
Atomics in the US,; Compass at Culham, En-
gland; T-10 at the Kurchatov Institute, Russia; and
the Heliotron at Nagoya, Japan.

Operating parameters of interest for ECH ap-
plications include frequencies in the 140- to
250-GHz range and output power in the vicinity of
1 MW per bottle.!? Currently, the fixed-frequency
mmw source available for use in the 1-MW range
is the gyrotron. Understarding the microwave
properties of high-average-power rf structures is
crucial to the design of gyrotron tubes and amplifi-
er devices. Dissipation of the rf (ohmic loss) and
excessive mode conversion are often limiting fac-
tors in the performance and robustness of the
overall device. These issues and others pertaining
to mmw devices can be investigated using time-
domain electromagnetic (EM) field codes.!" An
advantage of simulation in the time domain is that
EM characteristics can be obtained over a wide
bandwidth from a single calculation. Excitation of
the frequencies of interest can be obtained by
launching modulated pulses driven by magnetic
currents. A general field code such as AMOS!2 can
be used to launch the prescribed modes at the
frequency or frequencies of interest to examine
mmw component performance by numerical inte-
gration of Maxwell’s equations.

Mode Launching. Gyrotron oscillators operate
with whispering gallery (WG) modes, for which
the radial mode number greatly exceeds the axial
mode number. Thus, most of the rf is distributed
near the beam-pipe wall. As the mode propagates
near the window, the modes couple into gaps in
the window assembly, leading to mode conver-

Figure 1. TE drive-
node location on the
Yee lattice.
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sion. To model gyrotron components requires the
launching of transverse electric modes (TE, ).
This is accomplished by driving magnetic currents
over the beam-pipe aperture.

To describe the location of the TE drive-nodes,
we rewrite the EM time-dependent curl equations:

V><H=O'E+€QE+]S 1))
)H(}t
VxE=-p--K, @)

¢

in the integral form

§Hnil=”[aE+z-‘%t£+Js]-dZ @)

P

Jeedi=-[[luGrek, Jedd. @

K source components are co-located with H field
components on the Yee lattice.! Referring to Fig. 1
and Eq. 4, one can see that driving the K, compo-
nent of the magnetic current will excite the proper
Hi, H, and E, fields. Similarly, K currents excite E,
and H, field components.

The proper spatial variation of magnetic cur-
rents required to obtain propagating WG TEx
modes are the Bessel function J»(x) out to the
second zero, and its derivative J'(x), which direct-
ly drive K, and K,, respectively. The amplitude
distribution in time can be a modulated pulse to
obtain the required frequency content (Fig. 2).

Field diagnostics for computing the voltage
standing wave ratio (VSWR) were incorporated
into AMOS by sampling electric fields at ‘numeri-
cal’ probes and computing the VSWR directly
from the field values. If F [f(t)] denotes the forward
Fourier transform, then the VSWR can be comput-
ed from the field data by first computing the reflec-
tion coefficient (no mode conversion),

' ©)

where e;mp(t) is the sampled electric field on the
‘downstream’ side of the window, and ppod(t) is
the modulated pulse in time. The VSWR is com-
puted according to the definition VSWR = (1.0
+1)/(1.0-T).

Results of mmw: High-Power rf Window
Analysis and Gyrotron Amplifier Sever. Present-
ly, gyrotrons operate in the 100- to 140-GHz and
~ 1-MW regime. Future performance requirements
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will increase power levels to the multi-megawatt
range with frequencies approaching 250 GHz. In
this scenario, mmw components will be placed
under severe mechanical and thermal stress. Until
now, less demanding performance constraints have
rendered non-ideal component effects less impor-
tant. However, understanding these effects is now
critical to the operation of the device.

We now examine high-order mode scattering
caused by various 1f window geometries at the
exit of the gyvrotron. The VSWR associated with
the window can be determined over a broad spec-
trum of frequencies, using data from a single time-
domain run with the technique described in the
previous section.

In Fig. 3, we find good agreement between
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AMOS and analytic values! for the VSWR of a
three-layer rt window. The gyrotron window ge-
ometry includes a beam-pipe radius of 5.08 cm
with the longitudinal extent of the window at
0.443 cm. The window material has ¢, = 9.387, and
the dielectric cooling fluid has €, = 1.797. A small
difference between the AMOS and frequency code
results is evident, caused by a minor variation in
window element thicknesses resulting from the
use of a regular grid in AMOS.

The gyrotron window structure is grown from
a sapphire crystal. The window assembly is ex-
pensive and difficult to fabricate, but more realistic
window geometries cannot be easily treated ana-
Ivtically. In Fig. 4, a realistic window structure
with the ‘coolant reservoir’ is modeled. Compared
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Figure 3. VSWR for idealized 110-GHz bandpass, from ana-
Iytic calculations and from AMOS. The inset shows the gyro-
tron window geometry.
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Figure 4. Radial field profile at varying longitudinal loca-
tions for realistic gyrotron rf window structures. The inset
shows the window geometry.
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Figure 2. Launching
TE,, , WG mode——
spatial and temporal
magnetic drive func-
tion.
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to the idealized :vindow, the electric fields near
axis highlight coupling to modes through the of
window near the beam-pipe wall. At the multi-
megawatt range, this amount of rf may be signifi-
cant. However, the exact level of power per mode
awaits further analysis,

We performed a second set of calculations in
which we examined wave propagation through a
microwave sever, a device for stopping or absorb-
ing microwave energy while allowing a charged

(a)

(b) ? 125cm
53 em
Long Short
pillbox pillbox
TM010 ~92MHz TMO010 ~217MHz
TMO020 ~210MHz TM020 ~497MHz
TMO030 ~330MHz TM030 ~780MHz

Figure 6. Segmented induction core geometry lllustrating ‘long’ and ‘short’

pilibox regions.
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particle beam to pass undisturbed. OF interest is
the understanding, of the absorption in the lossy
diclectric insert (see Fig, 5) for a variety of lossy rf
miztures. The beam-pipe radius is .95 mm, which
is near the cutoff radius. As before, TE modes
were launched by driving magnetic currents at
the sever aperture, The material conductivity char-
acleristics for tive berrylia mixtures were obtained
from the available experimental data at 12 GHz.
Two materials, berrylia 80720 and berrylia 60/40,
are representative: the dielectric constants K for
berrylia 60740 and 80/20 are 49.54 and 17.81, re-
spectively, and the loss tangents are 0.72 and 0.22,
respectively

AMOS predicted ~ 0 dB attenuation tor a
95-GHz TE;y mode propagating toward the sever
for the berrvlia 60/40 mixture. In comparison,
unmwptdblv low 1t absorption characteristics for
the other berrvlia mixtures (Fig. 5) were evident.
In the limit, when the conductivity is lerge (ber-
rvlia 60/40), the relevant diameter is not that of the
beam-pipe, but instead itis the diameter inside the
sever section. With cutoff givenby A = 2na/ 184, a
TE mode at 95 GHz is well below cutoff, and the
fields will be attenuated. This set of caleulations
can be repeated when updated berrylia measure-
ments in the ~ 100-GHz range are available. For
the previous class of modeling problem, we plan
to examine simulation issues such as the launch-
ing of waveguide modes near cutoff. Further, the
taper of the lossy section was initially limited to a
minimum of 5 because of numerical limitations
of a shallow-angle staircasing of the mesh. The
conforming mesh algorithm in CG-AMOS!S will
allow exact boundary representation, and thus
any shallow taper.

Modeling Induction Linear Accelerator
Modules

We have modeled the beam-cavity interaction
impedances for induction linear aceelerator cells
tor heavy ion fusion. The induction cell works
conceptually much like a L1 transformer with the
beam as secondary. The primary one-turn loop
has a pulsed voltage V applied to it. The second-
ary loop around the core will have a voltage in-
duced across its terminals that is the samie as the
pnnmn voltage, i.c, from Faradav's law, V

A dB/dt. The core consists of wound metallic
‘L,la.s.s (Motglas), which has good dB/dt character-
istics (1 to 5T/ps). In the three-segment core con-
figuration proposed by Lawrence Berkeley
Laboratory (1.BL), cach coreis fed in parallel. The
secondary Joop encloses all three cores, providing,
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3 A dB/dt at the accelerating gap. The equivalent
single core configuration would require either three
1-¥ accelerating gaps ora 3-V pulse power system.
Another advantage of the segmented configura-
tion is that one part of the core will not saturate
vefore ~nv other part.

in FY 92, we concentrated on understanding
the segmented cell geometry and multicell acceler-
ating modules for subrelativistic heavy ions froma
beam-cavity coupling point of view .

Resuits from Accelerator Modeling. For the
base case (Fig. 6), the gap width is 1.5cm, the
radial length is 1.25 m, and the overall cell width is
10 cm. In Fig. 2, the Fourier transform of the im-
pulse response (wake potential)? of the cavity due
to charge bunch transiting the accelerating gap
shows the beam-cavity coupling (interaction im-
pedances) for the monopole fields.

The dependence of the impedance as a function
of v, the charge velocity, goes as sinc? (wd/2v)
(tra.sit time factor),’* where o is the angular fre-
quency and d is the gap width. We can see, in fact,
that the modes at 217 MHz and 497 MHz corre-
spond closely to the TMojpand TMiomiodes of the
short pillbox geometry, and the weaker coupling
of the 92-MHz mode corresponds to the TMayg
mode of the 1.25-m radial line (Fig. 7).

For this simplified model, we can see that the
dominant feature is the gap width. To determine if
the segmented core has good damping features,
we opened the gap width to £.5cm. The field
calculations (Fig. 8) show low Q resonances (Q
=291 corresponding to the 1.25-m (long-pillbox
modes* radial line.

The final set of results to be discussed involves
the stacked accelerating modules (Fig, 9a). In the
absence of inter-cell interactions, it is expected that
the impedance of a single cell will add in series.

The result (Fig. 9b) shows that this is indeed the
case. Similar simulations were performed for the

dipole modes {(TMy) to study the possible im-
pact of beam break-up instability!e in heavy ion
drivers. These impedance calculations, coupled
with analytic and calculational results from the
BREAKUP beam dynamics code, indicate control-
lable beam break-up modes.!?

Future Work

Field calculations show that for the current,
heavy-ion, linear accelerator cell configuration, the
pulse power system and accelerating cores are
largely decoupled from wakefields. Although this
idealized cell has a high impedance-geometry fig-
ure of merit, schemes to lower the Q of the lower-
order modes can be developed. We will continue
our work to model the fully three-dimensional,
multi-beam-pipe cell as proposed by LBL for the
Induction Linac Systems Experiments. We intend
to develop detailed anisotropic, dispersive media
models of Metglas in the coming year. We also will
be involved in research vn designs for the next-
generation induction accelerator for radiography.
In the latter work, all cavity modeling results will
be incorporated into beam dynamics codes, with
the goal being end-to-end simulations leading to
dosage estimates.

For high-average-power mmw components, we
have shown how application of field codes can be
used to analyze complex geometrical aspects that
are not amenable to analytical techniques. TE
modes may be launched in a beam-pipe by use of
the dual K term (magnetic current) in the Fara-
day-Maxwell equation. TM modes may be
launched using a similar dual technique. Since the
rf impinging on the window (110-GHz tube) is in
the WG mode, it remains to be seen if the approach
for extracting usable modes will involve either
(1) converting WG to usable modes external to the
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Figure 8. Imped-
ance spectrum for
opened gap width.
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window or (2) designing a window that can allow a
Gaussian power distribution for long pulse opera-
tian.

Our future work will also involve the use of un-
structured meshes to simulate the important aspects
of high-bandwidth rf windows by detailed modeling,
of window surfaces. We will also implement the
diagnostics that will derive mode information direct-
by from the field data.

Our work in mmw has been formalized in a
twao-vear, 2.8 M Cooperative Research and Devel-
opment Agreement with Varian Associates, Inc.,
Microwave Products Tube Division, of Palo Alto,
Calitornia and is funded by the Detense Systems
and Engineering Directorates at Lawrence Liver-
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more National Laboratory (LLNL) for FY93 and
FY94, We will be examining new mmw circuit
concepts, input/output couplers, water loads,
and lossy drift tube sections, as well as continu-
ing to model high-average-powver windows
(fixed frequency and wideband), using field
codes.
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Electromagnetic Modeling and
Experiments for Dispersive Media

Scott D. Nelson and

Carlos A. Avalle

Defense Sciences Engineering Division
Electronics Engineering

The Ground Penetrating Imaging Radar Project was established to investigate the feasibility
of designing an clectromagnetic (EM) radar system to examine the internal structure of concrete
structures typically found in the highway industry. The central project involved the coordina-
tion of the EM modeling, imaging, code design, and experimentation efforts at Lawrence
Livermore National Laboratory. The modeling effort generated data for EM imaging and
enabled the precise control of individual parameters in the model.

introduction

The modeling effort consisted of three phases:
(1) complex permittivity analysis of cement using
a coaxial line; (2) model construction and experi-
mental veritication in one dimension, which was
represented by a coaxial line in the time domain;
and (3) model construction and experimental veri-
fication in two dimensions, which was represent-
ed in the model by a slice through a conerete block
and experimentally by anantenna with a fanbeam.

Progress

One-dimensional (1-D) and two-dimensional
(2-D) maodels were constructed and compared with
experimental data. The 1-D data served as a pre-
liminary testof the dispersion algorithms added to
the AMOS!2-1/2 D EDTD (Finite Difference Time
Domain) clectromagnetic (EM) modeling code. The
2-D) data served as a verification for the concrete
maodel and as a method to create waveforms for
the image reconstruction algorithms,

The following parametric studies were per-
formed:

Pulse zoudth:

Change depth:

Change size:

Agereqate o

100 ps to T ps

10-mm to 150-mm voids
5-mm to 75-mm voids

100 to 50" aggrrepate proba-
bility

frnginecirng Research Development and Technoilogy

Multi-Receiver: - 5-mm to 45-mm spacing
(simulates highway speed or
prf changes)

no targets, 1 void, 2 rebars,
2rebars + 1 void, grate, shad-

Multi-Target:

owing
Air/Concrete: 1 case
Bistatic data: 1 set

The parametric studies gave some results that
were already hypothesized2: (1) the desired fre-
quency is close to 2 GHz; (2) the correction filters
have an image ‘gain’ of a factor of two; (3) large
targets reradiate inaddition to reflecting; (4) mono-
static data spatially averages out the aggregate
cffects forsmall-and medium-sized particles; (5) bi-
static data is more susceptible to aggregate effects
near the transmitter than monostatic data, which
is why commercial systems do not see a lot of
ageregate effects; and (6) shadowing is not a sig-
nificant problem as long as the spacing between
the rebars is greater than three times the pulse
width, and the rebars are not appreciably larger
than the pulse widthd (to give the diffracted ficld
time to repair the wave front),

1-D and 2-D Verification Effort

A coaxial line was used for the 1-D simulation,
with the cement sample embedded ina removable
section of 2-in. coaxial line. The Lorentzian param-
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Flgure1. Thespa
rameters for the 1-D
(a) experimental and
(b) modeled results.
Note the 400-MHz
ripple due to the
sample size.
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The results for the 1-D experiment, performed
in the Lawrence Livermore National Laboratory
(LLNL) EM lab,> are shown in Fig. 1. The
400-MHz ripple seen in Fig, 1 represents the reso-
nance in the material sample due to its length. The

20 ¢

2 T |
0 0.8 10 13
Frequency (GHz)

20

2-D verification experiment was performed in the
LLNL Anechoic Chamber using a broadband an-
tenna (with a fan beam pattern), a concrete block, a
broadband ficld probe (Prodyne Ddot probe), and
a transient digitizer. The time domain waveforms
for the experimental and modeled cases are shown
in Fig. 2. The antenna beam pattern, pulse shape,
aggregate, and dispersion effects of the concrete
block were included in the model. The finite size of
the block and the diffraction around the block
were also included in the model.

2-D Concrete Simulation

Figure 3 shows the received waveform from
one of the receiver antennas (1 of 15), with the
individual reflection identified fora geometry typ-
ical of the project.” In this, there were two rebars
and one void at different depths and cross-range
distances. The effects of the aggregate in the prob-
lem are clearly visible. The aggregate is modeled
asdiscrete scattering bodies of finite size. The lighter

e T T T T
04} No block —
g 02 '/ Block
gaz- -

04 —

06 | | | |

1 2 3 4 5
Time (ne)

| I I

No block

Block

| 1 |

Time (ns)

Figure 2. The time domain waveforms for the 2-D concrete block experiment compared to the modeled results. The mod-

eled results are normalized. The negative-going double peak in the experimental results is comhir

going peak in the modeled results.

tngineening Kesearch

into a single negative-
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Broadside of pulse
going by the
measurement point

1st rebar ->point

2nd rebar ->point

Void -> point
j Void -> 2nd ->point

Void -> 2nd ->point

'

Filtered waveform showing
return from 2 rebars and 1 void

Target return signals are in this region,
use filtering to isolate

Figure 3. Received waveforms from one of 15 receiver antennas. The first waveform shows the recelved time domain wave-
form from one of the recelver elements in the modeled case with no aggregate and no dispersion. The individual target re-
flections are identified. The second waveform shows the effects of the aggregate in the problem. The receiver in this case is
closer to the transmitter than In the previous case. The lighter curve shows the resulting waveform after the application of

the imaging team'’s adaptive filter.

curve in Fig, 3 shows the results from the imaging
team’s adaptive filter. The reflections from the two
rebars and from the void are clearly visible. The
parametric study listed above was performed;
Fig. 4 shows a typical wave propagation scenario.
The 90° beamwidth of the antenna, the two rebars,
the void, and the aggregate are all visible. The
aggregate radius is one half that of the rebars and
represents a 30% probability duty cycle. The early-
time backward-propagating waves are due to the
aggregate.

Engineering Researrh Develnpmant and Technology

Conclusions

Aggregate sizes less than one third of the pulse
width did not create significant reflections at the
receivers. Aggregate sizes on the order of the pulse
width created discrete waveforms in the received
signals in the areas around the transmitter where
the power density was the strongest. Due to the
dispersion effects of the concrete, the aggregate
was most reflective (in a relative sense) near the
transmitter when the pulse was still short. Since
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Figure 4. Four frames from a propagating EM wave se-
quence showing the reflections from the varlous targets.
The transmit hom is on the upper surface of the concrete,
any the wave propagates down into the material. The two
rebars are on the right; the single void is on the left. Note
the polarity difference between the rebars and the void. Also
observe the muitipie reflections between the outer targets
and the center target.

the area around the transmitter also had the great-
est power density, then the maximum returned
waveform (in an absolute sense) from the aggre-
gate was also seen in this region.

This modeling effort demonstratec! that the orig-
inal complex permittivity data obtained in the 1-D
case does support large-scale material modeling,
as was expected. More important, this effort con-
firmed the assumptions that were made about the
aggregate and its modelability.” The size of the
individual rocks constituting the aggregate and
their probability distribution were more impor-
tant than some exact spatial placement for each
rock in the model. This result provided direct
support for the usability of an adaptive filter as
part of the imaging effort, to remove the aggregate
effects even when individual aggregate particles
generate discrete reflection waveforms in the re-
ceived waveform. The aggregate specifications are
known, or at least are specified, for concrete struc-
tures.

Future Work

A realistic dispersive concrete model will be
introduced in three dimensions, using the TSAR
code, and a realistic synthetic aperture radar (SAR)

will be modeled using a section of a typical bridge
deck as the target of interest. The transmitter/
receiver designs will be optimized to efficiently
use the spectral information in the waveforms.
Comparisons will be made to the experimental
effort being performed on the 6 ft-x-6 ft-x-1 ft con-
crete test slab. This effort is already under way.

Issues that still need to be addressed are: (1) sin-
gle vs multiple transmitters; (2) different antenna
beamwidths based on distance from the
transmitter(s); (3) a single linear array sweeping a
synthetic aperture vs a real SAR; (4) optimum
receiver antenna size vs receiver density; and (5) the
temporal holographic use of the time domain
waveforms.
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Band Gap Engineering for

Infrared Detectors

J. Brian Grant
Engineering Research Division
Electronics Engineering

We have extended and improved modeling codes for strained layer superlattices. Significant
improvements include capabilities for reliable subband tracing and multilayer modeling; better
velidation of eigenstates; and the calculation of physical quantities such as wave function and

optical absorption profiles and effective masses.

Introduction

Applications for infrared (IR) detectors include
military, civilian, and medical devices with cur-
rent interest focused on the far IR spectrum (wave-
lengths greater than 10 um). Small band gaps
corresponding to this range push the engineering
parameters in commercial IR detector technology,
which is alloying Hg; «Cd,Te. This process is not
only very sensitive to composition, but toxic and
volatile too. While a switch from alloy to superlat-
tice technology would relax the conditions on ex-
actcomposition,! an even greater benefit is obtained
from a switch to HI-V semiconductors? where
internal strain can be used in designing band gaps.
Recent advances in Ge,_«Sby alloy fabrication pro-
vide another alternative,? which is less sensitive to
alloy composition. Severe lattice mismat:hes pre-
vent the formation of Ge/Sb superlattices.

Of particular interest are superlattices ¢f GaSb/
In;_«AliAs in which the alloy composition controls
lattice mismatch, the source of internal strain. The
major tradeoff is reduced optical absorption be-
cause the superlattice is type I, i.e., the conduction
and valence states are principally confined to dif-
ferent material layers. Thinner layering and strain
help to overcome this by increasing tunneling and
consequently increasing wave function overlaps.

The modeling of strained layer superlattices is
perhaps best achieved through the use of interface
transfer matrices. These matrices identify how wave
functions in one bulk-like material are transformed
into those of the next. While this idealizes interfaces, it
eliminates the excessive basis size of traditional ap-
proaches, which must model each atom in the peri-
odic structure. The matrix approach also allows

Engineering Research Development and Technoiogy %

modeling of non-periodic, finite-sized structures.

Computational speed is further enhanced by
use of the k-p theory, which expands bulk wave
functions in terms of those at the Brillouin zone
center. Because interest is in the lowest conduction
and highest valence, i.e, in bands near the Brillouin
zone center, only the eight spin split s-and p-wave
functions of the bulk are kept. Lowden perturba-
tion theory is used to extend the range of accuracy
by including effects of other wave functions to
first-order.

Progress

A significant portion of our project has focused
on extending and improving existing modeling
codes.* > By combining several codes into a single
package and by reducing and simplifying required

B N R R
; 06 ~-k‘\lnAs[d layersl/Ga,_,In,Sbl25 layers] |

0

0.1

3 5 7 9 11 13 15 17 19 21 23
d (layers)

Figure 1. Strain and
composition effects

on band gap.

Thrust Area Report FYS2

1-28



Computational Electronics and Electromagnetics < Band Gap Engineering for Infrared Detectors

% Transmission

e c

e ]

'—ﬁﬂ-————l—— e v e me—. c—— — —
| [ SN _.._..._._.\_ e

\CN.

Bulk InAS '<————— Graded layering —————= Bulk GaSb

Figure 2. Percent transmission as a function of electron energy relative to the bulk
conduction (C) and valence (V) band edges. Slope of band edges indicates an ap-

plied voltage.
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input, the case of use was greatly improved. Fur-
ther, the resulting sls code was made truly ‘user
friendly’ by building an X windows' interface
that wraps around it. The incorporation of capabil-
ities for automatically locating subband-edges, as
well as for reliable energy subband tracing, has
also enhanced the code’s versatility.

Other significant improvements include bet-
ter validation of cigenstates and allowance for
calculation of a variable number «.i bands. Both
help to alleviate the numerical in: tabilities intro-
duced by the inclusion of extrernely weak, but
finite, tunneling wave functions sometimes re-
quired for accuracy.

Significant capabilities were added to the sls
code toallow multilayer superlattices. Previous-
Iv, only two lavers could be modeled. Further
advantage was taken of the interface-matching
approach by allowing the non-periodic bound-
ary conditions of a finite-sized superlattice sand-
wiched between two semi-infinite bulk materials.
Calculation of various physical quantities were
alsoadded. Among the more importantare wave
function and optical absorption profiles, and
effective masses.

Another significant component of this project was
technology transfer. Working with Bill Ahlgren of
Santa Barbara Research Center (SBRC), a subsidiary
of Hughes, weengaged innumerous modeling activ-
ities. The sls code has been transterred to SBRC for
further use and continued collaborations.

Figure 1 shows a sample calculation for SBRC
that demonstrates the etfects of strain (alloy) and
layer thickness on band gaps in InAs /
GayInSb superlattices. Note that a target wave-
length of 12 pm would require very thick layers of
InAs without alloying (x = 0.0), but that only 11 or
12 atomic layers would be required for a coraposi-
tion where x =04 In addition to the band gap,
SBRC is interested in the actual position of the
conduction band with respect to the chemical po-
tential (Fermi level) and the optical absorption as
functions of the same parameters. Similar plots
can be made of those values. Values of effective
masses calculated by the sls code can also be used
for additional calculations by SBRC.

Modeling for programs at Lawrence Liver-
more National Laboratory (LLNL) has been
based on graded-layer superlattices that slowly
accommodate large band offsets. Externally ap-
plied voltages then provide a rather constant-
energy conduction band throughout the struc-
ture. The sls code easily identities acceptable-
transmission energy ranges, as shown in Fig. 2,
as well as resonant tunneling states, which build
up much larger electron concentrations between
barrier layers. While this code is unable to pro-
vide self-consistent estimates of current densi-
ties, the information available can provide a
guide to superlattice grading, and quantitative
estimates of the necessary external voltages.

Future Work

This project has included software develop-
ment and improvement, modeling, and technolo-
gy transfer. The result is a rather complete and
usable strained-layer superlattice code. Relations
with SBRC are continuing, supporied in part by
the Physics Department at LLNL.
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Computational

Mechanics

The Computational Mechanics thrust area spon-
sors research into the underlying solid, structural,
and fluid mechanics and heat transfer necessary
for the development of state-of-the-art general pur-
pose computational software. The scale of compu-
tational capability spans office workstations,
departmental computer servers, and Cray-
class supercomputers. The DYNA, NIKE,
and TOPAZ codes have achieved world
fame through our broad collaborators pro-
gram, in addition to their strong support of
on-going Lawrence Livermore National
Laboratory (LLNL) programs. Several tech-
nology transfer initiatives have been based
on these established codes, teaming LLNL
analysts and researchers with counterparts
in industry, extending code capability to
specific industrial interests of casting, met-

alforming, and automobile crash dynamics. The
next-generation solid /structural mechanics code,
ParaDyn, is targeted toward massively parallel
computers, which will extend performance from
gigaflop to teraflop power.

Our work for FY-92 is described in the follow-
ing eight articles: (1) Solution Strategies:  New
Approaches for Strongly Nonlinear Quasistatic
Problems Using DYNA3D; (2) Enhanced Enforce-
ment of Mechanical Contact:  The Method of
Augmented Lagrangians; (3) ParaDyn: New Gen-
eration Solid /Structural Mechanics Codes for Mas-
sively Parallel Processors; (4) Composite Damage
Modeling; (5) HYDRA: A Parallel/Vector Flow
Solver for Three-Dimensional, Transient, Incom-
pressible Viscous Flow; (6) Developmentand Test-
ing of the TRIM3D Radiation Heat Transfer Code;
(7) A Methodology for Calculating the Scismic Re-
sponse of Critical Structures; and (8) Reinforced
Concrete Damage Modeling,.

Gerald L. Goudreau
Thrust Area Leader
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Solution Strategies: New Approaches
for Strongly Nonlinear Quasistatic
Problems Using DYNA3D

Robert G. Whirley and
Bruce E. Engelmann
Nuclear Explosives Engineering
Mechanical Engineering

The analysis of large, three-dimensional, strongly nonlinear structures under quasistatic
loading is an important component of many programs at Lawrence Livermore National
Laboratory (LLNL). The most widely used formulation for this type of problem is an implicit
solution process with a linearization and iteration approach to solving the coupled nonlinear
equations that arise. Our research investigates an alternative approach, in which an iterative
solution method is applied directly to the nonlinear equations without the use of a linearization.
This approach alleviates some of the difficulties encountered when linearizing nonsmooth
phenomena such as mechanical contact. The first iterative method explored is the dynamic
relaxation method, which has been implemented into the LLNL DYNA3D code, and com-
bined with software architecture and computational mechanics technology developed for
explicit transient finite element analysis. Preliminary analysis results are presented here for two
strongly nonlinear quasistatic pmbloms to demonstrate the promise of a linearization-

free approach.

introduction

Many programs at Lawrence Livermore Na-
tional Laboratory (LLNL) use nonlinear finite ele-
ment structural analvsis to guide engineering
projects. Applications include the determination
of weapon component response to a variety of
structural and thermal environments; the stud_\ of
stresses in nuclear fuel transportation casks; and
the simulation of the forming of sheet metal parts
to optimize processing parameters and minimize
waste. These applications share the common fea-
tures of being three-dimensional (3-1), quasistatic,
and strongly nonlinear, and illustrate wide use of
this type of computer analvsis.

Nonlinear finite clement structural analysis
methods may be divided into two categories: im-
plicit methods and explicit methods. Implicit meth-
ods are typically used for quasistatic and
low-trequency dvnamic problems. The LENL
NIKE2D! and NIKE3D? codes are based on an
implicit formulation. This approach uses a small

Frgoneering Res

number of large increments to step through the
simulation, with the increment size chosen by the
analyst to satisfy accuracy and convergence re-
quirements. An implicit analysis code must solve
a coupled system of nonlinear algebraic equations
at each step, usually by a linearization and itera-
tion procedure. This linearization leads to a cou-
pled system of linear algebraic equations that must
be solved at each iteration of cach step in the
analysis. Typically, the iteration process is contin-
ued within a step until some convergence mea-
sure is satisfied, then the solution is advanced to
the next step.

Explicit methods are typically used for high-
frequency dynamics, wave propagation, and im-
pact problems. The LLNL DYNA2D? and
DYNA3D? codes are based on an explicit formula-
tion. In contrast to implicit methods, explicit meth-
ods use a large number of small increments to step
through a problem, with the increment size cho-
sen automatically to satisty stability requirements.
This stability requirement essentially dictates that

carch Development and Technolugy % Thrust Area Report FY92
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the time increment size must be smaller than the
time it would take a stress wave to propagate
across the smallest dimension of the smallest ele-
ment in the mesh. Anexplicit code does not solve
coupled equations at cach step, and therefore the
update from step to step is much faster than inan
implicit code.

In practice, implicit methods have worked well
for strongly nonlinear quasistatic problems in two
dimensions, but have encountered difficulties on
3-1) problems. These difficulties can be attributed
to three primary factors. First, large 3-D contact
problems, especially sheet-torming problems, have
large matrix bandwidths due to the large contact
area between the sheet and tool surface. This large
matrix bandwidth translates into high computer
memory requirements and expensive lincar solu-
tions at cach iteration of the nonlincar solution
process. Second, strongly nonlincar problems of-
ten contain discontinuous phenomena that are
difficult to lincarize. For example, in a contact
problem, the interface pressure abruptly changes
from zero when two bodies are separated to a
finite value when the bodies come into contact.
Obtaining an accurate lincarization of such abrupt
changes is difficult, and this is manifest in the code
as slow convergence or nonconvergence of the
lincarization and iteration procedure withinastep.
Finally, when solution difficulties are encountered
ina large 3-D problem, it is much more ditficult to
troubleshoot the model than it would be ina simi-
lar two-dimensional model. Often there are few
clues to suggest why the iteration procedure is
having difficulty converging to a solution, The
development of a more robust solution strategy
for strongly nonlinear quasistatic problems is the
primary objective of this effort.

One approach to improving the performance of
implicit methods for large, 3-1, strongly nonlinear
quasistatic problems focuses on the solution of the
large lincar system that arises from the linearization
and iteration approach. Aniterative method, such
as the use of a preconditioned conjugate gradient, is
one approach to solving the linear system. This
approach was investigated in the LLNL NIKE3D
code,’ and culminated in the development of an
iterative solver now used in the production code
version. Although this approach reduces memory
requirements and may reduce CPU costs for the
lincar equation solution, it does nothing toimprove
the convergence of the nonlinear iteration.

Analternative approach for ditficult quasistatic
problems is to use an explicit transient dynamics
code, and apply the loads so slowly that the dy-
namic effects are negligible, and therefore a quasi-

Thrust Area Report FY92 % Lnginecring Research Development

static solution is obtained. Although this approach
is often used by engineering analysts, it does have
several disadvantages. First, the best rate of toad
application to minimize dynamic effects while
keeping the analysis cost tolerable is not known
a priori, and often requires some experimentation,
Also, it is important to minimize artiticial oscilla-
tions in the solution when history-dependent ma-
terial modeds such as plasticity are included, and
this further complicates the choice ot analysis pa-
rameters, Finally, this approach obtains only an
approximate quasistatic solution, and the amount
of error due to dynamic effects requires some
effort to quantify.

These observations suggest the alternate ap-
proach followed in our work. The basic lincariza-
tion and iteration paradigm is abandoned, and an
iterative solution method is applied directly to the
nonlinear equations, This method is combined with
much of the computational mechanics technology
and software architecture developed for explicit
transient dynamic analysis to produce a code that
solves the nonlinear problem directly by using a
large number of rather inexpensive iterations, and
withoutsolving a coupled lincar system. The essen-
tial clements of this approach and its development
in the LLNE DYNA3D code are described below.

P.ogress

In FY-92, we developed an iterative quasistatic
solution capability in DYNA3D, based on the dy-
namic relaxation (DR) method. In addition to the
implementation of the basic DR procedure, a load
incrementation framework has been incorporated
into DYNA3D that allows a true quasistatic solu-
tion to be obtained at a load level before the load is
increased for the next increment. In addition, a
spectrum contraction algorithm has been imple-
mented that greatly improves the efficiency of the
method. Also, extensions have been developed for
the rigid-body mechanics formulationand the treat-
ment of boundary conditions toaccommodate non-
lincar quasistatic problems within the DYNA3D
framework. The resulting code is now being used
as a testbed to evaluate the overall robustness and
efficiency of the DR method, and to study im-
provements in the formulation, contactalgorithms,
and adaptive damping procedures,

Overview of the DR Approach
In the DR method, the equations governing a qua-

sistatic analysis are first transformed into those
governing a dvnamic system. The nonlinear cou-

dand Technology
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pled equations for a quasistatic problem may be
written as

plx) =f, (1

where p is the internal nodal force vector resulting
from stress states in the finite elements; xg is the
nodal displacement solution; and f is a vector of
externally applied loads. An associated dynamic
problem may be written as

Mx +Cx +p(x) =, (2)

where dots denote differentiation with respect to
time. With the appropriate choice of mass and
damping matrices, M and C, the solution of the
dynamic problem as time gets large approaches
the solution of the quasistatic problem, i.e.,

!1m x(t)=x,. 3)
The iterative scheme is defined by applying
the explicit central difference method to integrate
the dynamic equations in Hme.

The success of the dvhamic relaxation iterative
method to solve highly nonlinear quasistatic prob-
lems depends on many factors including the spec-
ificationn of mass and damping, as well as the
development of an incremental loading strategy .

Spectrum Contraction

The efficiency of the DR method may be im-
proved by contracting the spectrum of the global
equations. This is easily accomplished by proper
choice of the mass matrix M in Eq. 2. The construc-
tion of the mass matrix should not dominate the
computation, and thus it should be based on con-
veniently available quantities. In our algorithm,
the mass matrix is constructed from an assem-
blage of element contributions. The mass matrix of
each element is scaled so that all elements have a
uniform critical time step, and thus information
flows throughout the mesh at an optimal rate
during the iteration process. This technique has
proven quite useful in accelerating the conver-
gence of the DR method.

Damping

The tvpe and amount of damping can also
significantly affect convergence. For linear sys-
tems, optimal damping depends on the poth the
highest and lowest eigenvalues of the system. Al-
though bounds on the highest eigenvalue are read'i-
lv available from the elementeigenvalue inequality,
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Figure 1. Variation
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estimates must be used for the lowest eigenvalue,
which can vary greatlv throughout a nonlinear
simulation. When ir. ufficient damping is used,
iterates will oscillate around a solution and reack it
very slowly. Too much damping will dramaticall-
retard convergence, especially for problems that
include large rigid-body motions such as the mo-
tion of the sheet in sheet-forming simulations. Re-
sults thus far indicate that adaptive damping
approaches, based on the evolving physics of the
problem, may prove most effective for highly
nonlinear problems. Figure 1 shows the variation
in the number of iterations required to converge
relative to the magnitude of damping in the DR
algorithm. The graph depicts the strong influence
of damping value on the number of iterations re-
quired by the DR method to converge to a solution.
The automated determination of the optimal damp-
ing value is a subject of ongoing investigation.

Cantilever Elastic Plate Example

To demonstrate some essential features of the
new quasistatic solution capability in DYNA3D,
an elastic cantilever plate was subjected to an ap-
plied moment on the free end. The problem was
solved with two magnitudes of applied load: one

\\\\\\\\\\lllllczizii%%iz;

\\\\\\lIIIIIIIII/////7

Figure 2. The initial and final deformed shapes of a cantilever
piate subjected to an end moment. The upper figure corme-
sponds to a small load, and the iower figure to a larger load. The
solution to each of these problems was obtained using only one
Joad increment with the DR method in DYNA3D.
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Figure 3. Initial geometry for hydroforming simulation,
showing the punch, blankholder, and sheet. The punch and
blankholder are geometrically represented by 8-node contin-
uum elements and are treated as rigid bodies. The sheet is
represented by 4-node thin shell elements and is modeled
as an elastic-plastic material.

that causes a small deformation of the plate, and
one that causes an extensive ‘roll-up’ deformation.
The initial geometry and the two final deformed
shapes are shown in Fig. 2. An interesting obser-
vation is that the DR algorithm required approxi-
mately the same number of iterations to converge
for both load cases. This is in contrast to conven-
tional implicit solution techniques, where the num-
ber of iterations required to converge increases
quickly with the degree of nonlinearity. This in-
sensitivity of DR to the degree of nonlinearity is a
powerful advantage of the DR method.

Sheet Metal-Forming Example

One major application of the quasistatic solu-
tion capability developed in this research is the
numerical simulation of sheet metal-forming pro-
cesses. These problems pose a real challenge since
they involve large strains, material nonlinearities
such as plasticity, and extensive sliding contact

with friction. In addition, the thin sheets have a
wide spectrum due to the large difference be-
tween in-plane and bending stiffnesses, thus mak-
ing them even more difficult foraniterative solver.

Figure 3 shows the finite element model for the
numerical simulation of an aluminum hydroform-
ing process. Pressure is applied to the upper sur-
face of the sheet to hold it against the blankholder,
and the punch is then advanced to form the sheet
into the final shape shown in Fig. 4. The good
comparison between the computed results and
the shape of the actual part, including the failure
locations, is illustrative of the power of a versatile
quasistatic analysis tool.

This problem was first solved at LLNL in 1988
by running DYNA3D in an explicit dynamic anal-
ysis mode and applying the loads slowly to mini-
mize dynamic effects, an approach requiring
approximately two hours of CPU time. More re-
cently, this problem was solved using the LLNL
implicit code NIKE3D, but it required somewhat
more computation time. Using the newly devel-
oped iterative methods in DYNA3D, this solution
has been obtained in approximately 20 minutes of
CPU time. Further improvements in contact algo-
rithms, adaptive damping algorithms, and code
optimization should enable solution of problems
such as this in even less CPU time and without
trial and error. Although much remains to be
done, these initial results indicate the promise of
the iterative quasistatic solution method in
DYNA3D.

Future Work

Our research in FY-92 has led to the develop-
ment and implementation of a DR iterative strate-
gy for quasistatic problemsin the LLNL DYNA3D
code. Four general conclusions can be made from
our experience thus far: (1) overdamping in the

Figure 4. Compari-
son of actual de-
formed shape with
that predicted by nu-
merical simulation.
The circled areas in
the numerical results
indicate regions of
large strains, and
these comrespond
closely with the
tears observed in the
real part.
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DR method significantly slows the convergence
rate, especially for problems with large rigid body
motions; (2) the convergence rate of DR appears
insensitive to the degree of nonlinearity in many
problems; (3) the rate of load application within an
increment is important, and a step function is prob-
ably not optimal; and (4) adaptive damping algo-
rithms work extremely well for some problems,
and are clearly desirable. More study and devel-
opment will be required, however, before these
algorithms can be used for general production
analysis.

Our research efforts in FY-93 will explore the
promising directions discussed above. We will
refine adaptive damping DR algorithms and de-
velop optimal load application schemes for arange
of nonlinear quasistatic problems. We will also
investigate new contact formulations to eliminate
the solution noise introduced by the current penal-
ty-based procedures. In addition, we will evaluate
the utility of the nonlinear conjugate gradient algo-
rithm for the problem classes of interest. Finally,
the results of this effort will be optimized for vec-
tor computers and implemented into a future pro-
duction version of the LLNL DYNA3D code for
general use. Inaddition, the algorithms developed
in this project will be implemented into the
ParaDyn project to allow the solution of large
quasistatic problems on massively parallel com-
puters.

Engineering Research Development and Technology % Thrust Area Report FY92
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Enhanced Enforcement of Mechanical
Contact: The Method of Augmented

Lagrangians

Bradley N. Maker

Nuclear Explosives Engineering
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Tod A. Laursen
Duke University
North Carolina

We have introduced the method of augmented Lagrangians into our stress analysis codes,
NIKE2D and NIKE3D. This approach provides a simple and effective enhancement to the
penalty method for enforcing contact constraints. Also, by using augmented Lagrangians,
accuracy is determined by physically motivated convergence criteria, independent of the

penalty parameter.

Introduction

Contact between deformable bodies occurs com-
monly in mechanical systems. Stress analysis codes
that are applied to multi-body systems and assem-
blies must accommodate this contact to be useful
to design engineers. Our NIKE and DYNA finite
element codes have a widely recognized capabili-
ty to capture the mechanics of contact in complex
systems, as the models in Fig. 1 demonstrate. The
results of this research effort have further enhanced
our contact algorithms by introducing the method
of augmented Lagrangians into NIKE2D and
NIKE3D.

In the finite element method, bodies are dis-
cretized into assemblies of elements whose bound-
aries are described by a set of node points. In this
context, mechanical contact conditions act to con-
strain the node points of one body from penetrat-
ing the boundary surface of another. Figure 2
represents the discrete contact problem in two
dimensions. Driven by the action of externally
applied loads, a single node point from the ‘slave’
body penetrates the boundar v of the ‘master’ body.
This penetration is identified by a search algo-
rithm, and activates the constraint enforcement
algorithm. As the contact constraint is enforced,
penetration is minimized, and stress and deforma-
tion are induced in each body. This deformation
may cause other slave nodes to penetrate the mas-
ter body, which in turn activates additional con-
straints. As this iterative process reaches
equilibrium, the proper contact area and pressure

Engineering Research Development and Technology +# Thrust Area Report FY92

distributions that balance the applied loads are
obtained.

This simple example highlights the nonlinear
nature of the contact problem. Indeed, the defor-
mation of eachbody may be large, generating both
geometric and material nonlinearities. But the more
fundamental nonlinearity in the contact problem
arises from the discontinuous manner in which
the contact area evolves. Since the surfaces are
faceted, the contact area grows or shrinks in dis-
crete increments. These abrupt changes in contact
area are sharp nonlinearities, which complicate
the equilibrium search process.

Progress

The constraint algorithm used to minimize pen-
etration in most finite element codes, including
our own, is the penalty method. This simple but
effective approach introduces penalty springs be-
tween the two bodies wherever penetration oc-
curs. As the penetration increases, the springs are
stretched, generating forces that oppose further
penetration. The springs act unilaterally, i.e, when
the bodies separate, the penalty springs are re-
moved, allowing gaps to open.

One obvious drawback of the penalty method
is that penetration must occur before any con-
straint forces are generated. Thus, in the equilibri-
um state, where each penalty spring is properly
stretched to balance the applied loads, the two
bodies are interpenetrated, and the exact contact
condition is violated.

2-7



Computational Mechanics < Enhanced Enforcement of Mechanical Contact: The Method of Augmented Lagrangians

Figure 1. Examples of NIKE3D contact algorithms applied to engineering problems:
(a) the bolted superflange and (b) the Kestrel bulkhead.

To minimize this penetration, the penalty spring
stiffness may be increased, generating a large con-
tact force through a very small penetration. This
approach works well in theory, but in practice
introduces poor numerical conditioning, and in-
evitably numerical errors. But a more fundamen-
tal deficiency of the penalty method is that the

results are dependent upon the value chosen for
the penalty stiffness. This effect is demonstrated in
Fig. 3. Clearly, as a larger stiffness is chosen, the
bodies are driven further apart, and the contact
area and/or pressure changes. This arbitrariness
motivated our work toward an enhanced con-
straint algorithm.

The augmented Lagrangian method is an ettec-
tive and intuitively obvious enhancement to the
penalty method, and proceeds as follows. Using
the penalty method as a kemel, equilibrium is
obtained in the usual manner. With known pene-
tration depth and penalty stiffness, the contact
force may be computed. This force is taken as the
initial value for the Lagrange multiplier. The La-
grange multiplier defines a static load that is ap-
plied to the slave node, and the equilibrium search
is then repeated. In the presence of the Lagrange
multiplier load, penetration is reduced. The new
penetration distance is then used to compute a
new increment in contact force, the Lagrange mul-
tiplier is augmented by this increment, and the
iteration process is repeated.

This equilibrium search and Lagrange multi-
plier augmentation loop proceeds until conver-
genee is obtained. But now convergence may be
defined in physically meaningful terms. For exam-
ple, the augmentation loop can proceed until the
contact force (Lagrange multiplier) stabilizes to
within 1%, or until the largest penetration is less
than a user-specified distance.

Pressure (b)

T3o0LL00

Master

F,=kd,F,=F, +kd, F,=F, +kd,

Figure 2. Enhanced enforcement of mechanical contact. (a) A search algorithm detects penetration of the master body by
the slave node point. The penalty method introduces a spring of stiffness k between nodes S and M. When stretched, the

M, and iteratively augments this force, i.e., F,
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spring generates interface force F = kd. (b) The augmented Lagrangian method applies F as a static force on nodes S and
11 = Fo + kd, until a convergence criterion is satisfied.
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(a) Default penalty

~ (b)10,000x penalty

(c) MAL, 0.1%

 F=169,000 1b

Figure 3. Using the penalty method, results vary dramatically with penalty stiffness. in this example, a contact interface is
defined between two flat plates (arrow). The lower plate is fixed at its lower edge. A downward motion is prescribed to the

upper edge of the upper plate. Erratic stress distributions result using NIKE3D's default penalty stiffness (a). Increasing the
penalty stiffness by 10° produces a more uniform stress distribution (b). The augmented Lagrangian method gives the most
accurate solution (c) using a convergence tolerance of 0.1% on the interface force. This same answer was obtained for pen-
alty stiffnesses ranging from 102 to 10°. The new method therefore provides an insurance policy against errors from a poor-

ly chosen penalty parameter.

The new method has several advantages. In the
limit of a large number of augmentations, equilib-
rium contact force is obtained without penetra-
tion. Further, the solution is independent of penalty
parameter, since augmentations proceed until the
(physically based) convergence criterion are satis-
fied. The exception to this independence is the case
where the penalty stitfness is chosen so large that
the original penalty method (the kernel of the new
method) will not converge due to numerical con-
ditioning. This case is obviously moot, since both
methods fail.

The obvious drawback to the augmented La-
grangian method is that an additional iterative
loop is introduced into the solution process. For a
very soft choice of penalty parameter, this iteration
loop can be slow to converge. However, our im-
plementation allows for immediate convergence
with no iteration if the penalty stiffness is cleverly
(or luckily) chosen to satisfy convergence criteria
in the first step. The method is therefore an insur-
ance policy against a poor choice of penalty pa-
rameter, which before would have yielded an
inaccurate result.

The final and perhaps most dramatic advan-
tage to the new method is that the Lagrange multi-
pliers are preserved for use in the next loading
step. Thus, for a problem in which load is applied

Loginecring Rescateh Lovelopment and Technology

in several steps, the initial guess at contact pres-
sure is the converged value from the previous
step. This history information often speeds con-
vergence of the equilibrium search in the second
and later steps in the problem, and can result inan
overall reduction in CPU run time for a complex
problem.

The augmented Lagrangian method providesa
simple and effective enhancement to the penalty
method for enforcing contact constraints in
NIKE2D and NIKE3D. Accuracy is determined by
physically motivated convergence criteria, and is
independent of the penalty parameter.

Future Work

The method of augmented Lagrangian also of-
fers a new mathematical framework for consider-
ing the frictional contact problem, which will be
pursued in future work.
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The obijective of this work is to develop DYNA3D for massively parallel computers. In this
last year, we have worked with the DYNA2D program on a Thinking Machines CM-5
computer to develop strategies for distributing the data and parallelizing the finite element
algorithms. We are using the experiences gained with DYNA2D to guide the parallelization of
the algorithms for the much larger and more complex DYNA3D. We have measured perfor-
mances comparable to Cray Y-MPspeeds fora DYNA2D test problem on systems with as many
as 512 processors. The performance results show moderately large communication times
relative to computing times, particularly for the global force assembly (scatter). We attribute this
performance to the early developmental releases of the CM-5 software.

introduction

Recentadvances in microprocessor chip technolo-
gy and parallel computer architectures are revolu-
tionizing the concept of supercomputing. Vector
supercomputer architectures have reached technolo-
gy limits that preclude the orders-of-magnitude per-
formance improvements expected for the massively
parallel architectures.! A massively parallel comput-
er is an arrangement of hundreds to thousands of
microprocessors interconnected with a high-speed
internal network (currently up to 250 megabytes/s).
Typical microprocessor peak speeds range from a
low of 10 MFLOPS per processor to a high of
100 MFLOPS per processor for pipelined (vector-
like) processors. Performances between 10 and
100 GFLOPS are possible today on systems of 1000
processors. By comparison, the latest vector super-

Engineering Research Development and Technology <

computer is a 16-processor system with a peak per-
formance of 1 GFLOP per processor. The motivation
for developing & parallelized version of the solid
mechanics programs (DYNA and NIKE) is the po-
tential in the next three to five years for running
applications that are larger by two or three orders of
magnitude than are possible on vector supercomput-
ers. This would allow simulations of hundreds of
millions of elements rather than a few hundred thou-
sand elements with DYNA3D.

Figure 1 illustrates the speed and storage re-
quirements for typical advanced applications in
metal forming, materials science, earthquake sim-
ulations, and crash dynamics. Notice in Fig. 1 the
increased complexity of the models for points in
the upper right portion. These applications are of
high value in government research and for their
impact on industrial competitiveness.

Thrust Area Report FY92
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Flgure 1. Advanced applications for massively parallel pro-
cessors. The data represents systems as follows:

E = earthquake simulations: (a) bridges, buildings and oth-
er structures, and (b) full Bay Area earthquake simulations.
C = crash dynamics simulations: (a) automobile compo-
nent simulations, (b) automoblile/barrier simulations,

(c) multiple automobile crash simulations, and (d) aircraft
crash simulations. M = metal forming applications:

(a) two-dimenslional simulations, and (b) three-dimensional
simulations. T = tribology and nanometer-scale machining
simulations: (a) large-scale (10 to 100 million atoms) mo-
lecular dynamics simulations with no electronic structure
(ab initio) calculations, and (b) hybrid molecular dynamics
and continuum mechanics models with billions of particles/
zones and electronic structure calculations with milllon par-
ticle molecular dynamics. Projected times for the next gen-
erations of systems are given along the top of the plot.

Progress

The DYNA3D program is nearly twice the size
of DYNA2D, and the three-dimensional algorithms
(e.g., for contact between slide surfaces) are more
elaborate. Qur strategy is to experiment with con-
version techniques, parallel language paradigms,
and algorithm parallelization with DYNA2D rath-
er than with DYNA3D.

The development of a parallelized version of a
large vectorized program necessarily proceeds in
steps. The firstand most tedious step is the conver-
sion of array storage. The storage allocation for a
distributed-memory massively parallel computer
is dramatically different than for a common-mem-
ory serial computer. Careful analysis of reused
storage, detailed conversion of array layout, and
parameterization of the element vector block length
absorbed well over one third of our effort. A bene-
fit of this work and of the following timing analy-
sis has been the insight we have gained into
techniques for greatly reducing this same effort for
the DYNA3D conversion.

The computationally expensive step in the DYNA
algorithm is the clement-by-clement force evalua-
tion. The vectorized version of this element process-
ing translates readily into the data parallel paradigm
on the CM-5. We have completed a data parallel
version of the force update and time integration for

Table 1. Timing for the 7 cycles of an elastic/plastic bar impacting a rigid wall. There are 32,768 elements in the
64-<-512 mesh. Results are for a 512-processor CM-5.! The gather time Is associated with the block processing for multiple
material and element formulations. The scatter time Is assoclated with the global force assembly step. The paraliel
reduction time accrues for calls to an intrinsic parallel library routine.

Processor CPPU time 29.3% 20.8%
Gather/scatter time 33.8% 24.5%
rarallel Reductions 0.8% 0.7%
Front-end to processor time 36.1% 54.0%
Totals 183.7 s 0.962 5
CM-5 elapsed time for 7 cvcles: 2035

Time per element-cvele (November 1992):

The above results do not include the use of vector

software. At the time of this printing our timing
results for the CM-5 have improved to 70 2 fts
pur element time step.

9 us for the 512 processor CM-5
6 ps for the Cray Y-MI

t o Disclaimer by Thinking Machines Corporation. These resultsare based wpon a fest verswm of tesotlavare sohere the enphases aas on prociding

functwmality and the tools necessary fo begun testing the CALS wedhe cector wts. Thas softeeare reledse hus aol had e benetid of optinzation or

perfornuance L aid, consequently, is not pecessarily representative of te performance of the il cersion of s softivare
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both elastic and elastic/plastic material models. We
chose a standard test case, a bar impacting a rigid
wall, for timing and performance analysis.

Balancing the parallel and scalar calculation
time with network time is essential for efficient use
of a massively parallel computer. An unbalanced
problem with communication times exceeding cal-
culation times prevents the desirable lincar speed-
ups predicted by Amdahl’s law. On the CM-5, the
performance analysis tool, PRISM, has been eftec-
tivein providing the breakdown of hardware times.
The most valuable feature of PRISM is the avail-
ability of timing data throughout the program,
from upper level subroutines down to individual
FORTRAN statements. Two timing analyses are
shown in Table 1. The performance difference in
the two runs is a combined effect of hardware/
software changes at the Army High Pertormance
Computing Research Center and several program-
ming changes inspired by the PRISM statistics.
The speed achieved for our most recent run is
9 microseconds per element-cvele, which is com-
parable to the one processor Y-MP performance of
6 microseconds per element-cvele.
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The communication times we have measured are
still excessively high for a balanced calculation. We
have collaborated with computational analysts at
Thinking Machines to analyze the imbalance in the
timings for this test problem. The development of
system software such as compilers and communica-
tion libraries for massively parallel systems is in its
infancy. We find that the newer alpha-test versions of
thesoftware, used now by the company analysts, will
change these results up to an order of magnitude.
This software may be available to us within the next
three to six months., With the new versions of the
software, we expect to exceed single processor Cray
C-90performances forasingle material problem with
a regular topology. At the time of this printing our
timing results for the CM-5 have improved to . 732 s
per element time step.

Several techniques have been developed for
balancing the computational work among proces-
sors while minimizing the communication time.
We are testing a recursive spectral biscection tech-
nique? with three-dimensional meshes. We have
developed a method for visualizing the results, as
shown in Fig. 2.

Thiust Area Report FY92

Figure 2. Partition-
ing of a standard
three-dimensional
mesh for an automo-
bile piston; (a) the
unstructured, three-
dimensional finite el
ement mesh, (b) the
partitioning of the
piston mesh for two
processors, (c) the
partitioning of the
piston mesh for four
processors, (d) the
partitioning of the
piston mesh for eight
processors.
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Future Work

We will continue to use DYNA2D to experi-
ment with algorithm parallelization. In this next
year, we plan to investigate: (1) message-passing
and data-parallel versions of selected contact algo-
rithms, (2) a data-parallel and message-passing,
hybrid system software model available in the
next year from Thinking Machines, and (3) paral-
lel table lookup and sort algorithms, which are
appropriate for contact algorithms. We will begin
the conversion and parallelization of DYNA3D
and develop kernel algorithms for DYNA3D for
further evaluation of parallel programming para-
digms and architectures.

DYNAZ3D is an 80,000 line analysis program
including ten finite element formulations (solid
elements, shells, and beams), 35 material models,
equations of state for hydrodynamic models, sev-
eral algorithms for contact at arbitrary interfaces,
and a list of additional boundary conditions and
mechanics algorithms, all of which make the pro-
gram one of the most widely used tools for nonlin-
ear structural response simulations. Our plan over
the next three years for demonstrating a prototype
massively parallel version of DYNA3D includes
implementing an eight-node solid (continuum)

clement, at least one shell element, one contact
algorithm, and solid/structural mechanies capa-
bilitics needed for three large-scale demonstration
problems. The demonstration problems include
the simulation of a nanoindentation problem, an
automobile/barrier simulation, and a weapons
penetration application.
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Composite Damage Modeling
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A progress damage model for continuously reinforced, polymeric-matrix composites is
being developed and implemented in the implicit finite element code NIKE3D. The constitutive
model replicates the discrete laminae with an equivalent homogenized material prior to the
onset of damage. Failure criteria eventually trigger damage evolution laws that track individual
failure mechanisms within each lamina and degrade the stiffness and strength of the laminated
composite. Failure criteria and damage evolution laws are currently being developed, as well as
numerical procedures, to efficiently address the multilayer nature of laminates. This work will
allow analysts to simulate the redistribution of load as the composite materials degrade and,
therefore, to design minimal mass composite structures.

introduction

Continuously reinforced, polymeric-matrix
composites offer substantial weight savings over
conventional materials, such as steels and alu-
minums, and at the same time provide equal or
superior mechanical properties. For example, at
Lawrence Livermore National Laboratory, con-
tinuously reinforced graphite/epoxy (Gr/Ep)
composites are used in lightweight earth-pene-
trator weapons, advanced conventional muni-
tions, and enhanced nuclear safety systems.
Commercial applications of Gr/Ep composites
include high-speed aircraft, automobile drive
shafts, bicycles, and tennis rackets. Currently,
components manufactured with continuously
reinforced, polymer-based composites are de-
signed very conservatively or must be tested
extensively, because the failure response of the
material is not fully understood. To overcome
this barrier, a composite damage model is cur-
rently being developed and implemented in the
implicit finite element code NIKE3D.!

A progress composite damage model per-
mits analysts to simulate the complex three-di-
mensional (3-D) response of composite
components in both subcritical (e.g., dings in an
aircraft wing) and catastrophic (e.g., car crashes)
loading environments. To be useful, the damage
model must accommodate a wide range of fiber
layups, track damage evolution based upon in-
dividual failure mechanisms, and predict resid-

Engineering Research Development and Technology % Thrust Area Report FY92

ual life and strength. At the same time, the mate-
rial model must be numerically efficient and
resolve the complex lamina behavior within each
laminate region modeled.

Progress

A continuum-based framework has been as-
sembled to represent composite behavior. The
approach uses conventional 8-node, solid iso-
parametric, 3-D elements with conventional
2 x2x 2 Gaussian quadrature. Element stresses
and stiffness are calculated in the usual way at
each Gaussian point; however, the constitutive
evaluations use homogenized material proper-
ties that are calculated uniquely for each ele-
ment. During initialization, the ‘virgin’ elastic
properties of all laminae present within each
element, which can vary between one and two
hundred, are homogenized and stored along
with element-level, strain-based, failure criteri-
on coefficients. Throughout the analysis, the
small-strain, finite-deformation (total-Lagrang-
ian)-based constitutive relation continually up-
dates the element stresses, using effective
stiffnesses and monitors for failure initiation,
prior to the onset of damage.

Element-level failure triggers an in-depth lam-
ina level or microanalysis. The microanalysis
checks for failure, and tracks and evolves indi-
vidual damage mechanisms for each lamina
present in the element. Furthermore, it degrades
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the individual lamina stiffnesses and calculates
a material tangent matrix. The updated stiffnesses
and tangent matrices are then hoogenized for
use at the element level.

The two-tier homogenized approach provides
a rational and precise mechanism for tracking and
integrating the complex response of damaged lam-
inated composites. For undamaged material points,
the homogenization technique, which incorporates
bending and coupling effects, yields accurate solu-
tions at a substantial computational savings, since
laminate integration is performed only in initial-
ization. Traditional methods use single elements
or integration points for each lamina or homoge-
nized material property and neglect bending and
coupling effects. Efficiency in the undamaged re-
gion is very important since, in general, only small
regions of typical composite components reach
critical load levels, To date, the element homogeni-
zation technique, a conservative, element-level,
strain-based failure criteria for fiber-direction strain
to failure, and a micro-lamina-level subintegration
scheme have been developed, implemented, and
verified.

Element Homogenization and
Representation

Homogenized stiffness functions? are used in
the element to represent the total sub-laminate
response. Within an element, the homogenized
local stiffness CH(z) is given by

cMizy=ci +ci'z+cd cos(uz), ()

where ¢, ', and ¢! are element-based stiff-
ness matrices, z is the normalized distance from
the element’s central plane, and o is a constant
used to minimize element integration error. To
determine ¢!, cf', and ¢, all laminae present
in an element are identified. Next, using the
closed-form long wavelength solution of Paga-
no,’ the current lamina stiffnesses are ‘integrat-
ed’ through the element thickness, yielding the
effective extensional (A), coupling (B), and bend-
ing (D) matrices of the element. This approach
treats each element as a unique sublaminate.
Using the same long wavelength procedure, Eq. 1
is integrated. The resulting extensional, coupling,
and bending matrices are equated with the pre-
vious ones and manipulated to yield ¢ff, c{!,
and ¢ directly in terms of the actual lamina
propertics and local geometry.

Thisapproach, as we have noted 2 ensures iden-
tical net mid-surface forces and moments between

any twosystems for a specitied displacement field.
The kinematics assumed in theeffective long wave-
length solution are, with the exception of the
through thickness shear strains, identical to an
8-node, rectangular, isoparametric brick element
for small strains. Therefore, the finite element solu-
tion reflects the same behavior assumed in the
homogenization. Thus, the effective properties rep-
resent precisely the varying lamina orientations,
and the stacking sequence relates behavior, ie., the
bending and coupling responses,

Equation 1 allows approximate, but very accu-
rate, element-level integration with conventional
Gaussian quadrature. With o =0.25, the maxi-
mum normalized error in any single stiffness or
force term is less than 8.4 x 103, Although smaller
values of o reduce the integration error, they intro-
duce other undesirable numerical problems. By
restricting individual laminae to be orthotropic,
only 19 coefficients per pair of Gaussian points are
necessary to describe CH(z), independent of the
number of laminae present.

Failure Criteria

Accurate, strain-based, element-level failure cri-
teria minimize computational costs by postpon-
ing, as long as possible, the use of expensive
microlevel analysis. Criteria must be conservative
toensure that failure initiation is not missed within
any of the sublaminae, and thus, a criterion is
needed for each failure mechanism.

Laminate strengths are inherently limited by
the extreme stresses and strains that the individual
fibers and matrix can sustain. Since fibers are typi-
cally brittle, one convenient and commonly used
criterion bases damage initiation or failure upon
the minimum and maximum fiber direction
strains.* A conservative, element-level failure cri-
terion based upon fiber direction strains was for-
mulated. Tensile and compressive failure initiates
when

and
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respectively, where
a = max{cos: l),} (4)

b = max{sin® b} (5)

[ 2cos 8, sint;
€ = max] mayx| 0, ————————

l } (6)

2cos8; sin g, ]} l
t

88

0,

?)

3 = min{[min "

In these expressions, €)1, €22, and g are the in-
plane strains, expressed in the element’s natural
coordinate system; ¢} and ¢} represent the com-
posite’s tensile and compressive fiber-direction
strains to failure, respectively; and 6; is the angle
between the fiber direction (in the i-th lamina) and
the 1-axis of the elements’ natural coordinate. The
value of B positions the failure surface and is bound-
ed by 1/2 € B < 3/2. For arbitrary layups, the
optimal value is § = (.785. Equations 4 through 7
are evaluated using all lamina present within the
element. In 8-node brick elements, the failure crite-
ria, Eqs.2 and 3, need be checked on only the
‘upper’ and ‘lower’ element surfaces.

Internally Pressured Thick-Walled
Cylinder

To demonstrate the new model’s ability to pre-
dict the elastic response of a laminated composite
material, a thick-walled composite cylinder sub-
jected to an internal pressure was analyzed. The
cylinder was axially constrained and had an in-
side-to-outside ratio of r;/ro=3/4. There were 72
Gr/Ep plies randomly oriented with their fibers in
either the axial (0°) or hoop (90°) direction. The 3-D
quarter model used, shown in Fig. 1, contained
only 60 elements, i.e., 12 circumferentially and 5
radially oriented. Radial displacements on the in-
ner [Or(r = r;)] and outer [3r(r = ry)] surfaces were
compared to a baseline solution and are listed in
Table 1. The baseline solution was obtained with
anaxisymmetric, two-dimensional model that con-
tained 1152 elements in the radial direction. It
modeled each lamina with 16 elements. Calcula-
tions were performed with and without incom-
patible modes. Overall, there is excellent agreement
between the axisymmetric baseline and the 3-D
homogenized sotutions.

Engineering Research Development and Technology

Figure 1. 3-D finite
element discretiza-
tion of the internally
pressurized thick-
walled cylinder. A
quarter section is
represented here.

dr(r=r) dr(r = ry)

112 x 10~
1112 % 10~
1110 x 10~}

8.294 x 10~
8.297 x 10~
8.260 x 10~

Baseline
3-D
3-D*

Future Work

Additional failure mechanisms are necessary
before component responses can be realistically
tracked beyond initial failure. This requires that an
element-level failure criterion as well as damage
evolution relationships be developed for each
mechanism. The lamina-level constitutive laws
must ensure solution convergence with mesh re-
finement, include all mechanisms, and permit in-
teraction between the various modes. In the
immediate future, development efforts will focus
on the predominant failure modes, namely, tensile
and compressive failure, delamination, and in-
plane shear failure. Development of the evolution
laws will use both micromechanical models and
non-traditional experimental results.
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Table 1. Baseline
and 3-D calculated
radial displace-
ments. *With ‘in-
compatible modes’
tumed on.
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HYDRA: A Flow Solver for Three-
Dimensional, Transient, Incompressible

Viscous Flow

Mark A. Christon
Nuclear Explosives Engineering
Mechanical Engineering

This article describes the current effort to develop a high-performance flow solver for
addressing the incompressible class of complex-geometry transient flow problems that require
very-high-resolution meshes. The code development effort is deseribed in terms of the algo-
rithm-to-architecture mapping issues involved inboth vector and parallel supercomputers. An
example problem showing the application of the current code to a streamline submarine hull is
presented to demonstrate the class of problems being considered.

Introduction

Thisworkis partof acollaborative etfort involving,
the Mechanical Engincering and Physics Departments,
and Military Applications at Tawrence Livermore
National Laboratory (LLNL). The development of a
high-performance, three-dimensional, transient, in-
compressible, viscous flow code is being undertaken
primarily to study submarine performance in o fluid
dynamics sense. The effects of flow separation and
vorticity upon vehicle lift, drag, and ultimately steer-
ing, arc of primary interest. The final goal isto provide
a design simulation tool that will help to reduce the
costly submarine design cvele.

While this effort addresses one of the National
Grand Challenges of Computing, simulating flow
ficlds about vehicles and in turbomachinery, this
computational tluid dynamics (CED) capability is
unique because it also finds application within
multiple divisions at LLNL, the Department of
Energy, and in US. industry. Applications include
the study of casting processes, heavy gas disper-
sion, and flow in the planctary boundary layer.
There is also immediate application in industries
critical to U.S. competitiveness in the world ccono-
my, such as the automotive industry where CED s
being used to augment engineering design in the
arcas of vehicle acrodynamics, heating and air
conditioning, and engine and underhood cooling,

For the full-body, transient How simulation of a
submaring, it is anticipated that upwards of one
million clements will be required to resolve im-
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portant flow-tield teatures such as vortices and
regions of separated flow, which directly influence
vehicle littand drag,. Inaddition to the high degree
of spatial discretization, the temporal resolution is
also demanding, requiring the efficient mapping
of the tflow-solution algorithm to current vector
and parallel supercomputer architectures to make
such simulations practicable,

For the solution of the time-dependent Navier-
Stokes equations with complex geometry, it is esti-
mated that computers with memory sizes of 1000
to 10,000 million words and performance rates of
10 to 1000 GELOP's (1 GELOP = 1 billion floating
point operations per second) will be required. To-
day, a tully configured CRAY C-90 vector super-
computer provides a peak performance rate of 16
GELOP's with a memory size of 256 million words.
Incontrast, a tully configured parallel computer
such as the Thinking Machines CM-5 provides a
prak performance rate of 120 GFLOP's with K96
million 64-bit words of memory. By focusing on
the rapidly evolving parallel computing platforms
and making use of advanced numerical algorithms,
the goal of rapid simulation of complex geometry
flow simulations for design may be achievable in
the near future.

Progress

The current finite clement code for solving, the
Navier-Stokes equations is based primarily upon
the work of Gresho efal,! + making use of ad-
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vanced solution algorithms for both implicit and
explicit time integration. In the case of the second-
- Jer fractional step algorithm?4 (impilicit), a con-
sistent-mass predictor in conjunction witha lumped
mass corrector legitimately decouples the velocity
and pressure fields, aereby reducing both memo-
r. and CPU requirements relative to traditional,
fully coupled solution strategies. The consistent-
mass predictor retains phase speed accuracy, while
the lumped m.ass corrector (projection) maintains
a divergence-free velocity field. Both the predictor
and the corrector steps are amenable to solution
via direct or preconditioned iterative techniques,
making it possible to tune the algorithm to the
computing platform, i.e., parallel, vector, or super-
scalar. The second-order projection algorithm can
accurately track shed vortices, and is amenable to
the incorporation of either simple or complex
(multi-equation) turbulence submodels appropri-
ate for the driving applications.

The explicit solution algorithm!= sacrifices some
of the phase-speed accuracy of \he fractional-step
algorithm for the sake of minimizing memory and
CPU requirements. However, the momentum equa-
tions are still decoupled in the explict algorithm.
While both the diffusive and Courant stability limits
must be respected in the explicit algorithm, balancing
tensor diffusivity!2 is used to lessen the restrictive
diffusive stability limit in the explicit algorithm. This,
incombination with single-point integrationand hour-
glass stabilization, makes the explicit algorithm very
efficient computationally, and because of this, the
expliat algorithm was chosen 25 the initial focus of
the parallelization effort.

The fractional step and the explicit algorithms
both rely upon the implicit solution of a linear system
arising from an elliptic operator. In the case of the
fractional step algorithm, this solution is used to project
an intermediate velodity field to a divergence-free
space. In the explicit solution strategy, the elliptic
operator appears in the pressure Poisson equation,
which is used to advance the pressure field in time.
Because the linear system solver is a key component
of the algorithm-to-architecture mapping ior both
algonthmes, it has been necessary to develop modi-
fied, conjugate-gradient iterative solvers® that mini-
mize the impact on memory requirements and allow
the natural data parallelism of element-level process-
ing to be exploited. For both the explicit and the
projection algorithms, no additional storage is re-
quired for the elliptic operator itself, making the cur-
rent conjugate gradient solver essentially matrix-free.

During the past vear, our efforts have been direct-
ed primarily towards the vector and data-parallel or
SIMD (Single Instruction Multiple Data) implemen-
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tation of the code suitable for the laminar flow regime.
In the case of the vectorized version of the code,
element operations are blocked into groups of contig-
uous, data-independent operations by using a sim-
plified domain-decomposition strategy to group the
elements. This approach results in a code that is
completely vectorized, vielding performance com-
parable to DYNA3D for the time integration of the
momentum equations. However, the solution to the
pressure Poisson operator limits the overall perfor-
manczof the code, taking up to 95% of the CPU time
per simulation time-step in problems with strong
pressure-velocity coupling.

Because the element data structures for the vector-
ized version of HYDRA are adjustable, they are also
used for the SIMD (CM-2/CM-5) implementation,
where element-level operations are performed in a
lock-step parallel fashion. For the CRAY architecture,
the vector block size is configured as 128 (twice the
length of the vector pipeline). In the case of the CM-2/
CM-200, the element block size is configured as a
multiple of the minimum virtual processor ratio (4)
and the number of available processing elements. For
the CM-5, the block size is configured as an integcal
multiple of the processor vector pipeline length and
the number of available processors enabling proces-
sor pipelined operations in conjunction with SIMD
parallelism.

In the SIMD (CM-2/CM-5) version of the code,
data dependence in the element blocks may be re-
solved using hardware-specificcommunication/com-
bining operations for the parallelized assembly of
element data to nodal data. Instead of data depen-
dency, the constraint on domain decomposition in
the SIMD implementation requires that the elements
be grouped in a spatially contiguous manner to mini-
mize the deleterious effects on performance of off-
processor communication. However, because the
same data structures are used for the vector and
SIMD versions of HYDRA, it is possible to appropri-
ately reconfigure the block size for each architecture
for the sake of performance. In effect, the element
grouping strategy provides a mechanism to account
for variations in granularity across supercomputer
architectures ranging from vector to SIMD to Multi-
pie Instruction Multiple Data (MIMD).

Many alternative domain-decomposition algo-
rithms are available, including methods that consider
the graph of the finite element mesh” when subdivid-
ing the physical domain, and are not restricted to
logically regular meshes. By matching the domain
decomposition strategy to the supercomputer archi-
tecture, it will be possible to maintain optimal perfor-
mance on vector, SIMD, and MIMD machines.

HYDRA has been written using standard, UNIX
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software-development tools, enabling the code to be
simultaneously developed in FORTRAN 77 and FOI-
TRAN 90by making use of compile time configuration
of the software. This approach has made it possible to
provide HYDRA in a form suitable for computing
platforms including workstations, and CRAY vector
and Thinking Machines SIMD supercomputers. The
top-down designand bottom-up implementation have
required the design of a memory management pack-
age that makes it possible to perform dynamic memo-
ry allocation on a single processor workstation,
multi-processor CRAY, or on the processors of the
CM-2/CM-5 with a single interface definition.

Application

Currently, initial calculations are beiny: performed
on a range of simplified submarine-hull configura-
tions. The top frame in Fig, 1 illustrates the mesh used
in the computation of the flow field around a stream-
line submarine hull at a Reynolds number of 830,
based on the hull diameter. A 1/4 symmetry model
has been used, resulting in a mesh with 18,000 nodes
(16,000 elements) or 72,000 degrees of freedom. Tow-
tank conditions were imposed on the computational
domain to simulate the case when the vehicle is
moving straight ahead.

Isosurfaces of pressure are shown in the middle
frame of Fig. 1 for the initially divergence-free and
potential flow field. Atthe leading edge of the vehicle,
a stagnation point is apparent, with the pressure
decreasing in the streamwise direction along the hull
of the vehicle. Near the trailing edge of the submarine,
alow pressure ‘bubble’ is present due to the accelera-
tion of the fluid as it tries to tum and follow the
streamline surface of the hull. In the bottom frame of
Fig. 1, isosurfaces of the x-velocity are shown. At the
inlet to the domain and the far-field boundary, a
uniform x-velocity has been imposed to simulate
tow-tank conditions. The bubbles at the front and
back of the straight section of the hull correspond to
locations where the fluid has been accelerated to track
the contours of the vehicle hull. At the surface of the
hull, no-slipboundary conditions have been imposed.

Future Work

Future efforts will address two key issues:  the
acceleration of the solution to the linear system, aris-
ing from the pressure Poisson operator; and the inclu-
sion of the recursive, spectral domain-decompaosition
strategy for SIMD architectures. The pressure com-
putation currently relies upon a data-parallel, cle-
ment-by-element diagonally scaled, matrix-free
conjugate gradient solver. While this approach offers
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scalability in terms of the mesh resolution, multigrid
acceleration can provide enhanced convergence rates
by effectively damping the low-mode error compo-

nents via coarse grid corrections. It also fits well in the
current parallel-code architecture.

While the current, vector-blocking, domain-de-
composition algorithm is adequate for vector super-
computers, robustdecomposition techniques yielding
clement-to-processor assignments that minimize com-
munications overhead are necessary to achieve peak
performance rates on both SIMD and MIMD parallel
architectures. The recursive spectral bisection” algo-
rithm, which uses the second eigenvector of the mesh
connectivity graph, is currently being investigated as
acandidate for performing domain decomposition.
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Figure 1. Results of
calculations per-
formed on simplified
submarine-hull con-
figurations, showing
(a) the mesh used in
the computation of
the flow fleld;

(b) isosurfaces of
pressure; and

(c) isosurfaces of
the x-velocity.

2-21



Development and Testing of the TRIM3D Radiation Heat Transfer Code + Computational Mechanics

Development and Testing of the TRIM3D
Radiation Heat Transfer Code

James D. Maltby
Nuclear Test Engineering
Mechanical Engineering

We have developed a new code, TRIM3D, to solve radiative heat transfer problems involv-
ing a participating medium. The code uses a Monte Carlo formulation to solve problems with
absorption, anisotropic scattering, and specular boundaries. It is designed to work with other
codes to solve coupled radiation/conduction/thermal stress problems, and has been verified

against known analytic solutions.

Introduction

Radiation heat transfer problems involving a
serai-transparent medium that participates in the
radiative exchange occur often in areas such as
high-power optics, crystal growth and glass man-
ufacture, coal furnaces, annealing ovens, and anal-
ysis of fuel fires. Unfortunately, these problems
are often difficult to solve due to the complex
nature of the radiative transfer equation. A Monte
Carlo approach to radiation heat transfer prob-
lems without a participating medium has proved
very successful, resulting in the computer code
MONT3D.!2 The objective of this research was to
develop a Monte Carlo code to analyze radiation
heat transfer in the presence of a participating
medium.

The resulting code, TRIM3D, represents the
state of the art for radiation heat transfer analysis,
and is also the first production code with detailed
participating medium capability. The addition of
TRIM3D to our code suite allows the solution of
coupled radiation/conduction/thermal stress
problems with a level of detail not previously
attainable.

Progress

During FY-92, a working version of the com-
puter code TRIM3D was developed and given
preliminary testing and verification. The
TRIM3D code is formulated in a similar manner
to the successful MONT3D non-participating
medium heat transfer code used by programs at
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Lawrence Livermore National Laboratory
(LLNL). The current working version of TRIM3D
solves three-dimensional (3-D) radiation heat
transfer problems in absorbing, emitting, and
anisotropically scattering media. Problems may
be solved that are non-homogenous and non-
isothermal, and material properties may vary
with wavelength. Boundaries may be diffuse,
specular, or mixed, with directional reflectivity
and transmissivity.

The code has been verified against a series of
analytic problems with absorbing or scattering
media and specular boundaries, with agreement
within the statistical accuracy of the simulation.
Currently, no other code exists that can handle
participating media problems of this complexity.

Theoretical Formulation
TRIM3D generates a matrix of direct exchange

areas (DEA’s) that describe the radiative interac-
tion among all surfaces and volumes in an enclo-

INGRID
Y

TRIM3D

Ll TOPAZID ] TAURUS

B REMAP B NIKE3D [

Figure 1.

TRIM3D code
flow. Tempera-
ture output from
TOPAZ3D Is
passed through

REMAP to

NIKE3D for solu-
tion of radlation/
conductlon/
thermal stress

problems.
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sure. The net exchange between any two surfaces
or volumes may be described:

Q=05 s (T,“ -1})

j (surface to surface)

=05 g (T,f‘ - T,f') (surface to volume)

=08 & (T,'4 —T,-”’) (volume to volume).

This matrix is then passed to TOPAZ3D for
solution of the coupled radiation/conduction
problem. Since the matrix of DEA’s is tempera-
ture-independent, boundary conditions and tem-
peratures in an analysis may be changed without
re-running TRIM3D. This approach has been
very successful with MONT3D and TOPAZ3D,
resulting in a large savings in computer time.
The temperature output from TOPAZ3D may
then be passed through REMAP to NIKE3D for
solution of radiation/conduction/thermal stress
problems. The code flow during the solution of
such a problem is shown in Fig. 1. The mesh
generator INGRID and post-processor TAURUS
are also used.

TRIM3D simulates thermal radiation by emitting
a large number of monoenergetic photons from each
surfaceand volume. These photons aretraced through
multiple reflectionand / or scattering events until they
areabsorbed inanother surfaceor volume. The DEA’s
are then calculated from these photon tallies. For a

given row of the DEA matrix,
§; Sj =A,‘ €; N,,/N,
8is; =4V,a; N;IN;,

where N is the number of photons emitted by
element i and absorbed by element j, and N} is the
number emitted by element i.

Figure 2. Analytic
verification of
TRIM3D for pure ab-
sorption,
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TRIM3D ,
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Flgure 3. Analytic verification of TRIM3D for isotropic scat-
tering.

If the material properties change significantly
with wavelength, as is typical with gas-radia-
tion problems, a band-wavelength model is avail-
able. This model splits the wavelength range
into separate gray bands, with a separate simu-
lation per band.

Surfaces consist of 4-node shell elements, de-
generating to triangles. Volumes are represented
as 8-node bricks, with triangular prisms and tetra-
hedra as subsets. Both surfaces and volumes are
designed for mesh compatibility with INGRID
and TOPAZ3D. Material properties are assumed
constant within a single element, but any number
of materials may be defined. In this manner, non-
homogenous problems may be solved.

Analytic Verification

TRIMB3D has been verified against a series of
participating medium heat transfer problems
with known analytic solutions. Though the ana-
lytic solutions are one-dimensional, they were
simulated with a 3-D geometry with specular
mirrors on four sides. Optical depths from 0.1 to
10 were tested, with good agreement through-
out the entire range. Some of the results of this
verification are shown in Figs. 2 and 3 for pure
absorption and isotropic scattering, respective-
ly. Agreement with the analytic solution in both
cases is very good.

An additional result from this verification was
that the speed of the code appears to decrease only
linearly with optical depth, and that even at an
‘optically thick’ depth of 10, the speed is practical
ona SUN workstation.

Thrust Area Report FY92 % Engineering Research Development and Technology
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Future Work

One of the difficulties in verifying a participat-
ing medium code is the small number of problems
with analytic solutions that exercise all the code
features. To address this problem, a symposium
was held at the 1992 American Society of Mechan-
ical Engineers Heat Transfer Conference to assess
the current capability for solving non-gray, aniso-
tropically scattering, multidimensional radiation
problems. Thirty-four benchmark problems rang-
ing from one to three dimensions at optical depths
from 0.1 to 10 were specified 3 These problems will
be solved using TRIM3D and should provide a
good platform for verification of the code features.

Additional features are planned for the produc-
tion version of the code to simplify the solution of
large problems and make the code more ‘user
friendly.” A complete user’'s manual, including test
problems, will be produced for TRIM3D. In addi-
tion, all the solved analytic and benchmark prob-
lems will be organized into a quality assurance
manual for code validation purposes.

Engineering Research Development and Technology % Thrust Area Report FY92

Once the code is released, we intend to collabo-
rate with groups inside or outside LLNL to test the
utility and accuracy of TRIM3D on experimental
problems. This will provide valuable feedback on
code robustmess and performance on large prob-
lems, as well as on which features are most useful
to the analysis community.

Because TRIM3D uses a Monte Carlo formula-
tion, it is very well suited to the new class of
massively parallel computers. A test version of
TRIM3D will be developed for whichever parallel
computer becomes available at LLNL, and its per-
formance will be assessed. If successful, it should
provide a good example of a production-parallel
application.

1. ).D. Maltby and PJ. Burns, Numer. Heat Transfer 9
(2), (1991).

2. R Siegel and J.R. Howell, Thermal Radiation Heat
Transfer, 4th ed., Hemisphere Publishing Corpora-
tion (Bristol, Pennsylvania), 1992,

3. TW. Tong and R.D. Skyocypec, “Summary on
Comparison of Radiative Heat Transfer Solutions
for a Specified Problem,” Developmients in Radiative
Heat Transfer, HTD 203 (New York), 1992. (2
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A Methodology for Calculating the
Seismic Response of Critical Structures

David B. McCallen
Nuclear Test Engineering
Mechanical Engineering

Francois E. Heuze,
Lawrence J. Hutchings, and

Stephen P. Jarpe

Earth Sciences Department

We are developing a methodology chain that will allow estimation of the seismic response of
critical structures to large earthquakes. The methodology consists of three distinct steps: genera-
tion of synthetic bedrock motion at the structure site due to a postulated large earthquake;
nonlinear finite element analysis of the soil profile at the site to transform the bedrock motion to
surface motion; and linear/nonlinear finite element analysis of the structure based on the predicted
surface motions. Progress in all steps is reported here. Our ultimate goal is to allow accurate, site-
specific estimates of structural response for a specified earthquake on a specified fault.

Introduction

Our computational simulation of the seismic
response of a critical structure is illustrated in Fig. 1.
Toenvelope the motions that might be observed at
the structure site, the seismological portion of the
methodology develops a suite of possible earth-
quake rupture scenarios for each fault that can
contribute significant ground motion at the site.
Field instrumentation is placed on bedrock at the
structure site, and over a period of time, bedrock
motions due to micro-earthquakes emanating from
the causative fault(s) are recorded. These record-
ings serve as empirical Green’s functions, which
characterize the motion at the structure site loca-
tion due to slip of an elemental segment of the
fault. By appropriate summation of the responses
due to each element of the fault rupture zone for a
given rupture scenario, the bedrock motion due to
slip over a large area of the fault (corresponding to
a large magnitude earthquake) can be estimated.
By considering a standard suite of 25 possible fault
rupture models, which characterize the different
manners in which the fault rupture can propagate
across the total fault rupture zone, a suite of 25
acceleration time histories are generated. The suite
of time histories is representative of the maximum
ground accelerations that could be expected at the
site for a given size earthquake. Hutchings!~3 and
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his coworkers have led the development of the
empirical Green’s function technique and demon-
strated the utility of this method using Loma Prie-
ta earthquake data.2

The transmission of earthquake motion from
bedrock through the soil to the soil surface can
result in significant modification of the bedrock
motion. Traditionally, the nonlinear behavior of
the soil under strong seismic motion has been
modeled with ‘equivalent linear’ methods, which
iterate with a linear model to approximate the
nonlinear response of the soil deposits. The classi-
cal computer program SHAKE has typically been
used to perform site-response analysis. SHAKE is
operational at Lawrence Livermore National Lab-
oratory (LLNL), but such equivalent linear models
cannot describe the evolution of pore pressure and
predict liquifaction; i.e. they cannot perform
“effective-stress” analysis which we deemed es-
sential for this project. So, the effective stress non-
linear finite element program DYNAFLOWS has
been obtained from Princeton University. As part
of the methodology development and validation,
the DYNAFLOW and SHAKE programs will be
applied to the Loma Prieta earthquake data ob-
tained at Treasure Island, California. The Treasure
Island site consists of saturated soils that exhibited
liquefaction during the Loma Prieta earthquake.
Site-response calculations are being performed by
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Figure 1. Computa-
tional simulation of
the seismic re-
sponse of a critical
structure showing
(a) the physical sys-
tem and (b) the
three-step computa-
tional model.

Figure 2. Location
of April 1992 Petro-
lia earthquake epi-
centers and Painter
Street Bridge site.

Bedrock
> <~

N\

.-vi"Rupture zone for large quake

N

a number of researchers, and a portion of our
model validation efforts will consist of a compari-
son of DYNAFLOW and SHAKE results with
measured Treasure Island response data for the
Loma Prieta earthquake.

Nonlinear structural-response computations are
being performed with nonlinear finite element soft-
ware developed at LLNL. The implicit, nonlinear,
finite deformation program NIKE3De is being used
to model structures and the nonlinear near-field
soil. NIKE3D has a number of nonlinear constitu-
tive models and advanced contact-surface capa-
bilities for modeling gap opening and closing,

The seismic analysis procedures and capabili-
tics under development are being applied to two

®) 3. Finite element

structural model

for structural
r\’e sponse

2, Finite element 8;
soil model for
soil response

EL -300

1. Empirical Green's
functions for bedrock
motions

Rupture zones
for microquakes AQ,

D \ Estimated fault

rupture zone for
large quakes Q

transportation structures in California. The first
structure is the Dumbarton Bridge, which is the
southern-most crossing of the San Francisco Bay.
The Dumbarton Bridge study was initiated by
LLNL at the request of the California Department
of Transportation (CDOT). The second study is
concerned with the seismic analysis of the Painter
Street Bridge in Rio Dell, California. The Painter
Street Bridge study is very important from the
standpoint of validation of our methodology and
procedures. This study is the focus of this report.
The Painter Street Bridge, which has been heavi-
ly instrumented by the California Department of
Mines and Geology (CDMG), provides an excel-
lent case study. The high rate of occurrence of
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Painter Street overcrossing,
Rio Dell, California
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Shear wave

carthquakes in the seismically active region of
northern California has allowed the measurement
of response of this bridge to a number of signifi-
cant earthquakes. In April 1992, three large earth-
quakes occurred within close proximity to Rio
Dell and the Painter Street Bridge location (see
Fig. 2). During the largest of these shocks, the Paint-
er Street Bridge structure was shaken quite vio-
lently, with lateral deck accelerations on the order
of 1.23 times the acceleration due to gravity. These
measured accelerations represent the largest accel-
erations ever measured in any structure during an
carthquake. Prior to the April carthquakes, Mc-
Callen, Romstad, and Goudreau” had constructed
adetailed finite element model of the Painter Street
bridge /abutment system (see Fig. 3) and had per-
formed detailed parameter studies on the dynam-
ic response of the system. Since an extensive
maodeling effort had already been initiated on this
bridge, the latest set of quakes was a fortuitous
event for our project.

Enginecoing Rescearch Development and Technology

velocity measurements
(performed by CalTrans)

Bedrock

Drilling of four bore holes
(performed by CalTrans)

Bridge superstructure

Approach embankment soil

e ’ - Seismic
¥ S instrutaentation

package
placement

(c)

Progress

Asaresultof the April quakes, the LLNL efforts
at the Painter Street site have been scaled up signif-

Figure 3. Photo-
graphs showing

(a, b, and c) experi-
mentation and field
work for the Painter
Street Bridge site;
and (d) illustration of
finite element model.

® Arcata

Eureka (location of
Humbolt Bay
decommissioned
nuclear power plant)
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Figure 4. Region of
aftershock locations
used for measure-
ment of empirical
Green's functions.

2-29



Computational Mechanics < A Methodology for Calculating the Seisnic Response of Critical Structures

Figure 5. Five sam-
ple fault rupture sce-
narios with resulting
Painter Street time
historles.
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icantly. At the request of Heuze,® the CDOT re-
cently drilled four bore holes at the Painter Street
site (see Fig. 3) and performed down-hole, shear-
wave-velocity measurements. Soil samples were
retrieved from the boreholes, and Heuze has con-
tracted with the Department of Civil Engineering
at (UCB) to perform laboratory tests on the soil
samples. The field shear-wave-velocity measure-
ments and the laboratory soil testing will provide
quantitative soil properties for use in the site soil
response calculations and the structural model
calculations, Two of the boreholes were drilled to
bedrock (a depth of approximately 80 ft), and two
seismic instrumentation packages were placed,
one at the surface and the second at the bedrock
depth of 80 ft (Fig. 3). The package at bedrock
depth is currently being used by seismologists to
measure empirical Green'’s functions for micro-
carthquakes emanating from nearby faults.
Todate, Painter Street site bedrock responses have

been measured for eight micro-carthquakes emanat-
ing from the tault locations indicated in Fig, 4. Based
on the empirical Green's functions obtained from
these meastrements, synthetic bedrock-geound-mo-
tion time histories have recently been generated by
Hutchings and Jarpe for a number of carthquakes.
Samples of Painter Street site synthetic tinmwe histories,
ecach based on a different fault rupture propagation
model, are shown in Fig, 5.

In parallel to the seismological work, finite cle-
ment modeling of the Painter Street bridge/abut-
ment system has progressed into the nonlinear
regime. For nonlinear time history analyses, the
superstructure, pile foundation, and approach em-
bankment soil masses have been modeled as
shown in Fig. 3. In this type of bridge structure,
nonlinear hysteretic behavior of the soil embank-
ments has been experimentally identitied asa very
important factor in the dynamic response of the
bridge system.®10 The primary objective of con-
structing a detailed, three-dimensional model of
the bridge/soil system was to allow incorporation
of the effects of nonlinear soil stiffness and soil
mass. Traditional finite clement models for this
type of bridge, which are used in bridge design
and analysis calculations, neglect the soil mass,
and the soil stiffness is represented by linear clas-
tic, amplitude-independent springs. We decided
to truncate the detailed finite clement model at
approximately the original ground surface eleva-
tion, and apply the surface free field motion direct-
ly to the base of the model at this elevation (see
Fig. 3). Thisapproach neglects potential soil-struc-
ture interaction effects between the piles and soil
below this level, and prevents radiation of energy
vertically back into the soil. However, interaction
between the soil and piles typically occurs in the
top portion of the piles, and energy loss through
radiation will be small relative to the energy dissi-
pated by the nonlinear hysteretic behavior of the
soil embankments.

Until the experimental tests are completed at
UCB in January 1993, there is only sparse quanti-
tative data on the soil properties for the Painter
Street site. The small-amplitude shear moduli for
the approach embankments and original grade
soils have been estimated!! based on Pand Swave
surface refraction measurements which were per-
formed. To represent the nontinearity of the soilin
the bridge/abutment finite clement model, the
small-strainshear moduli obtained from these mea-
surements were used with standard soil modulus
degradation and damping curves.2 To represent
the standardized modulus degradation and damp-
ing curves in the NIKE3D finite clement program,
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asimple Ramberg-Osgood constitutive model was
used to model the soil. The material parameters
were set such that the Ramberg-Osgood hystere-
sis loop would yield modulus degradation and
damping curves very similar to Seed’s!? standard-
ized curves. The procedure for determining the
Ramberg-Osgood parameters to approximate giv-
en modulus degradation and damping curves was
developed by Ueng and Chen.! The modulus and
damping curves obtained from the Ramberg-Os-
good constitutive model fit with Ueng and Chen’s
technique are shown in Fig, 6 along with the origi-
nal curves of Seed. The shear stress-strain behav-
ior generated with the fitted Ramberg-Osgood
model in the NIKE3D finite element program is
also shown in Fig. 6.

A number of time history analyses have been
carried out with the detailed bridge/abutment
model shown in Fig. 3, as well as with simple
reduced-order stick models of the bridge+ The
bridge instrumentation records for the April 1992
Petrolia earthquakes have not yet been completely
processed by the CDMG; thus, the measured free
field motions were not available to apply to our
model prior to this report. However, free field and
bridge-response data for a magnitude 5.5 earth-
quake of November 1986 were available and were
used to examine the accuracy of the finite element
models of the bridge system.

The 1986 free-field acceleration time histories
were used as input motion to the base of the bridge
system models. The model response predictions
were compared to the actual bridge response data
measured by the COMG bridge instrumentation
array. Since the details of all of the response pre-
dictions are given elsewhere, ¥ only an illustrative
example of the response predictions is provided
here. The detailed model response predictions for
the absolute displacement at channel 7 (transverse
motion at mid-span) are shown in Fig. 7. Figure 7a
shows the response of the detailed model when a
linear elastic soil model is used, and mass- and
stiffness-proportional Rayleigh damping is used
to provide approximately 5% damping in the first
transverse and longitudinal modes of the bridge
system. For the linear analysis, soil properties were
set equal to the small-strain soil properties estimat-
ed by Heuze and Swift from field measurements.
Two observations can be made: (1) the frequency
content of the bridge model is significantly too
high when the small-strain soil properties are used;
and (2) the amplitude of the response prediction is
too large relative to the measured response. The
bridge response prediction using the detailed mod-
el with the nonlinear Ramberg-Osgood soil model

D
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Figure 6. Simple
nonlinear soll char-
acterization for finite
element model.
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is shown in Fig. 7b. This model also used mass- — analysis to transform bedrock motion to soil sur-
proportional Rayleigh damping, in which thedamp-  face motion. Specific tasks that we intend to per-
ing in the first transverse mode was set to 10%. The  form during the next year include:
nonlinear model exhibits significant improvement (1) Use of the nonlinear model of the bridge/
over the lincar model. The nonlinear model dis- abutment system to predict the response of the
plays appropriate sottening and energy dissipation bridge to the April 1992 Petrolia carthquake.
in the system, such that the frequency content and The predicted response will be compared to
amplitude are more representative of the actual the actual bridgze response measured by COMG,
structural response. This carthquake should have resulted in signif-
icant nonlincar behavior of the bridge/abut-
Future Work ment system, and this analysis will allow us to
further verify the ability of the nonlinear model
Significant progrress has been made in the study to accurately predict bridge/abutment re-
of the Painiter Street overcrossing site. Construction sponse.
of the seismological model and the structural mod- - (2) Based on measured Green'’s functions, the seis-
elhave been completed, and caleulations have been mological model will generate a final suite of 25
generated with both models. Additional field mea- time histories for the April 1992 Petrolia magni-
surements of Green's functions from future micro- tude-7 carthquake.
carthquakes will continue to enhance the site (3)  Thebedrock-motiontime histories will be trans-
seismological model, and laboratory experimental formed to surface motion with a site-response
data will improve the soil characterization in the analysis, and the suite of surface time histories
finite clement model of the bridge/abutments. The will be compared to the actual free field motion
site-soil characterization will also allow site-response measured at the site by COMG,
2-32 Thrust Area Report FY92 Erng reering Resoarch Devetopment and Tochnologs
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(#)  The suite of predicted free field responses will
be run through the structural model, and re-
sponse statistics will be compared to the actual
response from the April 1992 magnitude-7
earthquake.

The ultimate goal of our project is to allow accu-
rate site-specific estimates of structural response for
a specified earthquake on a specified fault. For
practical applications of this methodology, it will
be essential to decide how the structural engineer
may best use the information provided by the suite
of time histories developed by the seismological
portion of the study. It will generally be impractical
to perform 25 time history analyses (or more if
multiple faults/multiple rupture zones are consid-
ered) for a large structural model. It is necessary to
consolidate the information obtained from the time
histories into a simplified form (e.g., a representa-
tive response spectrum and corresponding single
time history) to achieve practical application.

The Painter Street site study will allow a critical
evaluation of the accuracy of the method that is
being developed, and a demonstration of our tech-
nology in all segments of the methodology chain.
It will also provide an opportunity for interaction
between structural analysts and seismologists, so
that appropriate procedures for using the earth-
quake ground motion in structural response cal-
culations can be developed.
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Reinforced Concrete Damage Modeling

Sanjay Govindjee and
Gregory J. Kay

Nuclear Explosives Engineering
Mechanical Engineering

The modeling of reinforced concrete structures is currently performed by empirical codified
formulae and linear elastic calculations. This state of the practice, however, can lead to both non-
conservative designs on the one hand and to over-designed and costly structures on the other.
This wide range of outcomes arises from the lack of an adequate constitutive model to describe
the behavior of concrete as it cracks under applied loads. This report briefly describes work at
Lawrence Livermore National Laboratory in the development of an appropriate constitutive

model for concrete damage.

introduction

In the modeling of reinforced concrete struc-
tures, the current state of the practice involves the
use of codified empirical formulae and linear cal-
culations. While these methods are very useful,
they can also produce unwanted results, When
using empirical formulage, there is risk involved in
applying them to a situation that is not absolutely
identical to the tests from which they were de-
duced. In particular, formulae for limit loads scale
ina rather non-linear fashion and must be applied
with care and experience to avoid a non-conserva-
tive design. On the other hand, one does not want
to have to over-build a structure and hence make it
overly costly because of uncertainties in modeling.

A vast improvement to the design cycle is ob-
tained if some of the empirical formulae currently
used are replaced by analytical models. The main
unknown that most of the empirical formulae try
to address involves the behavior of the concrete
itself as it cracks under various loading conditions
with different reinforcement patterns. Thus, the
thrust of our work has been to develop a constitu-
tive model that describes the behavior of damag-
ing concrete. Because this work is being performed
for the Computational Earthquake Initiative at
Lawrence Livermore National Laboratory (LLLNL),
the level of complexity of the model has been
chosen to be commensurate with that needed to
model critical sections of large reinforced concrete
structures under seismic loading conditions. This
requires the constitutive model to be able to track

Cngineerning Research Development and Technology 4 Thrust Area Report FY92

the progression of damage induced by arbitrary
three-dimensional (3-D) loading histories in com-
plex 3-D geometries. Because of these require-
ments, the model has been developed as a 3-D
damage theory that is suitable for large-scale finite
clement calculations.

Such thinking is not new to the modeling of
reinforced concrete structures.! This original work,
and almost all that has followed since, has been
confined to two-dimensional (2-D) problems. Un-
der seismic excitations, however, one must look at
the more general situation that includes 3-D of-
fects, because of the high likelihood of complex
loading paths. There does exist a handful of 3-D
models.234 However, none of these models is suit-
able for the present problem. The first two models
and others like them are only suitable for isotropic
compressive type behavior, and the third, while
promising, still requires some development. The
present model takes advantage of the insights and
developments of this previous work and extends
them to a new framework for damage modeling,
The framework we have developed most closely
resembles the framework proposed by Ortiz.?

Progress

Progress for FY-92 has been made on many
different aspects of the problem: choosing an ap-
propriate class within which to develop the mod-
cl; developing the features to incorporate into the
model; developing appropriate numerical algo-
rithms to efficiently perform finite clement caleu-
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lations; and determining how reinforcing bars
should be modeled in conjunction with the crack-
ing concrete.

Model Class and Features

Maodel class refers to the basic style of the mod-
el plasticity-like or damage-like. In plasticity-like
models, material unloading takes place elastically
with a stiffness equal to the initial elastic stiffness
of the material (Fig, 1a). In a damage-like model,
material unloading takes place elastically with a
degraded stiffness (Fig. 1b). The plasticity-like mod-
els have strong appeal for a number of reasons, but
mainly because their algorithmic properties are
reasonably well understood and are known to be
suitable for finite element calculations. The true
behavior of cracking concrete, however, resembles
more closely damage-like model behavior,

Nevertheless, at the beginning of this project,
we used a plasticity-like model to examine some
of the numerical and theoretical issues that are
unique to materials displaying softening behav-
ior like that shown in Fig. 1. The main use of this
model class was to examine the issue of ill-posed
boundary-value problems. Materials displaying

Figure 1. Material
unloading in

(a) plasticity-like
and (b) damage-like
mode/ classes.
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stress-strain behavior like that in Fig. 1 often
generate ill-posed boundary-value problems.®
While there are several ways around this issue,
tor conerete the most physically realistic one is
the notion of constraining the amount of energy
dissipated in the system on a per-unit-volume
basis to equal that dissipated on a per-unit-arca
basis when opening new crack faces, This type
of constraint results in the appearance of a char-
acteristic length in the model formulation. For
the development of the present model, the con-
tinuum formulation® was used to render the
present formulation well-posed for both the plas-
ticity and damage model classes.

In the domain of damage models, there is a
wide variety of model choices. To choose the ap-
propriate one usually requires a fair amount of
insight into the micromechanical mechanisms of
the observed damage and their relationship to the
free energy density of the material. In the case of
concrete with Mode I, 11-, and Hl-type cracks, such
information is notavailable. Therefore, several gen-
eral hypotheses of continuum mechanics have been
used instead to generate a complete model.

The basic premise of the model is that the
damagge state of the material will be represented
by the rank 4 stiffness tensor of the material.
Hence, as is known to occur in other damaging,
svstems,” the ‘elastic stiffness” of the material is
allowed to evolve with the loading history. To
determine the evolution law for this degraded
stiffness, the notion of maximum dissipation is
used. To use this idea, one first postulates re-
strictions on the admissible stress or strain states
of the material. For the concrete, two restrictions
are postulated. The first restriction states that
the normal tractions across cracks in the system
must be below a given critical value and that the
critical value evolves as the damage increases.
The second restriction states that the shear trac-
tions across cracks in the system must be below
a given critical value, which also evolves with
progressing damage. Cracks are assumed to nu-
cleate in the material when the maximum prin-
cipal stress at a point exceeds a given value.
Using these two restrictions and the concept of
maximum dissipation, an evolution law can be
derived for the rank 4 stitfness tensor of the
material that gives the correct anisotropic struc-
ture to the damaged stitftness tensor,

Theother dominant phenomenological teatures
of cracking concrete that have been incorporated
into the model are:

1 The choice of restrictions on the admissi-
ble stress states in the material provides
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for Mode «-, Il-, and lll-tvpe crack growth
(damage evolution).

(2)  The notion of crack closure has been in-
cluded by monitoring the tractions across
crack faces. When the traction across a
crack face becomes compressive (nega-
tive) and the shear tractions are below
their critical value, the material behaves
as though it is undamaged (up to the
compressive vield limit of the concrete).

(3)  The notion of shear retention is built into
the model by limiting the amount of shear
degradation allowed in the system.

(4)  The softening evolves with an exponen-
tial character.

(5)  The damage evolution is anisotropic.

Algorithms

The algorithmic imp! mentation of the proy . sed
model in a finite element setting has involved the
development of several novel algorithms. Of fore-
most importance for softening models has been the
development of a characteristic-length interpolation
scheme for 3-D problems. While an interpolation
scheme for 2-D problems has been presented a
straightforward extension of this method to 3-Dleads
to singular characteristic lengths for certain crack
orientations. In our work, a new interpolation meth-
od has been developed that does not have these
singularities and vet remains faithful to the original
characteristic-length idea.

The other algorittunic issues that have been
addressed deal with iocal and global integration
algorithms. On the local level, a concave (as
opposed to convex, as in metal plasticity) opti-
mization problem governs the stress point cal-
culation. Because of the concave nature of the
problem, a unique answer to the stress point

calculation does not exist; there ar “two answers,

with one being inadmissible. However, by pick-
ing a suitable starting value, the stress point
algorithm can be made to always produce the
admissible answer. On the global level, the non-
linear balance equations of the boundary-value
problem have multiple bifurcation paths that lie
»xtremely close to each other and cause global
convergence difficulties. To circumvent these
well-known convergence difficulties, an aggres-
sive, automatic time-stepping scheme has been
leveloped. The scheme uses logarithmic-based
time step control in conjunction with a special
oscillating norm check. The combination of these
two ideas greatlv enhances the ability of the
global solvers to achieve equilibrium.

Reinforcing Bars

Siiwe using fixed rebar bars (i.e., compatible
displacements between concrete and rebar) gives
reasonable results, to date only a small effort has
been devoted to rebar issues. Our results are, how-
ever, slightly non-conservative. To address this,
some preliminary work has been done on rebar
release methods. Force- and damage-based slide-
line release methods have been used, as have bond-
link elements. The damage-based slideline release
has been found to be superior to the force-based
model and the bond-link element for accuracy
againstexperimental data. However, thebest over-
all robustness for these methods (after the fixed
rebar model) is given by the bond-link element,
which is a node-on-node contact element with a
displacement-based release law.

Examples

Two examples are shown to partially demon-
strate the proposed model. The first example in-
volves the 3-point bending of a lightly reinforced
beam; the second cxample involves the 3-point
bending of a heavily reinforced beam.

In the first example, the beam is 12 feet long
with a 8 x 20 in. cross section that contains two #8
rebars in the lower fibers. The load deflection curve
at mid-span is shown in Fig. 2. Overall agreement
is seen to be quite good. At point (A), the concrete
starts to crack, and load is transferred into the
rebars. Cracking progresses up through the cross
section with more load being transferred into the
rebars untl at point (B) the rebars yield. These
observations from the simulation are consistent
with experimental observations#

40 x | T l |
B A A
A
30 | A —
-~ A
(=]
~ A
@
220 A -
'§ A
Vs A Data
10 -
~—— Simulation
0 | | 1 | 1
0.0 0.1 0.2 0.3 04 0.5
Deflection {in.)

Figure 2, Load de-
flection curves at
mid-span for beam
with two #8 rebars in
the lower fibers. The
damage initiation
point (A) and the

point of yield (B) are

marked.

frgineering Reseagrch Development andg Teennoiogy < Thrust Area Report FY92 2-37



Computational Mechanics < Reinforced Concrete Damage Modeling

Figure 3. Load de-
flection curves at
mid-span for beam
with four #9 rebars
in the lower fibers
and two #4 rebars in
the upper fibers. The
damage Initiation
point (A) and the re-
bar-concrete inter-
face failure initiation
point (B) are
marked.
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In the second example, the beam is 12 feet long
witha 12 x 21.75 in. cross section that contains four
#9 rebars in the lower fibers of the beam and two
#4 bars in the upper fibers of the beam. Addition-
ally, there are #2 stirrups every 8.25 in. along the
length of the beam. Figure 3 shows the load deflec-
tion curve at mid-span for the experiment” and the
calculation. At point (A), the concrete starts to
crack, and there is a large load transfer to the #9
rebars. The #4 rebars do not carry much of the
load. Vertical cracks develop along the span and
grow upwards and towards the centerline of the
beam. At point (B), the calculation deviates from
the data because rebar release was not included in
the simulation.

Future Work

Future work will focus on making the local
stress point algorithm more robust and efficient.
In addition, a few new features will be added, such
as compressive flow of the concrete and crossing
cracks.
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Diagnostics and
Microelectronics

The Diagnostics and Microelectronics thrust area
conducts activities in semiconductor devices and
semiconductor fabrication technology for programs
at Lawrence Livermore National Laboratory. Our
multidisciplinary engineering and scientific staff
use modern computational tools and semi-
conductor microfabrication equipment to
develop high-performance devices. Our
work concentrates on three broad technol-
ogies of semiconductor microdevices: (1)
silicon and 1II-V semiconductor microelec-
tronics, (2) lithium niobate-based and I1I-V
semiconductor based photonics, and (3) sil-
icon-based micromachining for application
to microstructures and microinstruments.

In FY-92, we worked on projects in sev-
en areas, described in the reports that fol-
low: (1) novel photonic detectors; (2) a
wideband phase modulator; (3) an optoelectronic
terahertz beam system; (4) the fabrication of mi-
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croelectrode electrochemical sensors; (5) diamond
heatsinks; (6) advanced micromachining technol-
ogies; and (7) electrophoresis using silicon micro-
channels.

In FY-92 construction of the new Micro-Tech-
nology Center was completed. This new state-of-
the-art facility includes 7,500 sq. ft. of Class 10-1000
cleanrooms and three large dry laboratories. The
building was specifically constructed for the Labo-
ratory to exceed all federal and state safety codes
and regulations. All toxic gases are stored in auto-
purge gas cabinets located in separate earthquake
resistant vauit. All air handling machinery is
mounted on a separate foundation vibrationally
isolated from the cleanroom laboratories. The dry
laboratories are used for microscopic inspection,
packaging, and electrical and optical testing of
devices. While the Micro-Technology Center is
primarily a solid state device research facility, the
emphasis of the thrust area is to solve problems for
internal and external customers relating to diag-
nostic and monitoring instrumentation in a vari-
ety of scientific investigations.

Joseph W, Balch
Thrust Area Leader
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3. Diagnostics and Microelectronics

Overview
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Novel Photonic Detectors

Raymond P. Mariella, Jr., Z. Liliental-Weber
Gregory A. Cooper, and Lawrence Berkeley Laboratory
Sol P. Dijaili Berkeley, California

Engineering Research Drvision
Electronics Engineering

Robert Chow
Materials Fabrication Division
Mechanical Engineering

This project had two parts for FY-92: (1) to fabricate a photocathode that could respond to
infrared (IR) light; and (2) to fabricate a diode laser that would function as an x ray-to-light
converter.

Although IR-sensitive photocathodes are not available commercially, there are numerous
Lawrence Livermore National Laboratory and Department of Defense applications for such
devices, including a 1.3-um streak camera and radiation-hard IR sensors. The key part of our
work on an [R-sensitive photocathode is the use of molecular beam epitaxy (MBE) to grow high
quality semiconductor layers that can absorb IR light and transport the resulting charge carriers to
the opposite surfaces of this electrical device. During this last year, as part of a separate research
project, we discovered a new kind of photocathode and, thus, we centered our activities for both
projects on fabricating and testing devices that incorporated it.

Little data had been published on the direct effects of x rays on diode lasers, and our idea was to
use the absorption of x rays within the gain medium itself to modulate the optical output from a
diode laser. The advantage of this device was expected to be that it should have picosecond
response times since, at least in a simple double-heterostructure laser, there would be no time
delay due to carrier transport. To test the device experimentally, we used a pulsed x ray source,
which was a plasma that was created by a pulsed laser focused onto a metal surface. Although we
did observe the direct conversion of x rays to optical output on a fiber optic, we were unable to
make an accurate determination of the ultimate time response of the device.

introduction
Photocathode

Of all materials tested, p-type GaAs, coated
with cesium and a form of cesium oxide (hereafter
we shall simply refer to this as ‘activated’), has
shown the highest quantum yield, n, for detection
of visible and near-infrared (IR} light; state-of-the-
art commercial GaAs photocathodes can have n
=10% for wavelengths out to 0.9 um. For light
with longer wavelengths, however, the GaAs is
essentially a transparent material, and its use for

Engineering Research Development and Technology 4% Thrust Area Report FY92
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direct detection of IR light is not practical. While all-
solid-state detectors with high values of n exist for
light wavelengths longer than 0.9 pm, photocath-
odes offer greater radiation hardness and are well-
suited to photon counting and two-dimensional
imaging when used in conjunction with electron
multipliers, such as microchannel plates. A radia-
tion-hard detector with sensitivity to 1.06-um light is
desirable for LIDAR applications; atmospheric view-
ing can be achieved in the 1.3- to 1.8-um band; and a
photocathode with sensitivity to 1.3-um light would
find application in a streak camera that could be
used for remote monitoring of physics experiments.

3.

1
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p-type o prtype
substrate Graded bandgap - emitter
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Figure 1. Schematic drawing of the band structure of an IR-
photocathode. The smaller bandgap region absorbs the IR
light, to which the substrate Is transparent. Light absorption
promotes an electron from the lower energy level (the va-
lence band) to the upper level, the conduction band. Since
the conduction band of the layers on either side of the IR ab-
sorber Is higher than that of the IR absorber, this unbiased de-
vice cannot transport the electron out of the IR absorber.

Photocathodes of GanAs or GaAs;Sby (for
small values of x) have smaller bandgaps than GaAs
and can absorb longer-wavelength light and have
been fabricated elsewhere, but their values of 1 fall
very quickly as a function of x. These photocathodes,
in which a single material functions as both the IR

(@) 1.8-keV xrays :
g __» Aluminum 0.3 pm.
GaAs 0lpm . .

AlGaAs 0;75 pm

GaAs 0.3 umr

+ AlGaAs 0.75 um

(b) X-ray radiation

Light
out

N

N

Diode laser

Figure 2. Simple representation of the physical structure of
the x ray-to-light converter. (a) Schematic drawing of the
layers in the device and calculations of absorption of
1.8-keV x rays. (b) Sketch of device.

absorber and the electron emitter, have not shown
useful single-shotsensitivity to light with wavelengths
beyond 1.1 pum.

A more advanced concept, originally demonstrat-
ed by Varian EOSD, was to use a two-part semicon-
ductor photocathode, with one part as the IR absorber
(GalnAsP) and the other part as the electron emitter
(InP). This two-part approach has been what we have
pursued. Our idealized IR photocathode would, there-
fore, contain a material that could absorb the infrared
light, create electron-hole pairs, and (under applied
electrical bias) separate and move the electrons with-
out loss to an activated surface for emission. This is
shown schematically in Fig. 1.

We started investigating strained-layer In,Ga, ;As
on GaAs substrates with IngAlyGaj.w)i«As as an
emitter, but because this combination was intrinsically
limited inits long-wavelength responsetoabout 1.3 pm
and because we had recently invented a new photo-
cathode (GaAlSb), we concentrated on this latter sys-
tem, which we are in the process of patenting,

X ray-to-Light Converter

In the research area of x-ray diagnostics, one desir-
able feature of a detector is to encode the temporal
information about the intensities directly onto a coher-
ent optical beam, which is transmitted on an optical
fiber for remote recording. One approach, originally
proposed by J. Koo,! had been to combine a solid-state
photoconductor with a diode laser, where the electri-
cal carriers generated in the photoconductor would be
used to modulate the output of the laser; this was
successfully tested.2 A limitto the high-speed response
of such a detector is the time it takes to move electrical
carriers into the gain region of the diode laser.

We proposed using the excess carriers, which are
generated by the absorption of x rays in the gain re-
gion itself, as the source of modulated laser output.
This has the advantagge, at least for a simple double-
heterostructure laser, that no time is lost for carrier
transport. Since the time for the ‘hot” x ray-generated
carriers to thermalize has been caleulated to be less
than one picosecond, the overall time response for
such adevice should be limited only by the stimulated
emission lifetime of the carriers, which can easily be a
few tens of picoseconds or less, The difficulty in de-
signing and fabricating such a device is that the x rays
must pass through the top cladding layer of the laser
before they can be absorbed in the gain region to create
useful electron-hole pairs to modulate the optical out-
put (Fig, 2). If the x rays have little absorption in the
cladding, they will also have little absorption in the
gain medium. Similarly, if they are intensely absorbed
in the gain medium, they will be intensely absorbed in

Lngineering Research Development and Technology
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the cladding and will not reach the gain medium.
Penetration depths of x rays vary rapidly with x-ray
energy, so we expected our devices to be sensitive to
only a rather narrow energy range of x rays in the low
keV energy range. This is a range commonly pro-
duced by focused-laser plasmas.

Progress
Photocathode

During FY-92, we used our molecular beam epi-
taxy (MBE) system to grow heteroepitaxial structures
with In\(AlGay.)1As emitters and InyGay.yAs ab-
sorber, including strained-layer superlattice butfers
between the GaAs substrate and the IR absorber with
electron emitter. Because activation and testing of pho-
tocathodes is a slow process, we began concentrating
our efforts on Ga,Alj.Sb (x = (.3) emitters as soon as
we discovered that it worked about as well as GaAs
(Fig. 3). The main appeal of the Ga Alj.Sb emitter is
that it is lattice-matched to single-crystal IR absorbers,
which span the range of wavelengths from 0.9 um to
more than 10 um. GaSb absorbs out to 1.7 um, InAs
reaches 4{im, and InAs/GayInyAly.y.«Sb superlattic-
es have been shown to absorb out to 12 um, We have
grown, activated, and tested numerous photocath-
odes of Ga, Al Sb, and we have grown superlattices
of InAs/GaSb, which we expect to absorb in the 09- to
2-um range. We are still investigating doping levels in
the various layers to minimize dark currents. Dark
currents degrade the performance of these devices.

X ray-to-Light Converter

To fabricate an appropriate device, we used our
MBE to grow a simple DH laser with 70% aluminum
in the cladding, This highaluminum content increased
the overlap of the optical beam with the carriers in the
gain region and also allowed more xrays to pass
through the cladding and enter the gain region for
absorption. Because our simple modeling showed
thatour devices, with(.7-umthick cladding and 0.3-um
thick gain region, would exhibit peak sensitivity for
x rays with energies of a few keV, we had to discontin-
ue using our normal top-side metallization of titani-
um/platinum/gold and substitute pure aluminum.
(The gold and platinum would have absorbed virtual-
ly all of the desired x rays.) This required our develop-
ing anew metallization procedureand a wire bonding
procedure for the aluminum contact.

We also designed and built a heat sink to mount
thisdevice, and the heat sink had to be designed so that
the epoxy that we used for F-O pigtailing would not
flow onto the laser facet, yet would allow accurate
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placement of the FO proximal to the emitting facet. We
then mounted theassembled laser ona vacuum flange
with a fiber-optic connection through the flange. Us-
ing X rays from a focused-laser plasma, we did ob-
serve the directconversion of x rays to coherent optical
light, as hoped (Fig. 4). Because the laser pulses were
multi-nanosecond in duration, we could not deter-
mine the shortest time response of our detector. How-
ever, we did learn that the pulse-to-pulse variations in
x rays that were generated by the focused laser caused
far more variation in the output of our detector than in
the simple photoconductive detectors, This, again, is
due to the fact that our absorbing region is (L8 (tm
beneath the surface of the laser (0.7-pm-thick cladding
with 0.1-uum-thick electrical contact layer).

The data shown in Fig, 4 represent the average of
100 laser pulses. When we tried the same experi-
ment with a subpicosecond x ray source with less
total fluence, we were not able to detect x rays.

Future Work

We are patenting the new GaAlSh/IR-ab-
sorber photocathode. An Engineering Research

Figure 3. Plots of
photoresponse for a
variety of GaAs and
GaAlSb photocath-
odes that were
grown on our MBE
and activated in our
test apparatus.
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Figure 4. Plot of la-
ser output vs time for
our x ray-to-light con-
verter, averaged over
100 laser pulses.
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Division project at Lawremce Livermore National 1. J.C. Koo, Private communication, Lawrence Liv-
Laboratory is working on its development and ermore National Laboratory, Livermore, Califor-
seeking an industrial partner. The x ray-to-light nia (1988).

converter is not currently being pursued further. 2. C.L. Wang, Appl. Phys. Lett. 54,1498 (1989). L4
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Wideband Phase Modulator

Charles F. McConaghy,
Sol P. Dijaili, and

Jeffrey D. Morse
Engineering Research Division
Electronics Engineering

Lithium niobate integrated optics work has been an ongoing effort at Lawrence Livermore
National Laboratory (LLNL) for many years. We have delivered completely packaged Mach-—
Zehnder modulators with bandwidths to 20 GHz, extinction ratios over 40 dB, and losses as
low as 4dB, to LLNL programs. These devices have traditionally been used to intensity-
modulate laser sources in high-speed analog links. During the past year, we have been doing
research on a very broad bandwidth, integrated-optic phase modulator. Such a device would
have immediate applications to stimulated Brillouin scattering suppression in both optical
fibers and glass amplifiers. In addition, these devices can be used to generate very short optical
pulses from long or even cw laser pulses (pulse compression). Although neither of these
applications is new, what is unique here is the efficient, integrated-optical phase modulator

used to implement these techniques.

introduction bulk optics, Vrt can be reduced to 10 volts or less.
Higher electrode voltages can be achieved for a
Pulse Compression given drive voltage by using resonant electrodes.

Current commercial capability in generating
picosecond optical pulses usually involves large,
expensive table-top laser systems, which greatly
restricts the applications of these systems. A pico-
second, compact, inexpensive pulse compressor
suitable even with cw laser sources can be built
withan ultra-high bandwidth, LINbO; phase mod-
ulator together with a dispersive element such as a
grating or a fiber. In fact, these optical pulse gener-
ators can be built at any wavelength where suit-
able optical waveguides can be built. Previous
attempts to compress and generate picosecond
pulse trains using phase modulators used bulk
devices and, hence, required many kW of micro-
wave power to achieve picosecond pulses and
optical bandwidths of 600 GHz.! One other author
has tried a guided-wave device. However, a low
drive power and an inefficient electrode structure
limited the bandwidth to 12 GHz.2

Thebandwidth of a phase modulator s directly
proportional to the drive voltage and inversely
proportional to Vi, which is the voltage required
to produce a phase change of 180° in the optical
carrier. By using integrated optics as opposed to

Engineering Research Development and Technology < Thrust Area Report FY92

We have been working to achieve a Q-factor on the
order of 100 in a microwave transmission line reso-
nator designed in an integrated fashion with the
optical waveguide. At resonance, the voltage ap-
plied to the electrodes is approximately the source
voltage multiplied by the square root of the Q-factor.
We estimate that bandwidths on the order of
500 GHz can be achieved with microwave power
levels on the order of several watts. Using a disper-
sive element, this bandwidth can give rise to pico-
second pulses from optical sources. For a transform
limited pulse, the minimum pulse width obtain-
able is given by .8/(bandwidth). Therefore, for
500 GHz of bandwidth, 1.6 ps pulses can be ob-
tained. Figure 1 shows the concept for pulse com-
pression.

Stimulated Brillouin Scattering
Suppression

Stimulated Brillouin scattering (SBS) is a nonlin-
ear optical effect that limits the maximum optical
power that can be transmitted in both glass amplifi-
ers and glass fibers. For example, at 800 nm, experi-
mental evidence exists that shows optical power

3-
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Figure 1. Optical
pulse compression
with a wideband
phase modulator to
chirp the incoming
laser.
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saturation at about 100 mW in fiber. The SBS is
inversely proportional to optical linewidth. There-
fore, it is more difficult to obtain power transmis-
sion with a narrow linewidth laser. To suppress the
negative effects of SBS, the linewidth can be wid-
ened with phase modulation. Experiments are
planned tosee how the wideband phase modulator
can be used to minimize the SBS problem.

Progress

The goal of FY-92 work has been to design and
fabricate a high-Q electrode structure. We have

Figure 2. Plots of
(a) calculated and
(b) measured reflec-
tion coefficient, S11.
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gone through three iterations of electrode design
this year. To maximize the overlap of the optical
and electrical waves, the microwave electric field
must be confined to a gap of about 10 um. A tight
gap electrode structure can be limited in Q since the
microwave current bunches in the conductors close
to the gap. We have both modeled and built micro-
wave resonant electrodes from symmetric coplanar
and asymmetric coplanar lines. We have studied
shorted and open-ended lines. Inaddition, we have
studied how the microwave energy is coupled to
the resonant electrode.

In our first iteration, two electrode structures were
packaged inone box for test purposes. We discovered
that the microwave energy excited not only the elec-
trode of interest, but the additional electrode in the
same box. The first iteration used both an asymmetric
lineand anasymmetric input-coupling scheme. Inour
second iteration, symmetric lines were used for both
the input coupling line and the resonator. These devic-
es were tested with high frequency 1t probes and a
network analyzer. Network analyzer measurements
of these structures indicated two poorly defined reso-
nances. Further computer modeling with a commer-
cial electromagnetics program (Sonnet EM) indicated
that resonances were achieved at slightly ditforent
frequencies for waves on either side of the resonant
clectrode. This was probably duce to the perturbation
of symmetry from the center feed point on one side of
the clectrode,

Another clectrode pattern that was identical
exceplt that it had a 100-pm gap, did not have this
problem. However, the wide gap is incompatible
with building a high cfficiency modulator. The
third iteration produced a well detined noteh in
the reflection coefficient. This indicated that the
clectrode was indeed resonant and that a sub-
stantial amountof input power was coupled tofit.

Adnd Teohitolog,



Figure 3. Current distribution on electrode at resonance.

In this electrode design, the input coupling con-
sisted of a symmetric coplanar line, and the reso-
nant electrode was an asymmetric coplanar line.
This alleviated the problem that existed in the
completely symmetric resonator.

Figure 2 shows both the calculated and measured
reflection coefficient, S11. The resonance has a Q of
about 25, which corresponds to a 5-times voltage en-
hancement. The depth of the notch is no greater than
5dB, indicating that about one-third of the incident
power is not coupled into the resonant electrode. A
new mask with a wider coupling gap has improved
this notch depth to about 10 dB or 90° coupling. The
slight differences in notch depth and resonant fre-
quency between the modeled and measured data can
probably be accounted for by the fact the modeling
code is two-dimensional and does not take into ac-
count the effect of electrode thickness.

Figure 3 shows a current distribution picture at
resonance, with most microwave current crowded
near the tight 104tm gap.

Future Work

Currently, the modified asymmetric electrode
structure shown in Fig. 3 is being clectroplated on
top of an 800-nm optical waveguide. Once fabri-
cated, the devices will have their bandwidths eval-
uated with an optical spectrometer. If sufficient
bandwidth, in the neighborhood of 500 GHz, is
achieved, the chirped pulses will be compressed
with a grating to achieve picosecond optical puls-
es. In related integrated-optics work, we are ex-
ploring the use of modulators at superconducting
temperatures. We would like to explore the possi-
bility of building one of the resonant electrode
phase modulators with niobium electrodes to de-
termine what type of Q can be achieved at super-
conducting temperatures.

. T. Kobavashi, H.Yao, K. Amano, Y. Fukushima,
A, Morimoto, and T, Sueta, 1EEE JOE 24(2), 382 (1988).

B.H. Kolner, Appl. Phys. Lett. 52 (1), 1122(1988). |4
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Optoelectronic Terahertz Beam System:
Enabling Technologies

Jeffrey D. Morse
Engincering Research Division
Electronics Engineering

In FY-92, we investigated the photoelectronic properties of semiconductor materials and
structures for implementation as photoconductive dipole antennas in a terahertz beam system.
We have measured optically generated electrical pulses propagating on-chip having temporal
resolutionas shortas 1 ps. Furthermore, our devices have been used in a terahertz beam system
to generate and detect electromagnetic pulses traveling through free space, with durations as

short as 500 fs.

Introduction

With the advent of sub-picosecond laser sourc-
es, optoelectronic switching devices can be used to
emit broadband electromagnetic (EM) pulses into
free space. Integrated metal-semiconductor-metal
photoconductive devices are capable of radiating
EM pulses from monolithically integrated anten-
na structures.!2 The basic svstem concept is illus-
trated in Fig. 1. A static electric field is stored across
the electrodes of the highly resistive, photocon-
ducting antenna structure. When an optical pulse
of intensity E,, is incident between the electrodes,
the conductance of the photoconductor increases,
and the relation between the radiated electric field
and the static electric field strength is described by?

E, =-E, o0, nol[(rs o +(1+\e')], (1
where € is the dielectric constant of the antenna
material, ny is the free space impedance, E, is the
static electric field applied across the photocon-
ductor, and o.is the conductivity of the photocon-
ductor due to the photogenerated carriers. The
conductivity is described by

Oy =q tegs (1=1) Egpi /hv,

where q is the electronic charge, ris the reflectiv-
ity, Ho is the effective mobility, hv is the photon
energy, and Ep is the optical energy density.
From Egs. 1 and 2, it can be seen that the effec-
tive mobility of the photoconductor material di-
rectly relates to the efficiency of the radiating

Frngineering Research Deye

antenna element. Therefore, this research will
focus on optimizing the mobility of materials
used as photoconducting antenna structures,
which are suitable for compact arrays of emit-
ters for ultra-wideband radar and remote appli-
cations. The advantages of using integrated
optoelectronic antenna structures include ultra-
wide bandwidth, high power, excellent direc-
tionality, low cost, and compact, durable
elements conducive to large, photonically con-
trolled arrays.

Progress

The power radiated by the photoconductive
antenna element is directly related to the electronic
transport properties of the semiconductor materi-
albeing used. In particular, a semiconductor mate-
rial that retains high mobility ftor the

Teraheriz radiation

Pump
pulse Vy Photocurrent
[ ]
——’—-—‘-—‘
Vo A ¥
Probe
pulse
LT-GaAs emitter

and detector

fopment and Technology

Figwre 1. Schematic

diagram of photocon-
ducting antenna emit-

ter and detector.

Thrust Area Report FY92

3-9



K3

Diagnostics and Microelectronics < Optoelectronic Terahertz Beam System: Enabing Technologies
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photogenerated carriers while providing fast re-
combination lifetimes is desirable. Ingeneral, these
two clectronic properties contlict. Recently, it has
been found that the growth of GaAs by molecular
beam epitaxy (MBE) at low substrate tempera-
3-10 Thrust Area Report FY92 % Frnpnvcering Hescarch Developoient .

tures (1907 to 400 C) introduces large concentra-
tionsof pointdetocts to theervstal structure through
the incorporation of excess arsenic into the lattice
During thermal annealing of the epitaxial layer at
temperatures ranging, frony 5807 to 800°C, the ex-
cess arsenic diffuses to form precipitates. Depend-
ing on the anneal time and temperature, the
resulting arsenic precipitates have diameters rang-
ing from 2 to 20 nm and spacings ranging from 5 to
50 nm. Itis believed that these detects are metallic
in nature,” behaving as fast recombination centers
and resulting in sub-picosecond photoconductive
response times, Furthermore, since the epitaxial
LT-GaAsretainsexcellent erystalline quality, higher
mobility is exhibited, which translates to higher
sensitivity in comparison to alternative materials
for picosecond photoconductivity.

Photoconductive autocorrelation circuits, illus-
trated in Fig. 2, have been fabricated from LT-
GaAs grown by MBE at 190°C. This circuit uses
the ‘sliding” contact configtiration,” which consists
of two balanced coplanar lines with 5-um width
and 10-um separation. With an electric field ap-
plied across the coplanar lines, an electrical tran-
sient signal can then be launched onto the lines by
shorting the gap between them with an optical
pulse. The photoconductive pulse can be generat-
ed at any point along the coplanar lines, hence
‘sliding” contact. This is especially usetul for char-
acterizing the dispersive eftects of the coplanar
lines. To measure the transient electrical pulse, a
sampling clement is positioned along one ot the
lines in the coplanar pair (Fig. 2). The sampling
can be either photoconductive” or electro-optic S
By varying the relative delay between the generat-
ing and sampling optical pulses, the photocon-
ductive transient response is measured. Figure 3
illustrates the clectrical pulse measured for this
material, by the reflective clectro-optic sampling
technique.” The optical pulse width is ~ 600 fs at
820-nm wavelength, and the signal has propagat-
ed approximately 100 pmon the transmission line.
Theresponseis < 1 ps full width at half maximum.
Calibration of the incident optical intensity gives
an estimated mobility for this material of
~ 120 cm /Vs, which is a factor of 4 to 10 times
larger than that of other materials used for picosec-
ond photoconductivity.”

Initial measurements of our devices in a tera-
hertz beam svstem have been conducted by re-
searchers at Columbia University. 1 Results from
these experiments have demonstrated that our
devices are capable of detecting transient electric
fields baving amplitudes in excess of 1 kV/em
with temporal resolution of 600 fs. The measured
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response is illusirated in Fig,. 4a, the correspond-
ing frequency domain response in Fig. 4b. From
these results, it can be seen that these pulses have
useful frequency content beyond 1 THz. This ren-
ders terahertz beam systems useful for further
applications such as far-infrared spectroscopy, im-
aging, and ultra-wideband communications.

Future Work

This research has demonstrated the suitability
of our devices as high-performance, photocon-
ducting antenna elements. The next step is to im-
plement photonically controlled phased arrays
based on this technology. This will be done by
implementing integrated optics technology as the
active system component to embed the rf signal,
and phase modulation on the optical carrier to
achieve beam-steering functionality. The combi-
nation of these technologies will make this system
extremely useful for airborne and space-based ap-
plications.
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We are using integrated circuit technology to fabricate microelectroce electrochemical
sensors. These sensors have improved performance compared to those that use a single
macroelectrode. The near-term application for these new sensors is for environmental monitor-

ing, especially for heavy metal contamination.

Introduction

An electrochemical sensor consists of a pair of
dissimilar electrodes immersed in a solution contain-
ing unknown ions, as shown in Fig. 1. The relation-
ship between the current in the working electrode
(1) and applied potential (V.,) referenced to a refer-
ence electrode, depends on the ions in solution and
on the composition of the electrodes. This sensor is
particularly well suited for the measurement of heavy
metal contamination and pH as needed in environ-
mental monitoring, 12 The goal of this project was to
use integrated circuit (IC) microfabrication technolo-
gy to fabricate multielectrode electrochemical sen-
sors.’ The advantages of using microelectrodes in
electrochemical sensors are: (1) immunity from un-
compensated resistance effects because of low cur-
rents used; (2) high rates of mass transfer and hence
higher sensitivity; (3) higher signal-to-noise ratios;
(4) the potential for extremely fast experiments; and
(5) the extension ~f normal electrochemical back-
ground limits.

In addition, the use of a matrix of different elec-
trode materials improves the information content of
the measurement. Also, because of the mass-produc-
tion capability of microfabrication, reproducible sen-
sors can be produced inexpensively and used in a
disposable fashion.

Engineecring Research Development and Technology “

Progress

This past year, we used the photolithography and
vacuum evaporation capabilities available in the Mi-
croTechnology Center of Lawarence Livermore Na-
tional Laboratory to fabricate microelectrode
electrochemical sensors. Figure 2 shows a computer
drawing of the sensor electrodes. In one design, silver
was used for the reference electrode, platinum for the
counter electrode, and the four working electrodes
were platinum, platinum, iridium oxide, and silver.
In one application, the iridiumn-oxide working elec-
trode is used as a pH sensor: one of the platinum
working electrodes is coated with a mercury thin film

——

—-"’/
Ref Working Counter
elect. elect. elect.
Pt, Ag,
AgCl Ir, IrO, Pt

“\wn containing unknownﬂnja)
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Figure 1. Typlcal
electrochemical
sensor arrangement.
The relationship
between the current
1, and the applied
potential V,, depends
on the electrode
materials and the
lons In solution.
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Figure 2. Electrode
configuration of the
microelectrode
electrochemical
sensor.

Reference
electrode
(silver)

Fistnnum é

Iridium
0\ oxide
Iridium

Silver

to detect lead, cadmium, zinc, and copper ions; the
other platinum working electrode is coated with a
polymer to detect heavy metals; and the silver work-
ing electrode is used to detect chlorine.

We devoted considerable effort to the develop-
ment of a reliable fabrication process. Silicon wafers,
I-mm-thick, were used as substrates so that conven-
tional IC processing equipment could be used. The
thickness was chosen so that they would be robust
enough to allow handling without breakage, and so
that commercial connectors could be used to interface
the sensors with the processing electronics. A combi-
nation of 5000 A of thermal oxide plus 2000 A of
silicon nitride was used to electrically isolate the sen-
sor films from thesilicon substrate. Two sensors were
fabricated on each wafer, and we could process six
wafers at a time in the vacuum system. When com-
pleted, the sensors were cut with a dicing saw to their
final sizeof 0.5in.x1.5in.

Figure 3. Photo-
graph of two com-
pleted microelectrode
electrochemical
sensors. The pads at
the top interface to a
commercial connec-
tor.
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Since the materials used for this sensor fabrication
were not those that one typically finds in IC process-
ing, we had to deal with new problems of film adhe-
sion, cracking, and compatibility. Originally, we tried
an etch procedure to define the sensor material, but
this was difficult because of the incompatibility of the
resist with some of the etches. In addition, it was
difficult to completely etch away the films, and this
caused some conductivity between the various elec-
trodes. We eventually settled on an allift-off proce-
dure for the sensor fabrication. With this approach,
openings are patterned in the photoresist layer, the
sensor material is then evaporated onto the entire
wafer, and the unwanted material is lifted off by
dissolving the resist in acetone. This eliminated the
need for any chemical etching. After the sensor mate-
rials were defined in this manner, a photosensitive
layer of polyimide was applied to the wafer and
patterned with the openings required for the sensor
electrodes and the connector pad area. The typical
circular area of the exposed working electrode had a
diameter of 50 um. Figure 3 is a photograph of two
completed sensors.

Following fabrication, the sensors were interfaced
to a data collection system, and experiments were
performed. In many cases, a ‘textbook’ response was
obtained from the sensors for the ions of interest.

Future Work

Future work will involve experiments with elec-
trodes having different sizes and shapes, to try to
optimize the performance of the sensor. We will
also work with other sensor materials that are
more specific to the ions of interest. The fabrication
process will be refined to improve the overall yield
of useful sensors. We will also modify the vacuum
evaporator so that we can simultaneously fabri-
cate 24 instead of 12 sensors. Finally, we will start
working with an industrial partner, since some
early versions of this sensor appear ready for com-
mercialization,

1. RS. Glass, S.PPerone, and D.R. Ciarlo, Anal. Cliem.
62,1914 (1990)).

2. RS.Class, KC. Hong, WM. Thompson, R A. Reibold,
J.C. Estill, D.W.O'Brien, D.R. Ciarlo,and VE. Granstaff,
Electrochentical Arvay Sensors for Platiig Waste Streaint
Muonitoring, Lawrence Livermore National Labora-
tory, Livermore, California, UCRLAJC-108819 (1992).

3. RS.Glass, S Perone, D.R. Ciarlo, and |.F. Kimmons,
“Electrochemical Sensor/Detector System and
Mecthod,” US. Patent #5,120421, June 9, 1992, L4
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Diamond Heatsinks

Dino R. Ciarlo,

Jick H. Yee, and

Gizzing H. Khanaka
Engineering Research Division
Electronics Engineering

Enrk Randich

Materials Division

Chemistry and
Materials Science Department

We are studying patterned diamond films for use as heatsinks to cool solid-state laser diodes.
We have etched diamond slabs using our chemically assisted ion beam etcher. An inductively
coupled plasma torch has been set up for the high rate deposition (> 50 u/h) of diamond films
onto patterned silicon wafers. Our modeling effort was used to design the optimum dimen-

sions for both types of heatsinks.

introduction

Forsome time, Lawrence Livermore National Lab-
oratory has been using silicon microchannel heat-
sinks to cool solid-state laser diodes. Very intricate
microchannels have been etched into the surface of
silicon wafers to provide paths for cooling water. The
packaging has been designed so that diode bars can
be stacked together to maximize the radiated flux.! In
somedesigns, a heatdissipationapproaching 3000 W/
cm?has been achieved.

To expand our heatsink options, we have been
studying the use of patterned diamond as a heat-
sink material. Diamond makes an excellent heat-
sink because it has the highest thermal conductivity
of any known material at room temperature, ie.,
20 W/em°Cvs 1.5 W/em°C for silicon. Itisalsoan
excellent electrical insulator (1 x 1016 Q-cm ) and
will not corrode. Until recently, diamond had not
been used extensively for heatsinks because of its
high cost. However, recent advances in the depo-
sition of diamond films using chemical vapor dep-
osition (CVD) techniques has lowered its cost. These
CVD films are now commercially available from
several vendors and are being used as heatsinks.
The thermal conductivity of CVD diamond is some-
what lower than that of natural diamond, i.e.,
14 W/em°C vs 20W/cm°C, but it is still high
enough to make the material very attractive. All of
the commercially available diamond is in the form
of ftlat slabs. Our emphasis is on patterned dia-
mond slabs. The patterning can be used for water
flow channels or for slots into which laser diode
bars are inserted.

Engineering Research Development and Technology <%

Progress

During FY-92, we worked on three aspects of
the diamond heatsinks problem: modeling, etch-
ing, and film deposition. The modeling effort con-
sisted of refining a code, originally developed by
Landram,? to make it more user friendly and more
efficient for analyzing silicon and diamond. Fig-
ure 1shows the heatsink configuration used in the
modeling work. In this Figure, a heat generating
device is shown bonded to a microchannel heat-

sink. There are five thermal impedances in this
structure that limit heat flow: (1) Hspread (Hsp), the
spread of heat from a point source generator;
(2) Mbulk (Upy), the flow of heat through the bulk of
the heat generating device; (3) Hinterface (Hin), the
flow of heat across the eutectic bonding material;
(4) Heonvection (Heony), the flow of heat from the eu-
tectic bonding material to the cooling fluid; and

SN \\\\\\\\\\\\\\\\\ SN

////// oo ////’///"///'////////////

Figure 1. Cross sec-
tion of a solid-state
device bonded to a
microchannel heat-

sink.

Thrust Area Report FY92

3-15



Diagnostics and Microetectronics < Diamond Heatsinks

Figure 2. Cross sec-

Wy 0f 201, H is ~ 700 . If these values could be

ton of a microchan- Cover achieved, the diamond heatsink would out-per-
nel heatsink illustrat- A form the silicon heatsinks by a factor of four. This
ing the design Channel | Wall H height, however, is rather impractical from a fabri-
parameters. o wen cation point of view, but our modeling has shown
Fin-base —» CWw that if diamond heatsinks were fabricated with the
Base : 4B same wall height as silicon, the thermal imped-

\ ance would be lowered by a factor of two.
To create flow channels in diamond, we per-
* * $ * * formed a number of etching experiments using
q = W/em® our chemically assisted ion beam etcher (CAIBE).

(5) Heatoric (Lean), the removal of heat by the cooling
fluid. Our modeling effort concentrated on feany
which concerns the optimum design for the micro-
channels. We were able to compare microchannels
fabricated from silicon and diamond.

Figure 2 is a cross section of a microchannel
heatsink illustrating the parameters used in the
modeling. The model calculates the thermal im-
pedance for the microchannel heatsink, fteony -
Knowing Ly, we can immediately determine
the difference between the average temperature of
the cooling fluid and the temperature of the fin-
base, as identified in Fig. 2. This temperature dif-
ference is given by AT = (Lo )*(q), where q is the
heat flux applied to the heatsink in W/cm?. Thus, a
fow value for ey is desired, and the optimum
values for the dimensions of the microchannels are
determined by those that give the lowest (o,

Figures 3a and 3b are three-dimensional plots
of the thermal impedance for silicon and diamond
microchannel heatsinks. Both are for a channel
width (W) of 20 1. For silicon heatsinks with a
wall thickness (W) of 20 1, the optimum channel
height (H) is ~ 180 p. Beyond this, not much is
gained. For diamond, also witha Weof 20 prand a

The diamond was purchased from two different
vendors. One vendor supplied free-standing slabs
that were 5x5mm and 0.3-mm thick. The dia-
mond was deposited by CVD. The other vendor
supplied diamond bonded toa 1.5-mm-thick tung-
sten carbide substrate. This film was 600-u thick,
and the diameter of the part was 26 mm. It was
deposited by a hot pressed technique and then
polished smooth. We deposited a 1000 A-thick
chromium film on both types of parts, patterned
the chromium using photolithography and a wet
chemical etch, and then etched the diamond inour
CAIBE. The etching experiments followed work
by Geiss.? In this experiment, the diamond is bom-
barded with xenon ions that have been accelerated
to an energy of 700eV. At the same time, the
sample is flooded with a source of oxygen, such as
N:O or NOz gas. The bombarding xenon ions
promote chemical etching and, since they are colli-
mated and directional, the etching proceeds in a
directional manner. Under these conditions, an
etch rate of approximately 200 A /min is achieved.
When the xenon ion energy was increased to
1800 eV, the etch rate doubled to 400 A /min. Un-
fortunately, the chromium mask also erodes away,
limiting how deep one can etch. With a 1000 A-

(b)
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Figures 3a and 3b. Three-dimensional plots of the thermal impedance of (a) silicon and (b) diamond microchannel heatsinks. The channel width is
20 11 in both cases,
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thick chromium mask, we could only etch to a
depth of 0.5 pum. We are looking at other mask
materials such as oxides that may be more durable
to the ion beam.

We also studied the deposition of diamond
films onto patterned silicon substrates. The plan
was to deposit thick diamond onto a silicon sub-
strate that already had deep flow channels etchcd
into its surface. The silicon could then be etched
away, leaving a patterned diamond film, Figure 4
shows cross sections of the silicon wafers prepared
for the deposition. The etched grooves are all 20+
wide, on 40+t centers. The depth-to-width ratios used
were 20/20, 40/20, 100/20, and 200/20. In May of
1992, we gained access to an inductively coupled
plasma (ICP) torch to be used for the diamond film
deposition. This equipment has been used by others
to deposit diamond films at rates as high as 50 1t/h.4
Thehigh-velocity directional flow of the gases should
make this technicjue ideal for the deposition of dia-
mond into preformed grooves. Figure5 shows a
diagram of this machine. It uses argon, hydrogen,
and methane as source gases and is powered by a
50-kW, +MHz generator. From May to October of
FY-92, we worked on the gas control system, and
built cooling chambers and wafer holders. A number
of calibration runs were made to adjust the plasma
operating conditions. Actual film depositions are
planned for early FY-93.

'

Groove depth/width=40p/20u

Groove depthlwidth:ZOuIZOp

Groove depth/width:looulzol,l Groove depth/width=200p/20

Figure 4. Scanning electron microscope cross sections of silicon wafers to be coat-
ed with thick diamond fiims.

Future Work

Our modeling effort needs to be extended to
include the other four thermal impedances dis-
cussed above. This will help designers optimize
the complete diode package instead of only the

Hydrogen/methane

Cooling water in Figure 5. Diagram of

the ICP torch used
for high-rate diamond
film deposition.

Water cooled
substrate
hoider

4 MHz

50 kW
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Cooling water out
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heatsink itself. Experiments need to be conducted 2. C.S. Landram, An Exact Solution for Conjugate Lon-

with other mask materials in our CAIBE to find those l}gitzlldi;{n[ lgn}flz{id IHIWI Transter flll _hmwml [;ﬁ)uy
. , i} nchuding Optimization, Lawrence Livermore Na-

with IO.W etch rates so H} at we can etch deeper struc tional Laboratory, Livermore, California, UCRL-

tures. Finally, and most important, we need to use the JC-103249 (1990).

ICP torch to deposit thick diamond films into silicon , )

, s o 3. N.N. Efremow, M.W. Geiss, D.C. Flanders, G.A.
gt ,OOW_?S and therf etchaway the bl!}COl‘). If SULCQSbf_UI’ Lincoln, and N.P. Economou, J. Vie. Sci.and Technol.
this will be the first report of a diamond slab with B3 (1), (1985).
deep vertical channels.

4. M.A. Capelli, TG. Owano, and C.H. Krugﬁ',

0 N 1 C
1. G. Albrecht, RJ. Beach, and B. Comaskey, Energy J- Mater: Res. 5 (1), 2326 (1990).

and Technology Review, Lawrence Livermore Na-
tional Laboratory, Livermore, California, UCRL-
52000-92-6, 7 (1992).
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Advanced Micromachining Technologies

Wing C. Hui

Chemical Sciences Division

Chemiical and Materials Science Departient
and Engineering Research Division
Electronics Engineering

We have developed several innovative micromachining techniques that will facilitate the future
developmentof high-tech microtechnologies, suich as microelectronics, microstructures, microactuators,
microsensors, and microinstruments. The Corner-Protection Technique will produce sharp convex
cornersand clear scribe lines in any anisotropic etching process. The Circular Etching Process alone, or
combined with Selective Wet Chemical Etching for Boron Nitride Film, can be used to fabricate
numerous forms of new, round features that were previously unattainable.

introduction

Ower the last two decades, single-crystal silicon
has been increasingly used in a variety of new
applications besides microelectronics. Single-crys-
tal silicon is not just a good semiconductor materi-
al; it is also an excellent mechanical material for
microscale devices, such as microstructures, mi-
croactuators, microsensors, and microinstruments.
To facilitate the development of these new high-
tech devices, newer and better micromachining
technologies have to be created for the fundamen-
tal fabrication processes.

Recently, we have developed several new micro-
machining processes. These new processes will allow
us to make microscale features that were previously
unattainable. The Corner-Protection Technique will
allow us to make precise sharp-corner features, with-
out rounding the corner by undercutting. The Circu-
lar Etching Process, which uses isotropic etching with
boron nitride as the masking film, is well engineered
to fabricate circular thin film membrane windows or
circular microstructures. Combined with Selective
Wet Chemical Etching for Boron Nitride Film, this
Circular Etching Process can build clear circular mi-
crostructures with or without additional films.

Progress,
Corner-Protection Technique
Microscale features on silicon wafers are very

often achieved by means of anisotropic wet chemi-
cal etching. However, most of these etching pro-

(a-)

(b-I)

Figure 1. Comparison of the Lawrence Livermore National
Laboratory (LLNL) Corner-Protection Technique and the reg-
ular etching technique on the anisotropic etching of a (110)
sllicon wafer: (a-l) the clear 109.4 corner etched by the
LLNL technique; (a-il) the sharp 70.6 comer etched by the
LLNL technique; (b-1) the undercut 109.4 corner etched by
the regular technique; and (b-l) the undercut 70.6° corner
etched by the regular technique.
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Figure 2. An example of the round features etched by the
Clrcular Etching Process.

cesses have a severe undercutting problem at any
convexor outer cornerof a chip or device feature. This
undercutting problem will limit the compactness and
effectiveness in the overall design.

We have successfully developed a novel method
for protecting these convex corners with very little
space. This technique can produce sharp convex cor-
ners and clear scribe lines at any desirable etching
depth. It can make many previously impossible ge-
ometries possible.

Last year, we demonstrated the technique on (100)
silicon wafers to make narrow-frame thin film mem-
brane windows, also known as ‘thin-wall windows.’
This year, we extended the technique to (110) silicon
wafers. Figure 1 compares results with and without
the Comer-Protection Technique. Thissuccessful dem-
onstration has provided a possible licensing opportu-
nity with Endevco, a designer and manufacturer of
instrumentation for vibration, shock, and pressure
measurement,

Circular Etching Process

Most micromechanical devices rely on traditional
anisotropic KOH etching for fabricating the microfea-
tures. This etching technique will produce only fea-
tures with straight boundaries. Since it is desirable to
have round features in many applications, we have
put a great deal of effort into the development of
special circular etching techniques to create new and
unique microstructures.

First, we carefully engineered an isotropic etching
process with HF/HNO,;/CHyCOOH to produce
even etching in all directions. Boron nitride thin film
was used as the etching mask because of its chemical
compatibility with the etchant. Circular boron-nitride

Figure 3. Comparison of the boron nitride-coated, round sii-
icon disks etched by LLNL Selective Wet Chemical Etching
and Dry Plasma Etching: (a) the shiny, small, round silicon
disk after Selective Wet Chemical Etching; and (b) the fog-
£y, small, round silicon disk after dry plasma etching.

thin film windows and other round microstructures
were fabricated in this way (Fig, 2).

For this circular etching technique to be more use-
ful as a tool when making round features for general
applications, it is sometimes desirable to remove the
masking boron nitride thin film. Conventionally, the
boron nitride film can be remeved only by dry plasma
etching. However, plasma etching is not very selec-
tive—it also etches silicon nitride film, silicon-based
substrate or film, and even gold film.

Our contribution to the solution of this problem is
the development of the first wet chemical process that
will selectively etch only boron nitride, but not coat-
ings or substrates of silicon, silicon nitride, and silicon
dioxide. The etchantis a very strong oxidizing reagent
of sulfuric acid and hydrogen peroxide. It can remove
the boron nitride film very selectively and smoothly,
without leaving any over-ctched surfaces, as the plas-
ma etching process does (Fig, 3).

This modified round-etching process was alsodem-
onstrated to be very useful in the development of the
microcapillaries for the Miniaturized Gas Chromatog-
raphy Project of Conrad M. Yuand the author. 12
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Microchannels

Jackson C. Koo,

J. Courtney Davidson, and
Joseph W. Balch
Engineering Research Division
Electronics Engincering

We are developing electrophoresis techniques in microchannels that can be micromachined
in substrates. We have developed a model of electro-osmotic flow in free-solution capillary
electrophoresis when an external electric field is applied to the walls of the capillary. Also, we
have begun development of gel-filled microchannels to be used for electrophoresis of biological

materials.

Electrophoresis Using Silicon Microchanneils < Diagnostics and Microelectronics

introduction

Electrophoresis is the separation of charged ions
or molecules in a solution based on their differen-
tial migrationin anapplied electric field. Ttis wide-
ly used in modern analytical chemistry to separate
charged particles in ionic solutions, and in bio-
chemistry toseparate biomolecules. The emergence
of the biotechnology industry has greatly increased
the interest in various electrophoresis methods.
Our objective is to develop methods for novel
electrophoresis of liquid ionic solutions and
charged biological material, in microchannels in
silicon and other substrate materials. Silicon mi-
crochannels for electrophoresis have potential ad-
vantages over conventional quartz capillaries due
to (1) enhanced thermal dissipation of heat gener-
ated during clectrophoresis, because the thermal
conductivity of silicon is nearly 100 times that of
quartz; and (2) the construction of a high-density
array of microchannels on a single substrate in
silicon and other materials, using modern micro-
fabrication technology. Silicon-based microfabri-
cation technology also provides a promising way
to incorporate field plates around an clectrophore-
sis microchannel to control the electro-osmotic flow
of solution in free-solution electrophoresis. Con-
trol of electro-osmotic flow in free solution clectro-
phoresis is a promising means to improve
separation resolution and to allow separation of
solutes inrelatively short capillaries (i.e., ['to 10em).

Lugrneering Research Devetopment and Technotogy 4% Thrust Area Report FY92

Progress

Our previous efforts! demonstrated control of
electro-osmotic solution flow in round quartz cap-
illaries and rectangular silicon microchannels, by
applying anexternal clectric field perpendicular to
the inner walls of the clectrophoresis capillary or
rectangular channel. The electro-osmotic tlow of
the solution is caused by the force of an axial
electric field upon a diffuse, dipole charge sheath
in the solution adjacent to the capillary wall. This
sheath is created by the electrostatic attraction of
charge surface states of the capillary wall on sol-
vated ions in the electrolyte. As the mobile part of
the sheath is moved along the capillary wall by the
applied electric field, the solvated ions of the dit-
fuse layer transter momentum to the remainder of
the electrolyte solution. Therefore, the whole solu-
tion moves with the diffuse layer, and plug-like
flow is created in the capillary. We can control the
mobility of the electro-osmotic flow by applying
an external electrostatic field perpendicular to the
capillary wall, so the diffuse dipole layer in the
clectrolyte is modulated or elim nated.

Figure 1 shows a typical experimental result
we obtained previously for the electro-osmotic
mobility in a quartz capillary as a function of the
external voltage applied perpendicular to the cap-
illary walls. Our experimental setup was quite
similar to that of the University of Marviand, where
two concentric quartz tubes each filled with clec-
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Flgure 1. Measured
electro-osmotic mo-
bility of an electro-
Iyte solution (2 mM
concentration) in a
5041m internal diam-
eter caplilary as a
function of voitage
applied across the
167.5.m-thick cap-
illary wall.
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trolytes were used.2? The inner tube was for the
electro-osmotic flow; the outer tube was used to
provide the external bias electric field. In our ex-
periment, we continuously increased the bias volt-
age up to 10 kV. Atabout 7 kV, the electro-osmotic
flow changed its direction. Here, we noticed that
the rate of change of the mobility was not exactly a
lincar function of the externally applied voltage.
However, we could fit the curve with two linear
lines: one when the mobility is positive and anoth-
er when the mobility is negative. This is expected
because, as the direction of electro-osmotic flow
changes, the moving cations are replaced with
anions.

Model for External Electric Field Control
of Electro-osmosis

This year, we developed a theoretical model of
external electric field control of electro-osmotic
flow to gain additional insight into the physical
mechanisms of electro-osmosis. This model al-
lows us to relate the functional dependence of
measured electro-osmotic mobility vs the applied
external voltage, to the density of surface states on
the quartz wall and the ionic concentration of the
electrolyte. Our model of the capacitive and inter-
face-charging phenomena in a conductor-insula-
tor-electrolyte capillary structure is adapted from
a model widely used for similar phenomena in
Metal-Insulator-Semiconductor capacitors used in
microelectronics.? This type of model can casily be
interpreted in terms of an electrical equivalent
circuit. Figure 2 shows this model’s equivalent
circuit for our experiment, where two concentric
capillaries are each filled with clectrolytes. In this
equivalent circuit, the externally applied voltage is
shared among a series of capacitors.

An extensive set of equations was derived that
relates the various elements in the equivalent cir-
cuit to important physical quantities such as elec-
trolvte concentration, viscosity of the electrolyte,

Enginecering Resedrch Developiment
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the thickness and diclectric constant of the quartz
wall, the surface state density of the quartz wall,
and the applied voltage that controls the electro-
osmotic flow. From these equations, we are able lo
relate the change in electro-osmotic mobility as a
function of applied voltage (ic., the slope of the
curves in Fig, 1) to the density of surface states on
the quartz wall for a given electrolyte concentra-
tion. For experimental results such as shown in
Fig. 1, our analysis shows that when the anion
traps are replaced by cation traps, there is a signifi-
cant change in the density of the surtace state per
volt, while the total surfece state densities per
square centimeter (Ns) under the two different
conditions are nearly the same. This indicates that
the total number of active surface states, Ns, on the
silicon dioxide are determined by the initial chem-
ical conditions, and the active sites are bipolar in
nature. The calculated value (2.4 x 1012cm-2) of the

R
80
- Cm
C
L
L_i' +
—r-l- Vv

Figure 2. The electrical equivalent circuit model of two an-
nular capillaries, each filled with electrolytes. The outer cap-
illary is used to apply an external electric fleld to the walls
of the inner capillary to control electro-osmosis in the inner
capillary. C,, represents the capacitance of the electrostat-
ic diffuse layer between the capillary wall and the outer
aqueous interface. C,, represents the capacitance of the in-
ner capillary tube. C, represents the capacitance of the
electrostatic diffuse layer between the inner capililary wall
and the inner aqueous interface. Ry and R,  are surface re-
sistances for the inner and outer surfaces, respectively. The
surface capacitances C_ and C, represent the surface
state densities per volt on outer and inner surfaces of the
capillary.
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surface state densities is, however, much smaller

than that normally accepted (5 x 101 em-2). This is 24 |- ~
s0 because the values measured are the number of

active sites, which are shown to be dependent 0 n
upon not only the surface condition but also the 16 |- —

difterent pH'’s, ionic strength, and liquid densities. g
From experimental data,! we calculated the values E 12 7
for Ns and found that the values of Ns under 8- -
experimental conditions similar to ours were of E
the same order of magnitude, but increased close E J ]
to one order of magnitude as the electrolyte con- & o L VNV | YN LN ]
centration increased from 1.5 mM to 50 mM. 10 60 110 160 210 260 310 360 410 460 510
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Electrophoresis of Biological Materials
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This year, we also began an investigation of g |

electrophoresis of biological materials in gel-filled &

silicon microchannels. Gel electrophoresis is wide- 6
ly used for separating biological materials such as

A L 4
DNA tragments. Almost all clinical, molecular, or
forensic projects that involve the characterization 2
of DNA are dependent upon the separation and/ 0

or purification of DNA fragments by one or more 1 51 101 151 201 251 301 351 4ot 451' 501
methods. By far, the most common method is Time (arbitrary units)

based upon electrophoresis. Since the DNA dou- Fleure 3. A son of DNA f ’ , l (2 st
hle-helix backbone is neeative vy fres ants igure 3. A comparison o agment separation results obtained for (a) a stan-
t & DhtlA t a," ‘ onets nq_)atl\ dy Chdrgtd, fr algmgn.ts dard agarose slab gel, 4 mm thick and 4 mm wide and (b) an agarose gel 1 mm thick
of DN 1}11grc1 te t(?w ard the m'mde when p ﬂFCd M and 4 mm wide as formed by an etched silicon channel. Note the increase in both

an electric field. If the DNA is caused to migrate  peak resolution and speed of separation in the thinner gel supported by the silicon
through a sieving matrix such as agarose or poly-  substrate.

acrylamide, fragment mobility is a function of frag-

mentsize, i.e., the smaller fragments migrate faster
than larger fragments. In our experiments, we
filled microchannels that had been etched in sili-
con substrates, with agarose gel. Figure 3 shows
the results obtained using a standard 4-mm-thick
agarose gel compared to those for a thinner gel
supported in a I-mm-thick etched silicon channel.
These results indicate that not only is it possible to
separate the fragments in a structure of these di-
mensions, but more important, both the resolution
and speed of the separation are enhanced. We
expect that the significantly higher thermal con-
ductivity of silicon, compared to that of standard
glass materials used in conventional gel electro-
phoresis, will enable electric field separations to be
done at much higher electric fields to achieve fast-
er separation.

More experimentation is required to verity the
expected improvement in separations by going to
smaller (i.e., thinner and narrower) gels. We have
pertormed experiments that indicate the definite

Engineering Research Development dang Technology % Thrust Area Report Fy92

trend in improved resolution and speed in even
narrower gels, down to 0.25 mm. However, diffi-
culty arises in proper and repeatable sample injec-
tion in these narrower gels. This warrants further
research and development in novel, precise, high-
density, small-sample-volume injection.

I J.W. Balch, J.C. Davidson, and ].C. Koo,
“Capillary Zone Electrophoresis Using Silicon
Microchannels,” Laboratory Directed Research and
Development FY91, Lawrence Livermore National
Laboratory, Livermore, California, UCRL-53689-
91,40(1991).

CS. Lee, W.C. Blanchard, and C.T. Wu, Anal. Chem.
62, 1550 (1990).

3. CS. Lee, D.MceManigill, C.T. Wu, and B. Patel,
Anal, Chent. 63, 1519 (1991),

o

4. SM.Sze, " Metal-Insulator-Semiconductor Diodes,”
Physics of Semiconductor Devices, Wiley-Interscience
(New York), Chapter 9, 1969.
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Emerging

Technologies

The mission of the Emerging Technologies thrust
area at Lawrence Livermore National Laboratory is
to help individuals establish technology areas that
have national and commercial impact, and are out-
side the scope of the existing thrust areas.

Wecontinue toencourage innovative ideas
thatbring quality results toexisting programs.
We also take as our mission the encourage-
ment of investment in new technology areas
that are important to the economic competi-
tiveness of this nation.

In fiscal year 1992, we have focused on
nine projects, summarized in this report: (1)
Tire, Accident, Handling, and Roadway Safe-
ty; (2) EXTRANSYT: An Expert System for

Advanced Tratfic Management; (3) Odin: A High-
Power, Underwater, Acoustic Transmitter for Sur-
veillance Applications; (4) Passive Seismic Reservoir
Monitoring: Signal Processing Innovations; (5) Paste
Extrudable Explosive Aft Charge for Multi-Stage
Munitions; (6) A Continuum Model for Reinforced
Concrete at High Pressures and Strain Rates: Interim
Report; (7) Benchmarking of the Criticality Evalua-
tion Code COG; (8) Fast Algorithm for Large-Scale
Consensus DNA Sequence Assembly; and (9) Using
Electrical Heating To Enhance the Extraction of Vola-
tile Organic Compounds from Soil.

Shin-yee Lu
Thrust Area Leader
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Tire, Accident, Handling,

and Roadway Safety

Roger W. Logan
Nuclear Explosives Engineering
Mechanical Engineering

We are developing technology for an integrated package for the analysis of vehicle handling
and of vehicle impact into roadside features and other vehicles. The program involves the
development and use of rigid-body algorithms and the finite-element codes, DYNA and NIKE.
Our goal is a tool for use by highway engineers at the Federal Highway Administration and
state Departments of Transportation that allows good quantitative results at the workstation
level. Our work has involved integration of handling and deformation codes, development of
material and tire models, and comparisons of our results to test data.

Introduction

Our Tire, Accident, Handling, and Roadway
Safety (TAHRS) project at Lawrence Livermore Na-
tional Laboratory (LLNL) provides technical advanc-
es to be used in an externally funded program for
Vehicle ImpactSimulation Technology Advancement
(VISTA), to begin on a small scale in FY-93.

The goal of the TAHRS initiative is to develop
the technical capability to accurately model vehi-
cle/barrier crash and post-crash behavior (Fig. 1).
Animproved analysis capability willimprove high-
way barrier (and possibly vehicle) designs to mini-
mize risk to occupants, and the hazards due to
post-crash vehicle motion. These technical devel-
opments willbecome an integral part of the VISTA
program. The goal of VISTA is to integrate the
entire state of technology, including DYNA3D,!
NIKE3D,2 TAHRS, and other worldwide develop-
ments, into a user-friendly highway design tool
useful at various levels of expertise.

The current state of the art in barrier design and
post-crash dynamics involves a mixture of actual
testing using instrumented vehicles, and empiri-
cal/numerical modeling using small, personal
computer-based codes. These codes have been
developed over many years; their empirical as-
pects have been tuned against crash test data.
They are useful tools, but their relative lack of
physics leaves them open to technical or legal
doubt when extrapolation is involved. As an alter-
native, LLNL's three-dimensional (3-D) NIKE and
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DYNA codes could be used separately or coupled
to analyze the vehicle/barrier crash interaction.
Recently, a Federal Highway Administration
(FHWA) contract on this topic concluded that
DYNAZ3D is the code of choice on which to forma
VISTA program. The incentive for VISTA is quite
strong, since about 40,000 traffic deaths occur each
year in this country. As a direct consequence, about
40 billion dollars worth of lawsuits are active at
any given time. Often state Departments of Trans-
portation (DOT's) are the targets of these lawsuits.
More than half of the fatal accidents typically in-
volve only one vehicle. Thus, the ability to model
and analyze barrier crash and post-crash motion
with physics-based tools like NIKE, DYNA, and
an integrated real-time handling (RTH) capability,
could provide a strong supplemental tool for sort-
ing out areas of responsibility.

Progress

The TAHRS technical efforts are organized into
four overlapping areas: (1) vehicle handling and
interfacing; (2) roadside features and component
modeling; (3) vehicle models and integrated anal-
ysis; and (4) test data and validation. Highlights of
progress in each area are summarized below.

Vehicle Handling and Interfacing

This technical area involves developments in
the simulation of vehicle handling, linkage of RTH

% Thrust Area Report FY92
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Figure 1. lliustra-
tion of the total
handling/impact
scenario to be
addressed by the
TAHRS technology

and VISTA package.

4.2
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Pre-crash (undamaged vehicle)

Crash-vehicle/barrier (damaged vehicle)

Post-crash (damaged vehicle)

and finite element mesh (FEM) codes, and devel-
opment of aninformative user interface.

In preparation for the linkage of RTH and FEM
codes, asteering force boundary conditionis being,
added to NIKE3D. The lateral torces generated by
cach tire can be computed by the inclusionof a tire
model subroutine in NIKE3D. The vector diagram
in Fig. 2a illustrates how NIKE3D computes the
lateral load on the tire. Simulating the road as a
stone wall, NIKE3D first determines the vertical
load on the tire. Then, using, the user-input driver
steering angle, 8, the vehicle orientation direction,
A, and velocity, V, NIKE3D determines the tire
slip angle, o NIKE3D then uses a complex tire
model to determine the lateral foad, L, as a func-
tion of these variables. Figure 2b shows top views
of a car model during two simulations. Identical
driver input is used: the wheel is turned first to the
left, then to the right. The 25-mph simulation re-
sults in a circular path; in the 45-mph case, the car
skids into an unstable oversteer condition.

We havealsodeveloped arigid-body vehicle han-
dling code called AUTOSLED to demonstrate the
linkage both to NIKE, DYNA, and the user interface.
This code and others can be used to simulate the

Enpginoering Researeh Devolopment

vehicle dynamics before and after the contact, and
subsequent deformations of the vehicle. Upon con-
tact detection, data trom the model is passed to the
finite clement code, which simulates the dvnamics of
the vehicle during the collision. If the accident is such
that the vehicle disengages from contact with the
barrier, the new, deformed vehicle configuration and
the dynamic conditions can be passed back to the
rigid-body model for continued simulation. The ve-
hicle configuration is fully 3-1, rigid-body, with 10
degrees of freedom. There is one sprung mass and
four independently suspended unsprung, masses
(wheels). The wheels, which are connected to the
sprung, mass with a spring and damper, are con-
strained tomove perpendicular to the vehicle. Anoth-
erset of springs and dampers are used to model the
deformation of the wheels, which are free to leave the
ground surface. The ground, however, is limited toa
flat plane. The vehicle velocity can be controlled by
specifving driving forces or a desired velocity, Steer-
ing, can be accomplished cither by specifving a table
of steering angles or by designating a path that the
steering control will attemipt to follow. This results in
a H-degrees-of-freedom moded, with cach suspen-
sionelement represented by a spring and damper, as

and Technolony
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is each unsprung mass. The tire forces are modeled
using the Dugoff tire model and are limited using the
friction circle concept. Control of the vehicle during a
runis currently accomnlished by completing tablesin
adata file. Vehicle velocity can be controlled by speci-
fying a desired speed or by inputting a table of driv-
ing forces vs time. Steering, likewise, can be controlled
in two ways. One way is to specify a table of steering
angles vs time, and the other is to specity a table of x-y
coordinate pairs representing the desired path of the
vehicle. An imbedded steering controller will then
attempt to follow the path as closely as possible.

To provide the interfaces among the user, AU-
TOSLED, NIKE, and DYNA, a simulation pro-
gram has been developed to read an output file
from AUTOSLED, and display pertinent informa-
tion in an interactive graphics environment. A
typical session using this simulation program is
shown in Fig. 3. In the upper left corner of the
window, an oval racetrack is shown with a rectan-
gle representing the car. The user has the option of
displaying or not displaying the racetrack. In addi-
tion, outlines of some of the car’s previous posi-
tions are shown. The frequency with which these
outlines are shown is another option controlled by
the user. This view displays both position and yaw
of the vehicle. To the right of the track are four
gauges. These display suspension forces on the
tires as the car follows the path. Next to the gauges
are friction circles, which convey information about
the normal, longitudinal, and lateral forces experi-
enced by the tires. A constant diameter circle is
based on initial forces on the tire when the car is
stationary. Below this, steering angles and slip
angles are shown. At the lower left corner, a rear
view of the car is shown, giving the user informa-
tion about the roll angle. To the right of this, a
speedometer displays vehicle speed in miles per
hour. The maximum speed on the speedometer is
based on the maximum speed the vehicle reaches
during the simulation. A pop-up shell next to the
speedometer lets the user create strip charts using
any of the 48 variables from the AUTOSLED out-
put file. For example, one could plot lateral forces
at tire 1 vs pitch of the vehicle. In the figure shown,
the y coordinate of the center of gravity is plotted
against time.

Roadside Features and Component
Modeling

Before embarking on a ‘big picture’ analysis
of vehicle and roadside barrier under linked
handling and impact conditions, it is necessary
to consider the FEM deformation analysis of

Engineering Research Development and Technology <« Thrust Area Report FY92

smaller components. This work was begun with
an analysis of a rigid bogey developed through
a collaboration between the California Depart-
ment of Transportation (CalTrans) and the Uni-
versity of California Davis. The bogey has a
crushable steel box-structure front end resem-
bling a coarse honeycomb, as modeled with
DYNA3D in Fig.4. This analysis was run at
slow velocities to approximate the static crush
test conducted on the actual structure. The mesh
was kept coarse in the spirit of workstation level

Figure 2.
Implementation

of steering
algorithm and lateral
tire force in NIKE3D.
Steering Is 20
degrees left at
t=0.2s, then 20
degrees right at

t = 2.0 s. Vehicle
responds differently
as a function of
velocity.
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Figure 3. User interface for AUTOSLED handling program. Information includes

position, speed, roll angle, original and current friction circles, normal and lateral tire

loads, and slip angles.

Figure 4.
Workstation-level
DYNA3D mesh of
bogey front crush
area on impacting
rigid pole.
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models, and load deflection was compared
against the test data, as shown in Fig. 5. The first
runs with DYNA3D used an elastic perfect-plas-
tic material model. This type of material behav-
ior gives a numerically well-posed problem that
is not too dependent on the mesh size. However,
the calculated load-deflection (DYNA-EI-Pl line)
is too stiff during early stages of the crushing
process. Use of the augmented Forming Limit
Diagram concept® with rate-dependent flow and
failure allows a match to be achieved (DYNA-
FLD) with the test data. The effectiveness of
advanced material models under development
at LLNL is demonstrated here for isotropic flow
and failure. Related studies involve the integra-
tion of anisotropic flow and failure theories for
analysis of metallic and non-metallic materials,
such as deep drawing steels or chopped fiber
composites. The type of simulation in Figs. 4
and 5 is neither predictive nor post-predictive,

Load (KIP)

DYNA-EI-PI
DYNA-FLD
! -==== Test data

9 l 1 4
0 ) 5 10 15
Deflection (in.)

Figure 5. Load deflection for bogey crush into pole. Static
test data matches DYNA3D if FLD failure model is used.

but is still of value in learning the techniques
and meshing needed to match real tests.
Another matching exercise at the compo-
nent level involved a small car hitting a modi-
fied bullnose median barrier. Crash test data
for a Honda Civic hitting a modified bullnose
median barrier head-on at 60 mph are docu-
mented by a report prepared by the Southwest
Research Institute for the FHWA.# This test
was chosen for simulation both because of the
availability of test data and because damage to
the car was relatively small, allowing a simple
car model and a focus on barrier deformation.
Since mode! size and run time were limited,
and since many model parameters (especially
material properties) had to be estimated, the
model is simplified and contains many esti-
mates of relevant parameters. Figure 6 shows
the DYNA model and a sequence of plots as
the car plows into the barrier. The car was
modeled as rigid. The barrier nose slit was not
modeled; rather, the car was ‘caught’ by con-
straining the vertical displacements of the front
bumper and the bottom edge of the bullnose.
The zigzag <ross section of the thrie-beam rail
was apprcximated by a rectangular strip with
the same nioment of inertia and weight-per-
unit length as the thrie-beam. Since the de-
forming rail kinks at the posts where it is
fastened, short lengths of thin, 12-gage strip
were used near the posts to capture this kink-
ing. The posts were modeled with tie-breaking
slidelines, so that they broke off at ground
level (as they did in the test), with a region of
elastic-plastic material just above ground level

Engineering Rescarch Development and Technofogy
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to allow some energy dissipation during post
breakage.

With the addition of self-contact and an ap-
proximation of the plastic hinge development at
the posts, it is possible to match the vehicle trajec-
tory to the test data, as shown in Fig. 7. However,
predictive or even post-predictive analysis will
require further study of the thrie-beam and post
components. We need to learn how to make the
approximate, coarse-mesh models shown here pro-
vide behavior consistent with more detailed mod-
els, without having to deal with increased
computational requirements.

Vehicle Models and Integrated Analysis

A forerunner of analyses to follow was per-
formed this year in a joint effort involving LLNL,
the FHWA, and University of Alaska faculty.” We
developed a working model of a 1991 domestic
sedan.

Our goal was to define the car in sufficient
detail to capture its pre-crash, impact, and post-
crash behaviors, and yet keep the model simple
enough for analyses to be run overnight on a
workstation. In the light pole impact example
(Fig. 8), the car model is rigid material aft of the
firewall. Underhood features are modeled as
simple rigid bodies. The vehicle model consists
of 20 parts, 2406 nodes with six degrees of free-
dom at each node, 10 beam elements, 1575 plate
elements, and 224 solid elements. This is one
example of problems we hope to eventually run
routinely: large deformations of both vehicle
and roadside features, with possible coupling to
vehicle handling, in a workstation environment.

The model above was then used in post-predic-
tive mode to demonstrate DYNA3D's crash mod-
eling capabilities. These analytical predictions are
compared with crash test results obtained from
the National Highway Transportation Safety
Administration, where this 1991 domestic sedan
was impacted against a rigid wall at a velocity of
57.5 km/h. Although all major structural compo-
nents of the car were accounted for, the soft crush
characteristics of the bumper area were not
accounted for in the vehicle model used here and
in Fig. 8. To compensate for that, a clear distance of
0.5 m between the structural bumper and the rigid
wall was allowed. Figure 9 compares DYNA3D
prediction and crash test results of the time /accel-
eration history of the engine block (upper plot)
and rear seat area (lower plot). Given the coarse
FEM of the model, the agreement is remarkably
good.

(@A t=0, s_econ'd:q

Figure 6. Time sequence of impact of simplified vehicle into modified bullnose
barrier. Meshing is again at the workstation level.

Test Data and Validation

A vehicle model of a Ford Fairmont is being
constructed. An instrumented test of this vehicle is
planned to demonstrate the potential for and
effectiveness of an integrated program of analysis,
measurements, and vehicle testing, This may lead
to further tests or parts of tests at LLNL.

Future Work

This year, we have demonstrated the effective-
ness of integrated vehicle/barrier impact analysis
at the workstation/FHWA /DOT level, and have
identified the needs for additions and refinements

Engineering Research Development and Technology <+ Thrust Area Report FY92 4-5
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Figure 7. Vehicle
temporal position for
impact into bullnose
of Fig. 6. Although
this simulation is
not a predictive
mode, DYNA3D is
able to match the
data, even with a
very coarse simple
model.
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Figure 8. Time
sequence of
domestic sedan
impacting luminaire
support. Pole failure
Is modeled with
LLNL's SAND
technology.
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Figure 9. Acceleration history of vehicle model of Fig. 8 for
a 30-mph rigid-wall impact. Comparison to NHTSA supplied

data Is done in post-predictive mode. Agreement is good for
only a 2000-node vehicle.

leading to a complete package. Our goals for the
future focus on the four technology areas estab-
lished. We will work toward full linkage of the
AUTOSLED RTH code to NIKE and DYNA, and
development of compatible tire models for all the
codes.

Continued study of both roadside and vehicle
structural sections will continue at the component
level to ensure that model simplification is efficient
yetaccurate compared to more refined meshes. A
more complete suite of vehicle models and road-
side hardware will be developed, making use of
material model improvements for flow and crush
of aluminum and fiber composite materials, in-
cluding features such as anisotropy, forming limit,
and composite damage. These will be used in
future lightweight designs such as Calstart’s Neigh-
borhood Electric Vehicle, We will continue the
close integration of our analysis package with test
data obtained at LLNL and elsewhere.
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EXTRANSYT: An Expert System for
Advanced Traffic Management

Rowland R. Johnson
Engineering Research Division
Electronics Engineering

Coordination of traffic signal systems is carried out at present by a signal timing plan that
uses a relatively primitive computer program, TRANSYT. To deal with the difficulties in using
TRANSYT, our project is developing an expert system called EXTRANSYT that encodes the
knowledge of an expert TRANSYT user. The project is a collaborative effort among (1) Law-
rence Livermore National Laboratory, in the lead and providing the computers and computer
science expertise; (2) the University of California Berkeley, Institute of Transportation Studies,
providing the TRANSYT/traffic engineering expertise; and (3) the City of San Jose, California,
Department of Streets and Traffic, providing the testbed for the system.

introduction

Coordination of traffic signal systems is the
primary means by which congestion, pollution,
and fuel consumption caused by city traffic is
reduced. A coordinated system can be either a
single artery or a grid and typically consists of
between 10 and 50 intersections. An intersection
phase is the time duration for which the traffic
lights at the intersection remain fixed. Each inter-
section has a controller that causes the intersection
to cycle through its set of phases.

Coordination is achieved by the use of a signal
timing plan wherein the controller at each inter-
section in the system has the same cycle length.
That is, there is a background cycle during which
each intersection cycles through each of its phases.
The signal timing plan also specifies the offset for
the beginning of each phase at each intersection.

One strategy for efficient coordination is
achieved b’ good platoon progression. Platoon
progression is the situation whereby a set of close-
ly spaced vehicles (i.e., a platoon) progresses from
intersection to intersection, and the platoon is giv-
enagreen lightasitarrives and passes through the
intersection. Platoon progression also has the psy-
chological benefit of drivers perceiving that they
are moving faster through the system. Another
strategy for efficient coordination is achieved by
preventing multiple acceleration/de-acceleration
cvcles. For example, vehicles should be delayed

Engineering Research Development and Technolop,

(although the drivers perceive no apparent rea-
son) until a platoon arrives that they can merge
with. Usually travel time is the same, and a reduc-
tion in pollution and fuel consumption is realized
because of the reduction in acceleration/de-accel-
eration cycles.

Signal timing plan design is usually done by
using a computer program called TRANSYT that
can (1) simulate the operation of a coordinated
system, and (2) find the optimal signal timing plan
based on some combination of congestion, pollu-
tion, and fuel consumption. Tvpically, a traffic

——————{ EXTRANSYT

Incident:
planned or \1

Traffic unplanned m
opceer ::‘e(im Police reports, 2 "—'g_ E_
cellular telephone, > N
planned construction, etc. [ 5 b3

K )( Main A
New link capacities, Capitol //
vehicle counts, etc.

New signal
timing plan

Figure 1. Real-time incident response. A traffic incident has occurred on a city
street and has been reported to a central traffic operations facility. Operations per-
sonnel determine the impact on vehicular flow capacities and vehicular flow de-
mands. This information is then routed to EXTRANSYT, which quickly determines an
appropriate signal timing plan and downloads it to the traffic light controllers.
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engineer will provide a description of a set of
intersections and streets as well as traffic flow
capacities and traffic flow requirements. The
TRANSYT model is then calibrated against actual
traffic flow conditions, followed by the search for
the optimal signal timing plan.

TRANSYT has several limitations that are de-
scribed below. However, the reality is that it is the
only analysis tool of its kind and is likely to remain
so for at least five years.

TRANSYT was originally developed in the
1960’s when input to computer programs consist-
ed of a punched card deck, and the output device
was a lineprinter. In response to the primitive
nature of TRANSYT, several peripheral programs
have been developed that make it easier to use
TRANSYT. However, these efforts do not appear
to be adequate since we have found that 30 to 50%
of the ‘fielded’ signal timing plans have errors.
Since the original development of TRANSYT, there
have been several advances in intersection control-
ler hardware that are not directly modeled by
TRANSYT. However, it is possible for an expert
user to derive useful results from TRANSYT about
coordinated systems that ue the newer controllers.

The difficulties in using TRANSYT results inan
error-prone, lengthy process to develop a signal
timing plan for a coordinated system. A traffic
engineer not accustomed to using TRANSYT can
require up to four months to develop a signal
timing plan for a moderately complicated grid.

Furthermore, the resulting signal timing plan
will often have errors that need to be ‘tuned out’ in
the field, resulting in more time required and a
sub-optimal signal timing plan.

Progress

To deal with the difficulties in using TRAN-
SYT, our project is developing an expert system
called EXTRANSYT that encodes the knowledge
of an expert TRANSYT user. The project is a col-
laborative effort among (1) Lawrence Livermore
National Laborawry (LLNL), in the lead and pro-
viding the computers and computer science ex-
pertise; (2) the University of California Berkeley,
Institute of Transportation Studies, providing the
TRANSYT/traffic engineering expertise; and
(3) the City of San Jose, California, Department of
Streets and Traffic, providing the testbed for the
system.

The input to TRANSYT specifies a set of inter-
sections, streets connecting them, and the length of
each street. It does not specify the location of each
intersection. That is, the original Euclidean 2-space

specification of the grid is reduced to an undirect-
ed graph. A particular undirected graph will have
an infinite set of realizations in Euclidean 2-space.
Therefore, it is impossible to present the traffic
engineer with the two-dimensional (2-D) layout of
the intersections and streets that yielded the TRAN-
SYT input. This fact results in many input errors
that are never discovered.

In practice, TRANSYT users usually use one of
several intersection/street numbering schemes.
EXTRANSYT uses heuristics to determine if such
ascheme is being used and the Euclidean informa-
tion derivable from it. Other heuristics about likely
intersection/street configurations (e.g., a city street
is unlikely to pass over another city street) are also
used. As a result, EXTRANSYT is able to deter-
mine a likely 2-D layout. In practice, this layout is
almost always close enough to the actual intersec-
tion/street configuration that the traffic engineer
can easily discover input errors.

EXTRANSYT also uses another set of heuristics
to discover probable errors not related to the ge-
ometry of the grid. For example, the situation
where the speed limit in one direction on a street is
not the same as the speed limit in the other direc-
tion on the same street is flagged as a probable
error. As another example, many existing TRAN-
SYT input sets have errors pertaining to the exist-
ence, non-existence, and direction of one-way
streets. EXTRANSYT has proven to be very effec-
tive in finding these types of errors.

Future developments in EXTRANSYT will in-
clude heuristics to determine phase sequencing
for each intersection. For example, should a partic-
ular approach be given the left turn before or after
through traffic is allowed to move. Also included
will be heuristics to determine which intersections
should be in a coordinated system. Closely related
to this will be heuristics to determine if an intersec-
tion should be fully actuated, semi-actuated, or
non-a-tuated.

As ‘escribed above, TRANSYT is used to de-
sign signal timing plans. Potentially, TRANSYT
could also be used to respond to an incident occur-
ring on a city street. As an example, consider an
accident that causes the capacity of a street to be
reduced and, further, that reduced capacity will
exist for one hour. A modified signal timing plan
based on the reduced capacity due to the accident
would (1) take advantage of reduced demand
downstream of the accident, and (2) accommo-
date extra demand on the alternate routes chosen
by drivers upstream of the accident. The problem
with this approach is that the modified signal
timing plan must be derived quickly. Typically, 15

Thrust Area Report FY92 & Engineering Research Development and Technology
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minutes are required to first download a signal
timing plan and then switch to the new plan. In
this example, to obtain 30 minutes of improved
traffic flow, the modified signal timing plan must
be derived in 15 minutes,

Future Work

The current version of EXTRANSYT has been
installed at Department of Streets and Traffic in

Enginecering Rescarch Development and Technology % Thrust Area Report FY92

the City of San Jose, California for the purpose of
developing a real-time incident response system.
The deployed system in San Jose is linked to the
development system at LLNL via high-speed mo-
dem lines. EXTRANSYT is being used to help
analyze existing traffic situations in San Jose. This
in turn is used to provide a better understanding
of how toimplement the heuristics described above.
A real-time incident response version of EXTRAN-
SYT will be operational in October 1993. 2
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Odin: A High-Power, Underwater,
Acoustic Transmitter for
Surveiliance Applications

Teny R. Donich and
Scott W. McAllister

Defense Sciences Engineering Division

Charles S. Landram
Nuclear Test Engineering
Mechanical Engineering

The Odin project staff has performed an engineering assessment of an underwater acoustic
projector using impulse-driven, split-ring-projector technology in an ocean surveillance, anti-
submarine-warfare application An Odin projector system could be engineered to meet the
system requirements for output power and acoustic beam control; however, the final projector
size raises serious issues about its compatibility with existing deployment platforms. This
problem and the fact that the submarine threat has changed have led the project team to defer
further work on this application and to focus on the air-deployable, impulse-driven projector

being funded by the Navy.

Iintroduction

Split ring projectors (SRP) are acoustic trans-
mitters for underwater use in active sonar systems
to detect submarines. In FY-90, Lawrence Liver-
more National Laboratory (LLNL) developed the
idea of using the combustion of chemical fuels to
drive a SRP element. When a chemical fuel com-
busts inside the cvlinder, the resulting inward pres-
sure pulse drives the shell outward, loading strain
energy into the split ring shell. The split ring shell
‘rings’” down, converting the strain energy into
acoustic energy, as illustrated in Fig. 1. ‘Impulse-
driven split ring projector’ is the phrase used to
describe this svstem.

The chemical fuel-driven SRP overcomes the
acoustic power limitation encountered when pi-
ezoelectric ceramics drive the split ring shell. At
LLNL, our capabilities in numerical modeling of
combustion and detonation and in structural mod-
eling give us a unique capability to assess the
feasibility of impulse-driven SRP’s.!

InFY-92, we were funded to assess the feasibili-
ty of the impulse-driven SRP concept, scaled to a
ship-towed surveillance system, as illustrated in
Fig. 2. The hypothesis put forth in the reviews was
that impulse-driven SRP technology could create
the acoustic power required by the surveillance
community in a reasonably sized, hydrodynamic

Engineering Research Development and Technology <+

package that could be towed with greater ease
than the existing projector arrays. The basis for the
hypothesis was twofold: (1) package size would
be reduced, since the direct conversion of chemical
energy into strain energy was more efficient than
converting the chemical energy into electricity,
conditioning that electricity, and creating strain
energy with magnetostrictive or piezoelectric ma-
terials; (2) the SRP, being long and slender, provid-
ed a more hydrodynamic shape than other
piezoelectric or magnetostrictive projectors.

Progress

This project comprised four tasks: (1) the en-
hancement of our fluid-loaded SRP codes, SOFA?
for the frequency domain and SOTA? for the time
domain; (2) a parameter study of surveillance-scale

- 5

“load strain . -
energy into shell
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Shell rmgs out cenverting
strain energy into acoustic energy
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Figure 1. The cycle
for a chemical fuel-
driven SRP element.
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Flgure 2. Configura-
tion of Odin projector
and SWATH/SUR-
TASS.
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SRP’s; (3)an assessment of the feasibility of the
projector parameters in an actual application; and
(4) marketing activities for this project and related
projects.

Our parameter study yielded the following
results:

(1}  The optimal radius at 20 Hz is 1 m; the cor-
responding shell thickness for this frequen-
cy is 24.4 cm. The shell material is steel.

The chemical-to-acousticenergy conversion

efficiency is low (= 1.5% for L =20 m).

Acoustic powers of =363 kW or 226.4 dB

are attainable with an input of 310 MJ of

chemical energy. The peak stress is within
the elastic range for high quality steels.

The projector acoustic output has the tem-

poral characteristic of P,e~t sinwt. Our ex-

perimentally validated analytical model
predicts 0. = 0.095s"! for this shell radius
and projector frequency.

From our engineering assessment, we deter-

mined that in an array of these large SRI’s, the 20

individual projector timing specification must be

0.005 5. This specification is realizable from an en-

gineering point of view. It will take approxi-

mately 60 s to recvcle a projector after it fires. This
time includes the time to purge the exhaust and
reload the fuel/oxidizer for the next shot.

A five-element projector array with a per ele-
ment power of 226.4 dB will enable detection ranges
in excess of 140 nautical miles.

Five 2-m-dia-x-20-m-long projectors are mas-
sive enough to question the ability of existing plat-
forms to recover such an array.

Our marketing activities are influenced by the
status of the Navy surveillance community. Re-
definitions of their mission include the transition

()
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of the surveillance environment from deep water
to shallow water; and the transition of surveillance
platforms from vulnerable ships to air-deployable
disposable systems.

The Navy is not able to fund this project in
FY-93.

LLNL staff were asked to witness a Navy test
series off San Clemente Island to assess the perfor-
mance of the current generation of surveillance
projector technology.® This information has been
used to submit additional white papers for reim-
bursable work for the Navy.

The Office of Naval Research (ONR) has ex-
pressed interest in the techniques used in SOFA
and SOTA, our two fluid-coupled split-ring mod-
eling codes. A white paper has been prepared, on
the basis of the ONR interest, to assess some of the
fundamental questions that arise when modeling
the acoustic radiation from a complex stiffened
structure.”

In summary, although the Odin projector con-
cept is feasible from an engineering point of view,
a large funded project is precluded because of the
major redefinition of the missions of surveillance
communities. However, our marketing has un-
covered other potential funding sources for relat-
ed projects.”
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Passive Seismic Reservoir Monitoring:
Signal Processing innovations

David B. Harris and
Robert J. Sherwood
Engineering Research Division
Electronics Engineering

David C. DeMartini
Shell Development Company
Houston, Texas

Stephen P. Jarpe

Earth Sciences Department

We have extended our matched field processing capability in mapping acoustic emissions
associated with hydraulic fracturing. In our new approach, we generate elastic matching fields
for a range of source types, and match £ 2 best linear combination of these fields, against the
observed data. We have begun work with Shell Development Company, applying our metheds

to data from their monitoring wells.

introduction

Hydraulic fracturing is a widely used well com-
pletion technique for enhancing the recovery of
gas and oil in low-permeability formations. Hy-
draulic fracturing consists of pumping fluids into
a well under high pressure (1000 to 5000 psi) to
wedge open and extend a fracture into the produc-
ing formation. The fracture acts as a conduit for
gas and oil to flow back to the well, significantly
increasing communication with larger volumes of
the producing formation. While typical treatment
costs exceed $100,000 per well, hydraulic fractur-
ing may double or triple production. Such returns
justify extensive use of the technique. In the inter-
val from 1949 to 1981, more than 800,000 treat-
ments were completed.! In tight gas sands and
diatomite oil reservoirs,2 virtually all new wells
are hydraulically fractured.

Field engineers need diagnostics for the height,
length, and orientation of fractures to design the
proper spacing of wells in the field and to design
individual fracture treatments. The diagnostics
must be inexpensive (10% of treatment cost), fast,
and reliable. Diagnostics that are available in a few
hours can be used to plan successive stages of a

Crngincering Rescarch Development and Technology
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multistage fracturing operation in a single well;
diagnostics that take minutes could be used in
real-time controls of pumping rates and fluid com-
position.

The best diagnostics that fully map a fracture
use transient microseismic signals emitted from
micro-fracture events along the fracture surface 34
These signals are detected by sensors placed in
adjacent monitoring wells or in the treatment well.
The arrival times of the signals are measured (usu-
ally manually), then used to triangulate the sites of
emission. The ‘cloud’ of locations for several hun-
dred discrete emissions delineates the fracture.
This method is slow due to the need for manual
picking of arrival times, and has potentially limit-
ed application when an insufficient number of
high signal-to-noise ratio transient signals are de-
tectable.

We have adapted matched-field processing
methods to the problem of imaging fractures, us-
ing continuous microseismic emissions.

Progress

InFY-92, we extended our earlier results, which
used an acoustic model for propagation, to the

4 Thrust Arca Report FY92
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Figure 1. Source
and array configura-
tion for matched
fleld processing test.
The shear wave ve-
locity as a function
of depth is displayed
on the left. On the
right are two sources
adjacent to a mea-
surement array of
vertical geophones.
The top source Is a
horizontal dipole (in-
tended to simulate a
pulsating crack),
and the bottom
source is a double
couple (intended to
simulate a micro-
earthquake).
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case of full elastic propagation. We have devel-
oped two elastic field simulators; one to produce
test data, and another that is a highly cfficient
narrowband code to generate matching fields for
the array of sensors. The latter code involves inno-
vations in paraxial wave field extrapolation,® that
have potential application to oil prospecting and
ocean acoustic modeling. We have also developed
a matched field processor with the ability to match
a wide range of source types. Hydraulic fracture
microseismic sources may come in a variety of
forms, such as an opening crack caused by pump-
ing, or microcarthquakes caused by slip between
adjacent blocks in the pre-stressed medium,

Wesimulated these two types of sources for the
source and sensor configiuration, shown in Fig, 1,
for a medium intended to approximate the condi-
tions in the Shell Belridge oil field 7 Figure 1shows
a vertical array of vertical-axis geophones in a
monitor well, and two simulated sources 150) feet
away. The array has 15 geophones spaced at 30-ft
intervals, which is similar to the Shell Belridge
sensor configuration. The velocity structure is non-
uniform, consisting of a gradient with shear wave
speeds ranging from 2200 {t/s to 2900 ft/s over
the aperture of the array.

The fields radiated by the two source types are
markedly ditferent and require a new processing,

fnpgineering Research Development

Search region

strategy for situations where the source type is
unknown. Figure 2 shows the ficlds generated by
the opening crack and the slip type sources. The
two sources radiate energy away from the source
location with very ditferent patterns as a function
of direction. The signals received by the array are
correspondingly unique. This presents a problem
if the matching field is not chosen appropriately,
asshown in Fig. 3. The first two reconstructions of
the two-source test case are reconstructed with
theoretical fields corresponding to a single source
type. In both cases, one of the sources is missing in
the reconstruction.

Our response to this problem was to develop a
maodification of the matched field processing ap-
proach, which we call multiple-field matching,
(MMED). In this approach, we generate matching
fields for a range of possible source types, and
match the best lincar combination of these fields
point for point in the search regions, against the
observed data. The result of MMEP for our test
case, shown in Fig. 3, is an image containing both
source types.

Future Work

We have entered into an agreement with Shell
Development Company Lo apply matched field

and Technoropy
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Figure 3. Three reconstructions of the source distribution made from the sum of the two sources shown in Fig. 2. The re-
constructions are for the search reglon outlined In Fig. 1. Reconstruction (b) uses a double couple field, and misses the hori-
Zontal dipole source. Reconstruction (c) is the MMFP reconstruction that uses a best linear combination of both flelds point

for point in the search region, and picks up both sources.

processing methods to their Belridge hydraulic
fracture data set.” The Shell data set is the best
available data for testing hydraulic fracture imag-
ing diagnostics. It includes two multi-stage frac-
ture operations recorded by three monitor wells.
The vertical geophone sensors were grouted into
the wells, largely suppressing the tube waves that

Engineering Research Development and Technology % Thrust Area Report FY92

confound hydrophone recordings in fluid-filled
monitor wells. Preliminary analysis of the data has
shown us the necessity of using the multiple field
extension of matched field processing with rea!
data. We anticipate that our analysis will providea
definitive test of the value of matched field pro-
cessing in the coming year.

Figure 2. The flelds
generated by the
two representative
source types. On the
loft are the flelds dis-
piayed at a singte in-
stant of time as a
function of depth and
horizontal distance.
Note that both
compressional (P)
and shear (S) waves
propagate. The two
source typss pro-
duce fieids with dif-
ferent pattems of
sign reversals and
nulis in different di-
rections. On the right
are the time-depen-
dent waveforms re-
corded by the geo-
phones in the array.
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Paste Extrudable Explosive Aft Charge
for Multi-Stage Munitions

Douglas R. Faux and
Russell W. Rosinsky
Nuclear Explosives Enginecring
Mechanical Engineering

Our development project for a paste extrudable explosive (PEX) aft charge is a multi-year
effort with the goal of demonstrating the technology in a multi-stage munition. In FY-92, we
studied PEX borehole fill characteristics and PEX initiation schemes.

introduction

Multi-stage conventional munitions typically have
a two-stage warhead: a forward-shaped charge that
produces a borehole in the target, and an aft charge
that enters the borehole and then detonates, destroy-
ing the target. The aft charge is usually a steel-encased
explosive that either enters the borehole by its own
kinetic energy or is ‘driven’ into the borehole by a
rocket or velocity augmenter.

Toincrease the versatility and reduce the weight
of a portable, multi-stage munition, a paste extrud-
able explosive (PEX) aft charge that injects PEX
into the borehole formed by the forward charge
replaces the steel-encased aft charge. The PEX aft
charge can be used with a smaller borehole and
provides greater coupling of the explosive with
the target.

Progress

The PEX Aft Charge project is a multi-year
effort with the goal of demonstrating the technolo-
gy ina multi-stage munition.

The PEX aft charge is a proposed, pre-planned
product improvement for the penetration aug-
mented munition (PAM) currently being devel-
oped for U.S. Special Operations Forces and future
multi-stage munitions. Figure 1 illustrates a con-
ceptual drawing of a standoff destruct munition
(SODM, or ‘tlying PAM’) using a PEX aft charge.

Our FY-92 development work on the PEX aft
charge involved twoareas: PEX borehole fill char-
acteristics and PEX initiation schemes. Computer

E!)glﬂ(‘(}/l!lg Research Development and Technology <

modeling of the PEX extrusion through a nozzle
and of the borehole fill process has been complet-
ed and will be validated by forthcoming tests.

The two-dimensional hydrodynamic code
CALE has been used to model the PEX borehole
fill process (Fig. 2). The complete simulation re-
quired the coupling of a DYNA2D analysis of the
PEX extrusion through a nozzle, to the CALE
analysis of a borehole fill.

Initiator

Figure 1. Conceptual sketch of a SODM with a PEX aft charge.

Nozzle shield

Figure 2. CALE Simulation of a PEX borehole fill.

Thrust Area Report FY92
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Future Work The first initiation scheme involves the use of a
detonation chord and carrier vane to pull the deto-

Four tests are scheduled: two tests will evalu-  nation chord into the borehole with the PEX; the
ate PEX flow characteristics during borehole fill  second initiation scheme involves the use of three
and potential sympathetic detonation of the PEX;  chemically delayed detonators that will flow with
two tests will investigate PEX initiation schemes.  the PEX into the borehole. 2
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A Continuum Model for Reinforced
Concrete at High Pressures

and Strain Rates

Kurt H. Sinz

earth Sciences Department

We are studying the behavior of concrete at high pressures (200 kb) and strain rates (10*/5)
and report on a computer model used for this purpose. Applications include a predictive
capability for the damage done to concrete when it is subjected to attack by demolition

munitions or penetrators.

Introduction

Concrete is one of the most common building
materials in the world. In 1992, the U.S. alone used
anestimated 265 million cubic yards.! Consequent-
ly, the need arises for occasional demolition or
perhaps even destruction, such as in the event of
armed conflict. Recent advances in small-scale
munitions make it possible to consider the effects
of a successful point attack against concrete even
when it contains heavy steel reinforcement (‘re-
bar’), as in bridge piers or bunkers. The damage
mechanism is very different from that in seismic
events or in ground shocks induced by nuclear
explosions where damage results from large-scale
flexure and fracture or rebar pull-out.

Payoff of Predicting Concrete Damage

To date, no computer model exists that can
predict the damage envelope in concrete resulting
from an interaction with a demolition munition or
a penetrator. A calculational model that predicts
the damage done to concrete subjected to point
attack is highly desirable for a number of reasons.
With the help of such a model, experiments could
be more effectively designed to yield specific in-
formation, thus increasing the ‘leverage” of experi-
ments that are pertormed. Aspects of experiments
and tolerances of design that are not “laboratory
perfect” could be evaluated by computer. This
might include non-ideal standofts, oblique angles
of incidence, and structural peculiarities. This ca-
pability in turn would permit the design of a new

Engenevong Research Development and Technology

munition to be more effectively optimized, and
the survivability of penetrators could be calculat-
ed. Development time of new munitions would be
shortened and would require fewer experiments.
The resulting cost savings and product improve-
ments are obvious.

Problem

The problem we pose is to develop a continu-
um model for concrete that explains the results of
experiments performed for the penetration aug-
mented munition (PAM) program. A rebar-cut-
ting charge for the PAM has been designed to
specifically attack concrete and to cut near-surface
rebar up to No. 11 in size.2 The minimum diame-
ter of this size rebar (when ignoring any ribbing) is
between 3.3 and 34 cm. Data from rebar-cutter
tests exist that do not seem to be obscured by
complicated hydrodynamic motion. Inhomoge-
neities are small compared to the effects of scale,
and rebar spacing is of the order of the damage
scale. The configuration is therefore amenable to
analysis by a two-dimensional (2-D) Lagrangian
continuum code such as DYNA,? and rebar-cutter
experiments are especially pertinent to this effort
from the standpoint of providing data as well as
filling a need.

Concrete Properties
To construct a continuum model, we need to

know available properties of conerete. A great deal of
attention has been devoted to the understanding of

% Thrust Area Report FY92
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Figure 1. Overiay of calculation and actual hole profile. The material boundaries
show the concrete surface after crush and the limit to which material Is falled. All the
original material is still in the problem and no excavation or ‘throw-out' has occurred.
The rebar is approximated as rings of square cross section with the central rebar
omitted.

concrete inthe low-pressue, quasisstatic regime, FHow-
ever, surprisingly litthe quantitative information is
available in the high-pressure and - high-strain-rate
regime. The most important data available to cover
the high-pressure and high-strain-rate regime are
twenty vears old:? These data have been rehashed
by several authors, but until recently little has been
doneto validate orto estend the old data. Exceptions
include Hugoniot data® and static strength data.”
Phese data cover only a small subdomain of the old
data, butitis reassuring that the new results penerally
support the old data. Aninspection of the data ot
Chinn and Zimmerman and Neely, et al. indicates
that “strength” of conerete does not appreciably atfect
vield strengths wher the mean normal stress (which
in part results trom confinement) reaches about 1 kb.
Tang has investigated dynamic behavior of concrete
at strain rates up o 280755 Tang's result of most
interest to us is a measured value of Poisson's ratio,
which he tound to be independent of strain rate. 1t
should be noted that our problem: develops strain
rates up to 104/,

Another important property of concrete is po-
rosity. It has been measured and estimated to
range from 8 to 20" by volume.”

Progress

We have found that the main premises of this
work have been validated. A continuunt model
tor concrete to deseribe its behavior and damage
when attacked by a PAM rebar-cutter charge is
applicable. Pore crush and shear tailure appear to
be sutticient to explain the depth ot the resulting,
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borehole. Theetfects of tensile failure are discussed
below,

he presence of rebar does not seem to be im-
portant to the damage. The mechanism for torm-
ing the hole is not so much that of excavating,
material but rather tailing materialwithouta lot of
hvdrodynamic motion. The majority of the dam-
age by volume results from shear tailure. The
strain rates that develop in the conerete when
attacked by demalition munition: reach about
10 /5 with pressures of about 200 kb, The caleula-
tions were done in KDYNA M which is a minor
variant of the DYNA codet in that it includes o
material model from TENSOR! The problem was
much simplified by replacing the actual impacting
metal from the rebar-cutter charge as o time- and
space-dependent pressure profile on the surtace of
the conerete. The pressure history was obtained
using, CALE when the charge was acting against
aluminum.'* Comparisons were made using alu-
minun in DYNA to assure that resulting pressure
distributions in the aluminum were properly cal-
culated incomparison to CALEL The charge wasin
fact well represented by the pressure-time history
on the surtace. The explicit absence of the charge
greatly simplified ourcalculations and made them
more suitable to treatment by a Lagrangian code.

Using owr model for concrete (discussed be-
low), we caleulated the eftect of a rebar-cutting
charge against plain, non-reinforced concrete.
Figure 1 doues include an annular approxima-
tion to the rebar as an itlustration of the results.
Al the original material still resides in the prob-
lem. The surface “dent” results from pore crush
and displacing some material into the crater lip.
Another boundary is the limit of material failure
that results from shear tailure. This is consid-
ered to be the damage envelope, and tailed ma-
terial is assumed to either fall out of the hole or
to vacate the region by other mechanisms such
as interaction with explosive gases. A compari-
son s shown with an experimentatly obtained
hole. Itis apparent that the hole depth as detined
in the caleulation is in excellent agreement with
the experiment.

We took some pains to try to explain why the
calculated hole width is much fess than the experi-
ments indicate (Fig. 1), Accuracy in the detinition
of the applied pressure profile intime and space
was climinated as a possible cause. Carrently, we
identify three possible causes, The tirstis related to
the 2oning that the Fagrangion code DYNA gener-
ates as the crater begins to form. Zones that are
long, in the direction parallel to the crater wall
cannol accurately transmit a signal that emanates
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from the crater bottom and travels along the crater
wall. Furthermore, it appears this signal travels
though material that is already dynamically failed
and therefore is not reliably characterized. There is
some indication that if the signal were well re-
solved by the zoning, that tensile failure would
matter somewhat in this region. We should note,
however, that the calculated bore hole is large
enough to admit follow-through charges of cur-
rent design so that the resolution of these ques-
tions, while highly desirable, may possibly not be
central to our first objective. It is most interesting
that tensile stresses were not found to matter any-
where in the problem except possibly right on the
crater wall and then parallel to it. Reflections from
the experimental sample block’s boundary did not
contribute appreciable reflections and tensile waves
for two apparent reasons. The first reason is that
the porosity in the concrete is a good shock atten-
uator and only low-level signals reach the bound-
ary. The second reason is that a release from the
target surface follows the main shock and contrib-
utes to its decay from behind.

Since we are limited by the constraint that DYNA
is a 2-D code, two different attempts were made to
estimate the importance of the rebar. In the first
attempt, the rebar directly under the impact area
was ignored, and the remaining rebars were rep-
resented as rings with radii of the rebar spacing
(Fig. 1). The rebar was hardly displaced and had
virtually no effect on the failure envelope. This
result stems from the porosity-induced attenua-
tion in the concrete and is consistent with experi-
mental observations where the rebar is linear as
opposed to circular. In the second estimate, the
rebar was represented as a solid slab of steel, three
centimeters thick, which was backed by concrete
and covered with 6 cm of concrete (Fig. 2). Plastic
strains of 10% in the steel were observed to a
radius of about 3 cm. This result makes it plausible
that a three-dimensional calculation would give
some amount of gap in the rebar using our current
model and its parameters. This, of course, is the
objective of the rebar cutter.

Another interesting phenomenon was observed
in this latter calculation. The concrete cover of the
rebar absorbed sufficient momentum in the radial
direction to continue to ‘peel’ off the rebar (the
solid slab of steel). The occurrence of this phenom-
enon distinguished this calculation from those with-
out any steel. We assumed zero bonding strength
between the steel and the concrete. It seems plausi-
ble that this general phenomenology of the con-
crete cover peeling at a plane of weakened bonding
may explain why all the concrete cover seems to
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blow or crack off when a PAM s tested against a
sample block of reinforced concrete.

Model

We now give a brief review of the model we
use. The model combines the effects of pore crush,
shear failure, and tensile failure. The aspect of pore
crush is represented by a hysteresis model with a
tensorial model for shear failure. This basic model
has been used in TENSOR* for a number of years
to calculate the behavior of earth materials when
subjected to high shock pressures. The model,
with some improvements,'? has been carried for-
ward to KDYNA.!" Numerical data for the model
are obtained from Gregson’s Hugoniot, which also
accounts for the pore crush in loading. The pres-
sure at which total crush of the porosity occurs is
assumed to be 100 kb. There is a perhaps fortu-
itous match between Gregson’s Hugoniot and the
Hugoniot for fused silica (SiO, or Dynasil) at the
high-pressure end. We follow this suggestion and
assume the Hugoniot for fused quartz to be appli-
cable to dynamically fully crushed (pulverized)
concrete. This assumption seems reasonable, since
concrete is mostly quartz.

The pore crush model works by letting a piece
of the material load along the Hugoniot. Upon
release, the unloading does not simply reverse the
loading path; instead, hysteresis is approximated
by interpolating a release path from the Hugoniot
between the elastic portion of the loading curve
and the Hugoniot for fully crushed material. The
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Figure 2. Overlay of rebar cut by the rebar-cutter charge
and a calculation. The scales are only approximately the
same. In the calcuiation, the rebar is approximated as a sol-
id slab of steel. The lines of 10% plastic strain in the steel
are shown as a suggestion where the limit of calculated fail-
ure in the steel might be.
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hysteresis is of course a representation of the pore
crush that s fully present and accounted for in the
Hugoniot. At any point in this space, the pertinent
bulk modulus is inferred. The resulting bulk mod-
ulus is thus a function of pressure that is related to
strain rates in shock regions. Poisson’s ratio is
obtained as an extrapolation of Tang’s work® so
that the shear modulus is also defined.

To complete the model, we need values for the
shear strength of concrete. The most extensive set
of data at this time still appears to be that of Chinn
and Zimmerman, who give values of shear
strengths of cylindrical concrete samples tor mean
normal stresses up to 7.5kb.™ More recent data
obtained by the Waterways Experiment Station
(WES) validatea the older data but ranges only up
to3.5 kb.” To complete the tensorial model, a guess
is made for the yield strength of failed concrete of
about a tenth of the virgin yield strength. Accord-
ing to WES, concrete “...is capable of a surprising
amount of plastic deformation ... .7 Consequent-
ly, we choose 10% plastic strain as the criterion for
maximum failure. This completes the rudimenta-
ry model we use. More sophisticated models exist,
but the paucity of data does not warrant the intro-
duction of any more ‘adjustable” parameters. One
such variable might be to introduce rate depen-
dencies for yield strengths.

Future Work

Our near-term plans are to insert the above
concrete model into a code with an Eulerian capa-
bility such as CALE. This would permit us to
calculate the effect of a munition that penetrates
the concrete more deeply and is probably much
more complicated hydrodynamically than the re-
bar cutter. The ease of performing calculations
weuld be greatly improved, and parameter stud-
ies such as a study of the possible importance of
rate effects would be greatly facilitated. A recaleu-
lation of the rebar approximations should make it
possible to demonstrate major shear displacements
at failure surfaces. Furthermore, the details of the
surface crater formation and its resulting width
could be reexamined, with the question of zoning
definition of the crater wall removed from consid-
eration. The result might provide additional in-
sight into the spall of the front surface of the concrete
in the vicinity of the bore hole. If our results contin-
ue to be encouraging, this will constitute a first
version of a design tool that can calculate complete
systems of munitions and targets self-consistently.
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The purpose of our technology transter project is to benchmark the Lawrence Livermore
National Laboratory computer code COG for nuclear criticality evaluations. COG is potentially
the most accurate computational tool available for these evaluations.

Introduction

Assurance of subcriticality is the most impor-
tant element in any nuclear facility operation
involving special nuclear materials. A good un-
derstanding of the detailed nuclear fission pro-
cess is the only way to assure subcriticality.
Today, this assurance is provided by using an
analvtical computational tool to evaluate and
analyze all possible scenarios and geometries.
The reliability of the evaluation results depends
upon the accuracy of the computational tool in
representing the realistic condition of the opera-
tion in question. Proof of the accuracy of the
computational tool in turn depends upon the
proper benchmarking of the code against actual
nuclear fission process experiments! (criticality
experiments) similar to the operation being eval-
uated. The applicability of a code to a specific
geometry and condition depends on whether a
benchmark has been done for a similar type of
experiment and how accurately the code pre-
dicts the result of the experiment.

The criticality evaluation code commonly used
in both government and industry today is the
KENO-Va code with the four cross-section sets
available to it on the SCALE system,? all devel-
oped at Oak Ridge National Laboratory (ORNL).
Development of KENO began in the Mathemat-
ics Division of ORNL in 1958, In the 1970's and
198(0's, the Nuclear Regulatory: Commission
funded the development of the SCALE system,
a modular code system for performing stan-
dardized computer analvses tor licensing evalu-
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ation. KENO, written more than 20 years ago,
used methods as exact as was possible at that
time. Today, much better physical data are avail-
able, but these data do not fit the forms used by
KENO.

Development of COG? began in 1983 at Law-
rence Livermore National Laboratory (LLNL) as a
shielding code. The principal consideration in de-
veloping the code was that the resulting calculation
was to be as accurate as the input data provided to
the code. Cross-section data were presented by eval-
uators in the 1980's as point-wise data; i.c., as a series
of cross-section points as a function of neutron ener-
gy, for example, with the understanding that inter-
polation between adjacent points produces results
as good as the data. COG was written to use this
form of the cross-section data directly. The angular
scattering data are likewise presented and used as
the evaluators present them. No approximation has
been made that would compromise the accuracy of
these data. The geometric description of a problem
for input into a criticality code should be as exact as
possible. COG permits specification of a surface de-
fined by input analytic equatic s containing terms
up to the fourth degree.

Obijectives

COG was developed on LLNL Cray Comput-
ers using the New Livermore Time Sharing Sys-
tem. COQG is being moved from Crays to
workstations that include the Hewlett Packard
(HI?) 9000/730 and a SUN computer using the
UNIX operating system for greater availability.
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COG and its cross-section set are being bench-
marked against at least 250 criticality experi-
ments to understand the bias of COG in a range
of criticality situations.

The transfer of COG from LLNL to universities,
industry, and other Department of Energy labora-
tories will be accomplished by placing it in the
Nuclear Systems Safety Center (NSSC). Criticality
and shielding services using COG can be offered
from this system.

COG geometry input preparation can be tedious
for complicated geornetrical systems. The three-di-
mensional computer-aided-design (CAD) software
Pro/ENGINEER and the LLNL code Pro/COG will
be used to generate geometry input for COG.

Progress

COG has 160 subroutines that include 47 ge-
ometry subroutines and 86 cross-section sub-
routines. In May 1992, COG was compiled,
assembled, and run on an HP 9000/730 comput-
er. Further detailed checks of capabilities in COG,
such as Russian roulette, path stretching, and
importance weighting, were initiated on the HP
9000/730.

Preparation of 100 critical experiment models
as input to COG were completed and run on
LLNL Cray computers using LLNL Evaluated
Neutron Data Library (ENDL) cross sections.

The Evaluated Nuclear Data File/B-V
(ENDF/B-V) was converted from its parameter-
ized format to a point-wise format suitable for
use with COG. Techniques developed in this
work will also permit conversion of other evalu-
ated neutron libraries, including ENDF/B-VI,
the Japanese Evaluated Neutron Data File-3
(JENDL-3), the Joint European File-1 (JEF-1), and
BROND-2 (a Russian file). Benchmarking activi-
ties will provide criteria for unifying these eval-
uations into a single nuclear data library.

Output from the CAD software Pro/ENGI-
NEER was combined with LLNL’s Pro/COG to

produce some COG geometry input for arrays
of nuclear fuel rods.

Future Work

COG currently runs on an HP 9000/730 work-
station with a UNIX operating system. Conver-
sion of COG to run on a SUN Microsystems
model S10MX is planned. Completed testing of
the deep-penetration and code-optimization fea-
tures is planned on both computers.

The running of models fromat least 250 bench-
mark critical experiments is planned for the SUN
and HP workstations.

Continued use of Pro/ENGINEER and de-
velopment of the LLNL code Pro/COG to pro-
duce COG geometry input for arrays of fuel
rods, the torus, and the sphere are planned.

Establishment of the NSSC is planned to pro-
vide a mechanism for exporting COG to other
laboratories, universities, and industry.
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A major carrent objective of the Human Genome Center at Lawrence Livermore National
Laboratory is complction of the physical map for chromosome 19. In the coming years, more
emphasis will be given tocompletely sequencing stretches of DNAand to analyzing these sequences.
The goal of our effort is to develop algorithmic and computational tools needed to meet new

challenges that will arise from this shift of emphasis.

This article describes our approach, called ‘key-search,’ to DNA sequence assembly. The computa-
tional complexity of the key-search algorithm is nearly directly proportional to the number of DNA
bases to be assembled. We have completed the implenientation of the algorithm. We are now testing
our assembiy program:, using a data set provided by the National Institute of Health.

introduuction

The process of DNA senuencing is typically
accomplished by using a so-called ‘shotgun se-
quencing, appmuh ‘The method involves sequenc-
ing randomly overlapping small fragments (200 to
500 base pairs) taken from a much larger piece
(.. 0,000 base pairs), toa 5- to 10-fold redundan-
cv;ie, the total number of base pairs sequenced is
5 to 10 times the size of the original piece. The
original large sequence can be recovered in princi-
ple by pasting together fragments that share com-
mon subsequences.

Sequence assembly is computationally difficult
for fwo reasons. Finst, there are a large number of
fragments (1000 or greater); a direct comparison of
every pair todetermine which pairs contain common
subsequences is very slow, The second problem aris-
s because of errors in data collecting, impertections
in the fragmentation processes, and the statistical
nature of fragment sefection. Existing methods use
sequence alignment programs to determine overlap
between fragments, and optimization methods to
paste overlapping fragments together. These meth-
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ads generally do not perform well for assembling
large sequences.

VWehavedeveloped anew approach to the assem-
bly problems, using a ‘key-search’ method based on
the computer science idea of hash tables. We first
encodeevery 15-base segment of every fragment into
> integer called a key. These keys are sorted and
stored in a table, together with pointers to the frag-
ments in which they were found and the locations
along those fragments. Starting fromany key, onecan
determine the adjacent key (e.g., to the right) in the
original seque .ce by examining all of the fragments
that contain the current key (i.e., bases 1 to 15), gener-
ating a consensus for the next base (i.e., base 16). The
nextkey is generated from bases 2 to 16. The process is
repeated key by key until an end condition is detect-
ed. Similarly, we can reconstruct the sequence to the
left of the starting key. Figure 1 illustrates the basic
concept of this approach. Extensions such as using
consensus caleulation ateach base for automatic error
correction, and methaods for resolving the confusion
that may be caused by motifs, periodic patterns, and
long; repeats are added to increase the robustness of
the assembly program.
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Figure1. The basics
of the key-search ap-
proach to DNA se-
quence asseimbly:

(a) aDNA
sequeince,(b) frag-
ments from the origh
nal sequence, (c) four-
base keys and the
encoding of these
keys from all the frag:
ments, (d) a sorted ta-
bée of all the keys,

(e} a base-by-base re-
coistruction proce-
dure, and (f) final re-
construction.
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(a) Original sequence (b) Fragments (c) Keys Coding (d) Hash table

ACGCTCGGGCGT ACGCTC ACGC 00011001 [ [ 00011001 1,1
GCTCG ACGC 01100111 01100111 1,2
GCTCGGG GCTC 10011101 01110110 3,2
GCGT GCTC 10011101 || 01101010 34
GCTC 10011101 10011011 41
CTCG 01110110 | 01110110 2,2
CTCG 01110110 10011101 1.3
TCGG 11011010 10011101 2,1
CGGG 01101010 | | 10011101 3,1
GCGT 10011011 11011010 3,3

(e) Key search (f) Reconstruction

— 5CTC
GCTCGGG
Key 1 1]
Key 2 =1 GCTGT
Key 3
ACGCTCGGGCGT

The major advantages of our approach are its
computational efficiency and its potential for generat-
ing more reliable reconstructions. Our method can
generate a complete consensus sequence, the exact
location at which cach fragment resides along the
consensus sequence, and locations where errors oc-
cur. This information provides necessary data for a
statistical estimation of confidence in the reassembled
sequence. Biologists consider such estimation critical
for their applications, and often fault current assem-
bly methods for lacking the ability to provide confi-
dence estimation,

Progress

We have completed the implementation of the
kev-scarch algorithm and tested it on a known DNA
sequence of approximately 33,000 base pairs to vali-
date the approach. A fragmentation program that
simulates shotgun sequencing and generates a syn-
thetic fragment database was implemented. We typi-
cally assume 10-fold coverage, 200- to H00-base-pair
fragment length, and random cutting, sites. We then
corrupt the sequence with errors at a realistic rate
based on published data. Errors increase exponen-
tially: along the length of the tragment, from 12 for
lengths below 200 base pairs to 7% at 500 base pairs.
Our assembly program successfully reconstructs the
complete sequence, except for a residual error rate of
about 2¢.. The reconstruction uses less then 0 minon
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a SUN Spare Station 11, We also tested the program
with fragment data sets corresponding to less cover-
age, at7-, 8-, and Y-fold. As thecoverage deereases, the
reconstruction can only generate islands, because
some regions of the original sequence are not covered
in the fragment database. Based on Monte Carlo
simulation, 1(Hold coverage is the minimum required
to cover the entire sequence.

Our current task is to reconstruct a large sequence
frony an actual fragment data set provided to us by
the National Institute of Health (NIH). The NIH
database has a relatively low coverage of 5- to 6-fold,
soweanticipate finding gaps intheoriginal sequence.
However, the reconstruction code is able to generate
several islands in the 6000- to 10,000-base-pair size
range, for a total sequence of approximately 34,000
base pairs. The reconstruction result will be evaluated
by biologists at the Human Genome Center at Taw-
rence Livermore National Taboratory (LLNL).

Future Work

Real fragment data sets are cuerrently being,
generated at the LENL Human Genome Center.
We will test the assembly program on these data.
We will also compare our reconstruction results
with results generated by other available software
packages such as the sequence analysis software
from Intetligenctics, Inc., and the Staden package
from Cambridge University, 2
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the Extraction of Volatile Organic
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We have developed a method of using electrical soil heating in combination with vacuum
venting to enhance the removal of volatile organic compounds from contaminated soil. The
results of two engineering-scale tests show that this technology has great potential for environ-
mental remediation at both government and private facilities.

Introduction

The problem of contamination of ground water
and soil by volatile organic compounds (VOC's) is
widespread in this country. Vacuum venting has
long been used as a remediation method in such
cases. We proposed that electrical soil heating (joule
heating) could be used in combination with vacuum
venting to enhance the removal of VOC's. We de-
scribe here the results of work to demonstrate electri-
cal heating of the ground in engineering-scale tests for
use as an adjunct to vacuum venting or cyclic steam
injection for the removal of VOC's from soil.

Progress

We performed two engineering-scale tests. The
first of these, in September, 1991 at an uncontami-
nated site, Sandia National Laboratories, Liver-
more, California, proved that soils can be effectively
heated using powerline-frequency energy. The sec-
ond test, from May to July, 1992 at Lawrence
Livermore National Laboratory’s (LLNL) Site 300,
which is contaminated with trichloroethylene
(TCE), proved that electrical heating can enhance
VOC removal from soils.

Our purposes were (1) to leam about the practi-
cal aspects of electrical heating such as selection
and sizing of electrode materials and wires, and
maintenance of low contact resistance between the
electrodes and the ground; (2) to compare actual
heating rates with those based on simple calcula-
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tions; (3) to provide data for scaling the experi-
ment up for application at other contaminated
sites; (4) to provide data for estimates relating to
the economics of electrical heating; and (5) to dem-
onstrate that electrical heating enhances extraction
of VOC's and to quantify the effect.

For our first engineering-scale field test, at an
uncontaminated site, we used a pattern of six heat-
ing wells equally spaced on the circumference of a
circle with a diameter of 6.1 m (20 ft). The elec-
trodes were made of stainless steel tubing sections,
and the contact resistance was maintained ata low
value by saturating the sand pack around the
electrode with water via a feed tube. The heating
wells were powered with 3-phase, 400-V, 60-Hz
power supplied by a 125-kVA generator.

Fixed thermocouples were used to monitor the
temperature as a function of time during the test. We
ran the test around the clock for 10.76 days. then
during the day only for four additional days. The
currents to the electrodes, and thermocouple temper-
atures were monitored on a regular basis. At the end
of the 24-h/day heating period, the temperature in
the center of the pattern (the coldest point) at a depth
of 488 m (16 ft) rose from a starting value of 19°C to
38°C. During the daytime-only heating, the tempera-
ture rose to 4°C. At this point, the power was turned
off, and the temperature continued torise to 54°Cina
10-day period, after which we stopped temperature
monitoring, Other thermocouples nearer to the pe-
riphery read as high as 73°C. These experimental
results agree closely with very simple calculations
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Figure 1. TCE con-
centratiori vs time
before, during, and
after electrical soll
heating at LLNL's
Site 300.
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based on a two-dimensional model, assuming ho-
mogeneous electrical and thermal properties. Over
the duration of the heating phase of the experiment,
the total energy dissipated in the ground was about
15,000 kWh.

For our second test, at a site contaminated with
TCE, the heating wells were also located on a
6.1-mcircle. A vapor extraction well was located in
the center of the pattern. The heating wells were
powered with 3-phase, 480-V, 60-Hz power sup-
plied by a 100-kVA generator. Again, the contact
resistance of the electrodes was maintained at a
low value by saturating the sand pack around the
electrode with water via a feed tube.

We ran the test during the day only for 40 days.
The currents to the electrodes and thermocouple
temperatures were monitored regularly. During the
heating phase of the experiment, the temperature of
the vapors extracted from the central well rose from
16°C to 36°C, and continued rising thereafter to 39°C,
when we stopped collecting data. The TCE concen-
tration in the collected vapor decreased steadily as
vacuum was applied to the central well during the
period before heating, toa low of about 60 ppm. Once
electrical heating began, the concentration increased.
The concentration rose to over 140 ppm during the
heating period, and then decayed to values of less
than 20 ppm. Resultsare shown in Fig. 1. Theamount
of electrical energy deposited in the ground was
about 9600 kWh.
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Thelessons learned as a result of this work have
been applied to a much larger and highly visible
projectat LLNL, the Dynamic Underground Strip-
ping Project.!" This project seeks to clean up ap-
proximately 17,000 gallons of gasoline from the
soil and ground water at an old gasoline station
site. In this demonstration project, steam injection
and vacuum extraction are used to clean gasoline
from the sands and gravels, while electrical heat-
ing drives the gasoline from the clay layers.

Future Work

The technology we have developed has great
potential for the Department of Energy (DOE) and
for the private sector. LLNL is at the forefront of
this work. We are actively seeking partners inside
and outside DOE for further developmentand/or
licensing of the technology. For example, the tech-
nology is being considered for remediation work
at the DOE’s Rocky Flats, and for facilities of Brit-
ish Petroleum of America.

1. R.Aines and R Newmark, “Rapid Removal of
Underground Hydrocarbon Spills,” Energy and
Technology Review, Lawrence Livermore National
Laboratory, Livermore, California (July 1992).

2. “Ground water cleanup researchers make head-
way,” Newsline, Lawrence Livermore National
Laboratory, Livermore, California (October 2,
1992). 2
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Fabrication
Technology

The mission of the Fabrication Technology thrust
area is to have an adequate base of manufacturing
technology, not necessarily resident at Lawrence
Livermore National Laboratory (LLNL), to con-
duct the future business of LLNL. Our specific
goals continue to be to (1) develop an un-
derstanding of fundamental fabrication pro-
cesses; (2) construct general purpose process
models that will have wide applicability;
(3) document findings and models in jour-
nals; (4) transfer technology to LLNL pro-
grams, industry, and colleagues; and (5)
develop continuing relationships with the
industrial and academic communities to
advance our collective understanding of
fabrication processes.

i The strategy to ensure our success is

changing. For technologies in which we
are expert and which will continue to be of future
importance to LLNL, we can often attract outside

resources both to maintain our expertise by apply-
ing it to a specific problem and to help fund further
development. A popular vehicle to fund such work
is the Cooperative Research and Development
Agreement with industry.

For technologies needing development because
of their future critical importance and in which we
are not expert, we use internal funding sources.
These latter are the topics of the thrust area.

Three FY-92 funded projects are discussed in
this section. Each project clearly moves the Fabri-
cation Technology thrust area towards the goals
outlined above. We have also continued our mem-
bership in the North Carolina State University
Precision Engineering Center, a multidisciplinary
research and graduate program established to pro-
vide the new technologies needed by high-tech-
nology institutions in the U.S. As members, we
have access to and use of the results of their re-
search projects, many of which parallel our own
precision engineering efforts at LLNL.

Kenneth L. Blaedel
Thrust Area Leader
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Fabrication of Amorphous
Diamond Coatings

Steven Falabella and
David M. Sanders
Materials Fabrication Division
Mechanical Engineering

David B. Boercker
Condensed Matter Physics Division
Physics Department

Amorphous diamond is a hard, electrically insulating, inert and transparent form of carbon
that has the sp* bond character of crystalline diamond, but lacks a long-range ordered structure.
The potential applications of amorphous diamond (a:D) are many. This material has several
important advantages over conventional chemical-vapor-deposition diamond coatings, mak-
ing it a more attractive coating for applications such as cutting tools, tribological surfaces,
spacecraft components, and medical implants. In FY-92, we produced carbon coatings with
hardness rivaling that of natural diamond, and began to evaluate the use of this material in
practical applications. We have produced amorphous diamond films on a routine basis, and
have produced coatings up to 8 um thick on carbide tool bits. The combination of extreme
hardness, low atomic number, smoothness, low friction, and low deposition temperature make

a:D unique in the world.

Introduction

The physical properties of diamond make it an
ideal material for many critical applications. How-
ever, natural diamonds are rare, expensive, and
too small for many applications. A substantial
amount of work is being done to produce dia-
mond coatings on less expensive substrates, to
take advantage of the properties of diamond with-
out the need for large diamond monoliths. There
are four critical problems that need to be solved
before diamond coatings will be practical:

(1)  Temperature of deposition. High process
temperatures eliminate aluminum, tool
steels, glasses, and polymers as possible sub-
strate materials, limiting the usefulness of
the coating. Also, heating and cooling of
substrates adds time, complexity, and ex-
pense to the coating process.

(2)  Adhesion to substrate. Thin films rely on
the substrate for much of their mechanical
integrity, depending on adhesion to the sub-
strate for support. Failure of adhesion usu-
ally means unpredictable and rapid failure
of the coated part.

(3)  Stress. Internal stress limits the permissible
thickness of a coating when the stress in the

Engincering Research Development and Technoiogy % Thrust Area Report FY92

coating causes delamination or deforms the
substrate.

(4)  Smoothness of coating. In tribological ap-
plications, smoothness is essential for low
friction and long life. Also, for optical coat-
ings, any coating roughness will degrade
the performance of the optic.

Diamond films produced by chemical vapor
deposition have difficulty in all four areas. The
adhesion is poor; deposition temperature is gener-
ally above 800°C; thermally induced stress is often
excessive; and the polycrystalline films produced
have high surface roughness, requiring expensive
polishing.

The situation is very different for a:D. Amor-
phous diamond coatings are produced by the con-
densation of carbon ions on cooled substrates (at
room temperature or below). They also replicate
the substrate surface finish. and can be very adher-
ent. We feel that only achesion aad stress are still
problems, and may exclude the use of some sub-
strate materials. However, an adherent interface
can be created in several ways: a thin layer of a
binder material can be deposited before coating
with a:D; or, since the process is ion-based, sub-
strate biasing can form a diffuse, adherent inter-
face. Stress can be lowered by several means:

5-1
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increasing the incident ion energy by rf-biasing the
substrate during deposition; increasing the sub-
strate temperature; and incorporating impurity
elements in the film. These methods to reduce
stress and improve adhesion may also reduce cer-
tain qualities of the coatings, so tradeofts will need
to be made,

We have identified four arcas where the ex-
traordinary properties of a:D can have a large
impact. The first is the coating of tool bits for use on
diamond turning machines to exploit the tough-
ness, adhesion, hardness, and wear resistance of
a:D. If successful, this process will lead to cost
savings where the surface finish and precision
required is less than that produced by diamond
turning, yet better than can be produced by con-
ventional cutting bits. At present, the tinish ob-
tained on a part is limited by the edge quality of
our coated carbide bits, which in turn is limited by
current polishing methods. If a better method can
be found to form the tip radius of a coated bit,
geometries and precision not practical with natu-
ral diamond could be achieved.

Second, the surfaces of metrology blocks, cali-
per faces, and precision slides can be coated and
polished to provide hard, smooth, and wear-resis-
tant surfaces that will not change dimensions or
scratch the parts under test. This will allow more
confidence in the continued accuracy of the tools,
save re-calibration time, and prolong the life of the
equipment,

Third, there are applications that would benefit
from the tribological properties of a:D, inairand in
vacuum. The friction coefficient for a:D i mea-
sured to be 0.2 or less in all conditions. There are
several important areas where a long-life solid
lubricant could have prevented the failure of me-
chanical systems on spacecraft, and would enable
new mechanisms to be practical in spacecraft. A
representative example is the Galileo probe’s main
antenna that failed to deploy due to the failure of
the MoS, lubricant on its opening mechanism.
Coating both disk surface and heads will reduce
the damage caused by ‘head crashes” and may
enable magnetic recording media of higher densi-
ty by allowing smaller head-to-disk distance.

Finally, there are several applications of a1 in the
medical field. Due to the wear resistance and biocom-
patibility of a:D), the potential is great for coating
scalpels, replacement-joint wear surfaces, and other
implanted parts. If a suitable technique is developed
to allow a coated blade to achicve the sharpness of a
naturaldiamond scalpel, the potential benefits would
be tremendous. Incisions made by diamond scalpels
heal up to five times faster than those made with steel

blades, reducing recovery times (and hospital costs)
for many surgical procedures. The high cost of dia-
mond scalpels (several thousand dollars cach) isnow
Lo miain limit to their use,

Progress

In FY-92, we produced carbon films with our
filtered cathodic-are system, which was developed
in previous years, The cathodic-are source produc-
es a carbon ion beam from a graphite target, in a
high vacuum environment.! Our goals for the year
were to investigate the conditions under which
aD is formed, to improve adhesion to various
substrate materials, to model the deposition pro-
cess using molecular dynamics (MD), and to re-
duce residual stress in the films, which is required
to deposit greater thicknesses.

We installed a cooled and biasable holder to
control the substrate temperature during deposi-
tion. Initially, the holder was cooled by liquid
nitrogen, but we found that water cooling pro-
duced equivalent results. By using a high-voltage
bias for the first few seconds of coating, we have
produced coatings on cemented carbide tool bits
withadhesionabove 10 kpsi (limit of the Sebastian
pin-pull tester). We are investigating methods that
will measure adhesion to higher values.

We were able to achieve hard carbon coatings that
are low in hydrogen content. The hardness of carbon
films s inversely related to the hydrogen content; e,
10 to 20% hydrogen in a carbon film (known as
diamond-like-carbon, or DLC) reduces the hardness
by a factor of four. The hydrogen content of our
coatings was measured to be less than 0.1%, using
forward recoil scattering (FRS). We determined the
density of our films from the areal density obtained,
using, Rutherford backscattering, (RBS) and the film
thickness. We measure the density of a:D to be 2.7
+03g/cc, which is between graphite at 226 /cc
and diamond at 3.5 g /.

One of the most appealing propertics of amor-
phous diamond s its extraordinary hardness. How-
ever, standard hardness tests made by indenting
are generally difficult to interpret when the coat-
ing is thin and harder than the substrate material.
To get a true measurement of the coating hard-
ness, the indent depth must be less than 7 to 20% of
the coating thickness.2 Quantitative hardness tests
are in progress with an ultra-microhardness tester,
which uses such a small indent that the measure-
ment is not influenced by the substrate. A stan-
dard Vickers indent of a tungsten carbide tool bit
coated with 8pum of a:D with loads up to 500 g,
gives a hardness of 10,000 £ 1%, the same as
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natural diamond. At 500 g, the indent depth is
17%. To put the severity of this test in perspective:
the stress put on the film at the 500-g load is over
17 x 100 psi. For thinner coatings, the Vickers test
gives a hardness above 5000 at low indent loads
(25 g) and then decreases, as the load increases to
roughly the substrate hardness value (hardness of
tungsten carbide is ~ 2000 Hy). To get another
assessment of the hardness, we used an abrasion
test. We assessed the hardness of the a:D coatings
that we produced, by abrading various hard mate-
rials against a coated plate. We were able to polish
facets in all materials attempted, including natural
and synthetic diamond, indicating that the coating
is approximately as hard as diamond. This may
point to yet another application, i.c., the surfacing
of ceramic, or even diamond tools.

The greatest difficulty with a:D films is their
high intrinsic stress. Our filtered cathodic-are source
produces a fully ionized beam of carbon with a
mean energy of 22 eV3, and produces stress levels
of 6 to 10 GPa. This can be reduced by increasing
the incident ion energy impinging on the sub-
strate. We used a 13.56-MHz rf supply to providea
bias during depaosition. Since the films produced
are non-conductive, rf bias is required to maintain
the potential at the tilm surface during coating. We
have reduced the intrinsic stress in a:D films by a
factor of two using bias alone, and by a factor of
five using a combination of bias and the incorpora-
tion of 7% nitrogen in the films. A plot of the
residual stress vs bias voltage on the substrate (DC
level) is shown in Fig. 1. Coatings with and with-
out nitrogen are shown. Although residual stress
is reduced by the addition of nitrogen, the mea-
sured hardness of the films is reduced to ~ 6000 Hy,
as noted above. Residual stress was inferred from
the bowing of two-inch silicon waters. On carbide-
forming materials, the adhesion is sufficient to
produce thick coatings, without delamination of
the coating caused by the compressive stress, as
long as the bias voltage is kept above 150 V during,
deposition. The 8-um-thick coating produced ona
tungsten carbide tool bit was limited only by source
material depletion.

The fine structure of a:1> was characterized by
TEM and electron diffraction. TEM showed no
evidence of any ordered structure down to 10A,
indicating its amorphous nature. Unlike natural
diamond or DLC, a:D) has a flat transmission spec-
trum from 0.8 to >50 um, which is due to its
amorphous nature and the lack of hydrogen. The
transmission of a free-standing film was measured
using a FTIR spectrophotometer. From the inter-
ference between the front and back surfaces and
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Figure 1. The intrinsic stress in amorphous diamond films
v8 bias voltage. Stress Is reduced substantially by the addi
tion of bias during deposition, and even further by the addi-
tion of nitrogen. Data taken with no nitrogen during deposi-
tion are in open circles; data taken with a nitrogen
background are In solld circles. In both cases, the stress
reaches its lowest value around 150 V and is roughly con-
stant above that value.
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Figure 2. A molecular dynamics simulation of 20 eV carbon
(880 atoms) impinging on a silicon surface. Substantial
mixing occurs at the interface. The carbon atoms are shown
as dark gray circles; the silicon atoms are light gray. The
view s parallel to the original silicon surface.

the measured thickness of the films, we deter-
mined the index of refraction of our a:Dto be in the
range 247 t02.57. Thisis close to 242, the refractive
index of natural diamond.

Using MD simulations, we have modeled the
condensation of carbon atoms onto a silicon sub-
strate to see the effects of deposition energy on
coating structure and stress. Figure 2 shows car-
bon deposited on a silicon surtace. Even at the
deposition energy of 20 ¢V, there is substantial
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mixing at the interface. We are now using the code
results to interpret the electron diffraction mea-
surements. By Fourier transforming the atom po-
sitions in the simulation, we were able to closely
match the observed positions of diffraction rings.

Future Work

We have described only a few of the possible
applications of a:D, with others to be realized as
the material becomes better characterized. The com-
bination of extreme hardness, low friction, smooth-
ness, and low deposition temperature make
amorphous diamond a unique and very promis-
ing material.

The next step in the development of this materi-
al would be to test our amorphous diamond films
in practical applications. However, we have not
yet obtained continued funding for this project.
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Laser-Assisted Self-Sputtering

Peter J. Biltoft,

Steven Falabella,
Steven R. Bryan, Jr., and
Ralph F. Pombo

Materials Fabrication Division
Mechanical Engincering

BanyL. Olsen
Materials Division
Chemistry and Materials Science Departiment

Our goal for FY-92 was to demonstrate laser-assisted self-sputtering as a method for sputter
deposition of thin film coatings in a high vacuum environment.

introduction

Our experimental program was designed to
investigate merging the technology of magnetron
sputtering! and laser ablation? to create a well-
controlled deposition process free of the need fora
process gas. Self-sputtering of copper, using a con-
ventional magnetron sputter gun, has been report-
ed.} In this process, a glow discharge plasma was
initiated by operating a magnetron in the conven-
tional manner, with argon as the process gas at a
pressure in the range of from 5 to 20 mTorr. After

HCl laser

Sputter
source
power

supply

Engineenng Research Development and Technolagy

the plasma was well established, the process gas
pressure was slowly reduced. As this was done,
sputtering was maintained by ionization of sput-
tered copper atoms in close proximity of the cath-
ode. We hope to demonstrate self-sputtering
initiated by a laser-induced plasma in the absence
of any process gas.

Progress

Our first goal was to design and build a fix-
ture that would accommodate installation of a

HCl laser

Shisld/substxate

; , - holder
Cooling Sputter
water source
power
supply

¢ Thrust Area Report FY92

Flgure 1. Initial
(left) and final (right)
configuration of the
laser-assisted self-
sputtering appara-
tus.
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conventional magnetron sputter gun into an ex-
isting vacuum vessel designed for thin film
growth by laser ablation, We selected a small,
commercial, sputter-deposition source (2-in, US
pun) for our first evaluation. A schematic of the
experimental apparatus is presented in Fig. 1
(left). Initial deposition runs were conducted at
pressures below 5x 105 Torr, as measured us-
ing a hot cathode ionization gauge on the vacu-
um vessel. We used a pulsed-output HCl laser
operating at a wavelength of 308 nm to initiate
the plasma. Typical operating parameters for
the laser were 1- to 10-Hz repetition rate and
160- to 320-m] pulse power. The laser beam was
de-magnified using a 500-mm focal length, pla-
no-convex lens external to the vacuum vessel.
Power density at the sputter source cathode was
between 21 and 42 J/em2. A high-output power
supply designed for magnetron sputtering was
used to bias the cathode to -5000 V. While we
were able to briefly maintain a plasma at the
sputter source, we discovered that the laser dam-
aged turning optic 2 rapidly, reducing the pow-
erdensity we were able to deliver to the cathode.
To rectify this problem, we reconfigured the
apparatus as shown in Fig. 1 (right). In the sec-
ond configuration, we were able to initiate and
maintain indefinitely a toroidal plasma at the
sputter target. The color of the plasma for the
copper target was bright green, indicating the
presence of high concentrations of copper spe-
cies in the plasma  Using this setup, we deposit-
ed several thin films of copper. During 10-minute
deposition runs, the magnetron power supply
outputs indicated that the peak voltage was
5000 V, and average current was 0.1 A,

Using a storage oscilloscope, we observed
that the voltage output of the magnetron power
supply was reduced almost to zero following
every laser pulse. In an effort to deliver higher
current to the sputter source, we installed a 0.1 ik
capacitor capable of operating at > 5 kV, between
the magnetron sputter supply and the sputter
source. No appreciable benefit was realized
through this modification.

Results

We have deposited thin films of copper, alumi-
num, and tantalum by laser-assisted self-sputter-
ing in a high vacuum cnvironment. Deposition
rates for the copper films were observed to be
greater than (11 nm/s. This represents an increase
in deposition rate of greater than a factor of 50
compared to pulsed-laser deposition of copper
under identical circumstances.
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Simulation of Diamond Tuming
of Copper and Silicon Surfaces

David B. Boercker and
James Belak

Condensed Matter Physics Division
Physics Department

Irving F. Stowers
Preqs:on 'En gineering Program
Engineering Directorate

We have applied molecular dynamics modeling to the diamond turning of a ductile metal
(copper) and a covalent material (silicon). On the nanometer-length scale, both materials show
ductile behavior, but the atomistic mechanisms that allow the behavior are significantly
different in the two cases. In addition, we studied the wear of small diamond asperities while

they machined a silicon surface.

introduction

Diamond turning is, by now, a well established
technique for machining high-quality surfaces with
dimensional tolerances of a few tens of nanome-
ters. This technique is particularly successful when
applied to non-reactive, ductile metals such as
copper. It is less useful when applied to carbide-
formers, like iron, or to brittle materials. Tribo-
chemical reactions can cause excessive tool wear,
while brittle fracture produces surface damage.
Recently, there has been interest in diamond turn-
ing silicon to obtain precisely shaped optical sub-
strates. In this case, both problems occur. Silicon is
a strong carbide former, and it is a covalently
bonded, hard material that is prone to fracture.

To gain insight into the atomistic mechanisms
of importance to diamond turning and to dia-
mond tool wear, we have performed molecular
dynamics (MD) simulations of the machining of
both copper and silicon surfaces with diamond
tools. The basic MD method is the same as that
used previously! to simulate orthogonal cutting
and nano-indentation. The simulations are per-
formed in the rest frame of the cutting tool and
follow the detailed, microscopic motions of the
atoms, both in the tool and in the work piece, as it
moves under the tool. Such simulations give good
qualitative descriptions of chip formation and dis-
location propagation.

The central input to the simulations isan appro-
priate interatomic force law. In the copper simula-
tions, we use the embedded atom potential? for
the interaction between two copper atoms, while

Engineering Research Development and Technotogy * Thrust Area Report FY92

the atoms in the diamond tool are assumed to
interact with the metal atoms through a Lennard-
Jones potential. For the silicon simulations, we
have implemented interatomic potentials for sili-
con and carbon,? which include angular-depen-
dent forces that are very important in covalent
materials with low coordination. Interactions be-
tween like and unlike atoms are included in this
model.

Progress

We have performed two types of simulations,
each designed o look at a different aspect of the
problem. One class is designed to simulate orthog-
onal cutting and to focus on chip formation and
mechanisms of plastic flow. The other looks in
detail at possible wear mechanisms, such as graph-
itization and carbide formation, for the tool.

In both types of simulation, the work piece is a
large slab containing tens of thousands of atoms
oriented with a specific crystal direction face up.
Most of the atoms in the work piece move freely
according to Newton’s laws. Relatively few atoms
near the upstream boundary and the lower bound-
ary have additional constraint forces that maintain
their temperature at a constant value,* allowing
heat generated at the tool tip to flow out of the
system. Finally, a constant velocity boundary con-
dition is imposed on the lowest atoms in the slab.
Atoms leaving the simulation cell at the ‘down-
stream’ end are destroyed, and new ones are peri-
odically produced at the ‘upstream’ boundary.
Performing the calculation in the rest frame of the
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Figure 1. Contrast-
ing behavior cf cop-
per and sliicon under
orthogonal cutting:
(a) copper chip re-
mains crystalline but
reorients to slip
along the easy (111)
plane; (b) silicon
amorphizes and then
‘flows.’
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tool allows the simulation of cutting over lengths
that are many times the computational cell dimen-
sion, without having to rollow the motion of a
prohibitively large number of atoms.

Orthogonal Cutting

We simulated diamond turning in the orthogo-
nal cutting geometry by creating a wedge-shaped
tool with a close-packed (111) cutting face, and
imposing periodic boundary conditions in the di-
rection parallel to the surface and normal to the
cutting direction. In the case of copper, the dia-
mond tool comprised a rigid arrav of atoms with
about a 2 nm radius of curvature. The work piece
contained 36,000 copper atoms with the (111) face
up, and moved i inder the tool at a speed of about
100 m/s from left to right. A cross-sectional ‘snap-
shot” of the simulation is shown in Fig. 1a. From
this picture, we notice that the chip has re nained
crystalline, but it has been reoriented to form a
(111) slip plane in the primary shear zone in front
of the tool.

In contrast to the copper simulation, the silicon
calculation allows the lower atoms in the tool  to
move according to their force laws, and only the
uppermuost atoms are held rigid. Atoms just below
the rigid lavers are maintained at constant tempera-
ture. The work piece consisted of 20,160 awoms with

the 01} plane face up, roving atabont M0 m /<, loft

to right. A cross-sectional “snapshot’ of this simula-
tion is shown in Fig. 1b. The first thing to notice is that
both the chip and the cut surface are amorphous. In
addition, there appears to be a boundary layer of
silicon clingirg quite tightly to both the rake and
clearance faces of the tool.

Tool Wear

Tool wear was simulated by suspending two
small carbon asperities from a flat diamond sur-
face and observing their interaction with the sili-
con work piece. The asperities differed in size, but
were both shaped as square pyramids with the
four triangufar faces being (111) surfaces. The
square base of the larger pyramid contained
6-4(= 8x8) atoms, while the base of the smaller one
contained 36(= 6x6) atoms. All of the atoms in both
asperities were free to move as Newion's equa-
tions dictate. The bases of the pyramids were (001)
planes attached to the bottom (001) plane of rec-
tangular diamond slab, four atomic layers thick.
The atoms in the bottom two layers of the slab also
moved according to Newton's equations, but their
temperature was controlled. The atoms in the top
two lavers were kept in a rigid lattice that initially
moved downward at a constant velocity, but
stopped after the desired penetration was obtained.
After that time, these atoms were held fixed in
space. Soon after the asperities made contact with
the silicon, the atoms in their tips began to break
away, and some were replaced by silicon.? Later in
the simulation, a graphitic cluster of six carbon
atoms appeared at the surface on the downstream
side of each asperity. No other damage to the
asperities, except for a build-up of silicon on the
pvramid faces, was visible during the simulation
time of about 10 ps.

The central result of this work is the contrasting
behavior of our prototype materials, copper and
silicon, under orthogonal cutting. Copper forms a
face-centered-cubic (fcc) crystal with a single-atom
basis. As a result, slip along the close-packed (111)
planes is analogous to sliding stacks of marbles
over each other, and as seen in Fig. 1a, the copper
chip remains crvstalline, but reorients and slips
along the easy plane. In contrast, silicon forms a
diamond lattice that is also fcc, but contains a two-
atom basis. Consequently, sliding along the (111)
plane is hindered by the strong angular forces, and
Fig. 1b shows that silicon amorphizes and then
‘flows.” This suggests that the surface selects the
state that minimizes the work done by the tool.

Our simulation of the wear of small diamond
asperities while cutting silicon showed evidence
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of both ‘graphitization” and carbide formation. Six
carbon atoms broke off the asperities and formed
hexagonal rings, while silicon atoms filled the re-
sulting vacancies by bonding strongly to the dia-
mond.

Future Work

The ability to understand and control the duc-
tile-brittle transition in glass is critical to improv-
ing the economic viability of the state-of-the-art
machining capabilities being developed at Law-
rence Livermore National Laboratory (LLNL). Our
next objective is to define the mechanisms of mi-
croplasticity and damage initiation in fused silica
by using MD techniques, to follow changes in the
structural properties and the dynamic interactions
of the atomistic glass network. We hope that an
explicitdemonstration of the ability to model these
processes will greatly enhance the competitive-
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ness of LLNL's materials fabrication efforts within
the Department of Energy and elsewhere.
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Materials Science
and Engineering

The objective of the Materials Science and Engi-
neering thrust area is to enhance our understanding,
of the physical and mechanical behavior and the
processing/structure/ property correlations forstruc-
tural materials that are of interest to Lawrence Liver-
more National Laboratory (LLNL) programs
and US. industry. We also seek to enhance
our ability to model the processing of these
materials using LLNL's finite element codes.
Qur activities are currently focused on com-
posite materials, superplasticity, and process
modeling,

Composite Materials

Our work in composite materials is di-
rected toward polymer matrix composites
and metal matrix composites. LLNL has a
long history of achievements in the investi-
gation of polymer matrix composites. These mate-
rials have received considerable research attention
and product application at LLNL and in industry
because of their unique properties, including high
specific strength, high specific stiffness, composi-
tion of low Z atoms, corrosion resistance, and the
possibility for a low coefficient of thermal expan-
sion. These properties can also be tailored to spe-
cific applications. During FY-92, we have focused
on studying the three-dimensional mechanical re-
sponse of continuous fiber, polymer matrix com-
posites. These studies have significantly enhanced
our understanding of the response of these materi-
als and our ability to test and model this behavior
using finite clement codes. During FY-92 we have
also studied the use of laser Raman spectroscopy

to monitor in situ the state of cure in polymer
matrix composites.

We also work on metal matrix composites
(MMC’s), which are materials of choice in applica-
tions requiring high specific strength and stiffness.
These materials can have excellent thermal and elec-
trical conductivity and, depending on the alloy ma-
trix, excellent high-temperature behavior. During
FY-92, we studied the processing/structure/ proper-
ty correlations in a unique form of MMC, called a
laminated metal compusite, in which alternating me-
tallic layers are press-bonded together.

Superplastic Materials

Superplastic materials are crystalline solids that
can be deformed in tension to such an extent that
large strains will be attained at very low flow
stresses. These materials, which deform like hot
glass, permitcomponents tobe formed intoshapes,
the dimensions of which are very close to those
desired in the final product (‘net shape process-
ing"). Thus, machining and machining-related op-
erations can be reduced or eliminated. Our work
in this technology has been stimulated by U.S.
industry, which has demonstrated a strong inter-
est in superplasticity for net shape processing.
Currently, LLNL is engaged in two collaborative
research and development projects with industry
in the area of superplasticity. One project, with
three partners, is developing the technology for
commercial production of superplastic, ultra-high-
carbon steels. Another project is developing a su-
perplastic aluminum alloy with a faster forming
rate and the capability for ditfusion bonding. Su-



perplastic forming can also reduce environmental,
safety, and health problems in the Department of
Energy nuclear weapons complex through the re-
duction of toxic and radioactive scrap produced
during the fabrication of components. This year
the thrust area has been studying the microstruc-
tural changes that take place during superplastic
deformation. A model is being developed for use
in LLNL's finite element codes that will account
for the influence of material microstructure and its
evolution on the stress-strain-strain rate behavior
of superplastic materials.

Process Modeling

Our work in process modeling is inspired by
the enormous impact of this technology on eco-
nomic manufacturing competitiveness and by the
unique opportunities for LLNL to assist industry,
given its extensive experience with modeling prob-
lems and its extensive computational resources
and codes. Researchers within this thrust area are
enhancing the capability of LLNL codes to model
the casting process. Casting is a common ind ustri-
al manufacturing process that is also very complex
and influenced by many process and component
variables. For these reasons, finite element model-
ing is a very powerful tool for understanding and
predicting the success or failure of industrial cast-
ing operations. Work is continuing on a unique
fluid-thermal-stress finite element code that will
predict the final shape and stress state of precision
cast parts.

Donald R. Lesuer
Thrust Area Leader
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Processing and Characterization of
Laminated Metal Composites

Chol K. Syn and Donald R. Lesuer 0.D. Sherby
Engineering Sciences Departinent of Materials Science
Mechanical Engineering and Engineering

Stanford University

Palo Alto, California

We have made laminated metal composites of (1) ultrahigh carbon steel (1.8% C) and brass
(70% Cu-30% Zn), and (2) A1 5182 and Al 6061-25 vol % SiCp The laminates were prepared by
hot pressing alternating layers of the component materials in an argon gas atmosphere. Tensile
and fracture toughness were measured for different processing conditions of surface oxide
descaling, layer thickness, and heat treatment. Descaling of the surface oxide prior to the press-
bonding was found to eliminate premature delamination along interfaces, resulting in an
increased yield strength and tensile ductility. Reduction in the layer thickness brought a large
increase in tensile ductility, and a small decrease in yield strength and fracture toughness. T6
heat treatment on the Al laminates induced a substantial increase in the yield and tensile
strength, but a decrease in tensile ductility. Fracture toughness measured both in the crack-
arrester and crack-divider orientations showed a large enhancement over that of the compo-
nent materials. Damping capacity measurements also showed rather remarkable increases over
that of the component materials.

introduction face delaminates at the crack tip and blunts the
crack.t Studies?*5 also show that it is possible to

The idea of laminating different metals and  design a LMC with given performance character-
alloys to form a composite material that exploits
the good properties of the constituent materials
has been known from antiquity: The lllind of Hom-
er, e.g., describes Achilles’ shield, made of two
outer layers each of bronze and tin and one middle
layer of gold.! The idea has also been used in many
industrial applications.2 However, most of the cur-
rent industrial metal-based laminates contain only
two or three layers, and are used to save material
cost while maintaining required wear or corrosion
resistance. Recent studies?+5 show that multilayer
laminated metal composites (LMC’s) can have su-
perior damage-critical properties such as fracture
toughness and fatigue resistance, over that of the
component materials. Damage crack propagation
in a laminate of dissimilar materials is inherently

difficult, sinceaninterface canactasabarriertothe  paye1.  Anexample of aspressed Al |/AKSIC,, laminate after the edges were trimmed.
crack propagation, especially when such an inter-
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Table 1. Tensile properties of Al 5182/AL 6061-25 vol% SICp.

SRS Layer ; Ultimate Tensile ;
Processing Thickness, Yield Strength, Strength, Elongation,
» __hm _ MPa(ksi) MPaksi) %
Scale Not Removed 750 138(20.0) 262(38.0) 10.0
Descaled 750 162(23.5) 266(38.5) 16,9
Descaled, To 750 232(33.6) 333(48.2) 7.2
Descaled, Re-pressed, T 100 201(29.2) 324(47.0) 120

istics, through the choice of component materials,
number of layers, thickness of the layers, and inter-
facial bond strength. A good example is the LMC
formed by press-bonding alternate layers of ultra-
high carbon steel (UHCS) and mild steel. [n this
1.MC, the dynamic fracture toughness is far higher

Figure 2. (a) Optical and (b) scanning electren microscope microstructure in the vi-
cinity of an interface in Al/Al-SiCy laminate.

than that of cither of the component materials.
LMC’s can also have damping capacity superior
to that of the component materials, which can be
very useful in structures requiring high acoustic
damping,

Progross

We initiated the present research in FY-917 to
investigate the influence of processing and struc-
tural variables on the mechanical properties of
multilayer LMC’s made of two constituent materi-
als, one ductile but tough and the other brittle but
strong. We chose in FY-91 to study two LMC
systems, UHCS/brass and Al/AI-SiCp, and con-
tinued this study in FY-92. These two systems
were chosen to show that the toughness at ambi-
ent temperature of hard and brittle UHCS and
ALSICy can be enhanced substantially by lamination
with ductile but tough counterparts. The main thrust
for FY-92 was to study the influence of the surface
preparation of the component materialsand the layer
thickness of the laminates on their interfacial micro-
structure and mechanical properties.

Experimental Procedure

Materials and Processing. UHCS of a nominal
compuosition of Fe-1.8% C-1.65% Al-1.5% Cr-
0.5% Mn was preprocessed® to have a fine-grained
feirite matrix of about 0.5-um grain size and
spheroidized iron carbides on grain boundaries.
Brass (70% Cu-30"% Zn), Al5182 (Al-4.5% Mg-
(.35% Mn), and AI-SiCp» |AL6061 (Al-1.0% Mg-
0.6% Si-0.28% Cu-0.2% Cr) matrix with 25 vol.%
SiC particulate] were obtained from commercial
sources.

All materials were sliced to 50 mm-x-50 mm
squares. Al 5182 and Al 6061-SiCy squares were
descaled using an acid solution. UHCS and brass
were surface-machined and degreased. A lami-
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nate containing an equal voiume fraction of the
two component materials was prepared by hot-
pressing a stack of alternate layers of the compo-
nents. Each stack was pressed to one third or one
fourth of its original height. Such a large reduction
ensured good bonding at interfaces. UHCS lami-
nates were press-bonded at 750°C, and Al lami-
nates at 450°C. Some laminates were sliced into
four equal-sized pieces, re-stacked, and re-pressed
to obtain laminates with reduced layer thickness.
Average layer thickness was about 750 pm for
both laminates after initial pressing; about 200 um
for UHCS and 100 um for Al laminates after re-
pressing. Some Al laminates were given the Té6
heat treatment for the Al 6061 matrix of the Al-SiCp
component.

Testing. Tensile tests were performed with flat
specimens cut with the tensile axis parallel to the
layers. Fracture toughness was measured with
chevron-notched short bar or three-point bend bar
specimens in which the notch was cut either in the
crack arrester or crack divider orientation. In the
crack arrester orientation, the crack front propa-
gates in the thickness direction, cutting the layers
sequentially. In the crack divider orientation, the
crack front propagates through the laminate, cut-
ting all the layers simultaneously. Damping ca-
pacity along the thickness direction of the laminates
was evaluated by a pulse-echo method for the
ultrasonic frequency range, and by a torsion bar
technique for the 0.1 to 100 Hz range.

Experimental Results

Interfacial Bonding and Microstructure. The
Al laminates that were chemically descaled and
the UHCS laminates whose layers were surface-
machined prior to the press-bonding were well
bonded and did not show any sign of interfacial
delamination during machining of test specimens.
A typical well-bonded as-pressed Al laminate, af-
ter its edges were trimmed, is shown in Fig. 1.
Figure 2 shows an interface in the Al laminate
shownin Fig. 1, both in (a) optical and (b) scanning
electron microscope photomicrographs. No inter-
facial pores or unbonded areas, and no secondary
phases are visible, indicating that no reaction be-
tween the component materials occurred.

Tensile Properties. Tensile properties of UHCS
laminates were included in our FY-91 report.7 Sum-
marized in Table 1 and Fig. 3 are the tensile prop-
erties for the Al laminates in the as-pressed, and T6
heat-treated conditions. For the T6 heat-treated
condition, laminates with two different average
layer thicknesses (750 um and 100 pm) are com-

Descaled,
Re-pressed 100um

Descaled,
Té. 750um

Descaled,
As-pressed 750um

Scale not removed,
As-pressed 750um

Flgure 3. Tensile

pared: the 750-um-layer thickness material was ""‘”"::’; ":”‘"’
obtained from the initial pressings, and the 100-um- m‘:‘;ﬁ. its :n':::
layer thickness material was obtained from re- g1 once of sur

pressings as described earlier. face descaling, heat

Table 1 clearly shows the effect of surface oxide  treatment, and layer
removal for two 750-um-layer laminates. Descal- ~ thickness.
ing of the constituent materials led to a noticeable
increase in the yield strength, from 138 MPa (20 ksi)
to 162 MPa (23.5ksi), and to a very substantial
increase in ductility (by almost 7%), from 10% to
16.9%. No significant change in the ultimate ten-
sile strength was observed. Figure 3 shows that
the descaling treatment increases the flow stress
over the entire strain range, most likely as a result
of good bonding between the constituent layers,
which prevents premature delamination. The im-
portance of preventing delamination can probably
be traced to the fact that in these materials, flow
localization precedes fracture. Good bonding in-
hibits flow localization in the less ductile layers,
which in turn results in greater elongation (and
higher strength) before fracture.

Heat treatment considerably influences the me-
chanical properties, as shown by the results in
Table 1 for 750 um-layer laminates. The Té6 treat-
ment increased the yield and ultimate tensile
strength by about 70 MPa (10 ksi), but reduced the
total elongation drastically, from about 17% to 7%.
Figure 3 shows that the flow stress was also in-
creased.

Reduction of the layer thickness affects the ten-
sile properties significantly. When the layer thick-
ness was reduced from 750 um to about 100 um
under the T6 heat-treated condition, the yield
strength was decreased slightly, but the total elon-
gation was increased rather remarkably, from7.2%
to 12%. No significant change in the ultimate ten-
sile strength was observed. A similar strong corre-
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(2) UHCS/brass laminates

| | | I | f [

UHCS

]

200 ym, C.A. |

750 pm, C.A. |

200 pm, C.D. ]

750 um, C.D. |

1]

(b) Al 5182/A1 6061-SIC lamingtes -

| ] | i | | ]

[e061-5iCp. |

| | | | I

Descaled, T6/C.D. |

Descaled/C.D. |

Un-scaled/C.D. |

Descaled, T6/C.A. ]

Descaled/C.A. ]

| I i |

(c)

Crack divider (C.D.) orientation

10 20 30 4

Crack arrester (CA) orlentation

Figure 4. Fracture toughness measured (a) for the different layer thicknesses in
UHCS/brass laminates and (b} for different processing conditions in Al/AFSICp, lami-
nates. The inset drawings (c) define the crack divider (C.D.) and crack arrester
(C.A.) orientations used in the fracture toughness tests.

6-4

lation between the layer thickness and ductility
has been observed in the UHCS laminates, as re-
ported in FY-91.7

Fracture Toughness. Results of fracture tough-
ness tests are summarized in Fig,. 4 for both UHCS
and Al laminates. For laminates of both systems, it is
clearly demonstrated in Fig, 4 that the lamination of a
hard material (UHCS or Al 6061-SiCp) with a ductile
material (brass or Al 5182) results in substantial en-
hancernent of toughness.

For UHCS/brass, the laminates with thin
(200 pm) layers show slightly lower toughness than
the laminates with thick (750 um) layers regardless of
the specimen orientation, i.e., crack arrester or crack
divider, relative to the layers. This trend could be due
to the influence of the interfacial delamination on
crack growth. Studies have shown that the delamina-

Thrust Area Report FY92 %

tion tendency decreases with decreasing layer thick-
nessY Thus, it is likely that the higher toughness in
the thick-layer laminates could be due to the blunt-
ing of an advancing crack by delamination. It is
interesting to note, however, that delamination
reduces the tensile ductility and strength, as ob-
served for the tensile properties.

Interfacial delamination was observed also in
the Al laminates regardless of the descaling or T6
treatment. The descaling treatment, however, led
to an increased fracture toughness (measured in
the crack divider orientation), as shown in Fig. 4,
while the T6 treatment led to a reduced toughness
(as measured both in the crack arrester and divid-
er orientations). The beneficial effect of the descal-
ing treatment results from the controlled and timely
delamination of an interface as a crack approaches
the interface. In the laminates made without the
descaling treatment, delamination was extensive
and occurred rather prematurely. The increased
yield strength and reduced tensile ductility upon
Té treatment, as shown in Fig, 3, were reflected in
the reduced fracture toughness, a trend observed
similarly in most monolithic materials.

Damping Capacity. Damping capacity was
measured only in the as-pressed condition, where
the layer thickness was 750 um for both UHCS/
brass a:id Al laminates. At low frequencies, damp-
ing in the UHCS/brass laminate was two to three
times the damping typically observed in brass or
steel, and was lowest at 2 Hz. Ultrasonic attenua-
tion measurements of longitudinal waves showed
that at 2.25 MHz, the UHCS/brass laminate had
an attenuation coefficient of 160 dB/m, over 12
times the attenuation coefficient for the steel com-
ponent and over four times the attenuation coeffi-
cient of the brass component.!® The ultrasonic
attenuation coefficient for the Al/Al-SiCp lami-
nate (266 dB/m) was greater than that for the
UHCS/brass laminate. These results clearly show
that LMC’s can be more effective damping materi-
als than their components.

Future Work

We are continuing to characterize the UHCS/
brass and Al/Al-SiC laminates regarding their
(1) damping capacity in the audible frequency
range, (2) fatigue behavior, (3) response to ballistic
impact, and (4) deformation behavior at elevated
temperature. We are planning to make LMC's of
other light materials such as Mg alloys,
(a) containing a high damping capacity material
as a component and (b) containing an intermetal-
lic or superalloy as a component. These new lami-

Engineering Research Development and Technology




Processing and Characterization of Laminated Metal Composites 4 Materials Sclence and Engineering

nates will be tested for their strength, ductility,
toughness, and other characteristics reported here
for the UHCS/brass and Al laminates.
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Casting Process Modeling

Arthur B. Shapiro

Nuclear Test Engineering
Mechanical Engineering

In predicting the quality of a cast part, two important factors are (1) correct modeling of the
fluid flow and heat transfer during the filling of a mold with a molten metal, and (2) the thermal-
mechanical physics of solidification and cool-down. Determining the dynamics of the flow and
the free surface shape during filling are essential in establishing the temperature gradients in the
melt and in the mold. Correctly modeling the physics of volume change on solidification,
shrinkage on cooling, and contact resistance across the part-mold interface directly affects the
cooling rate and, ultimately, the final cast shape and stress state of the cast part. This year our
efforts were focused on modeling fluid fill and on the physics of solidification.

Introduction

to use the computational fluid dynamics code
ProCAST! to model elements of the mold-filling

Casting manufacturing covers a broad range,
from the large tonnage of continuously cast steel
products, through the intermediate-weight out-
put of superalloy precision die castings, to the
relatively small quantity of high-purity crystals.
Although this project benefits modeling efforts
in each of these three casting areas, we have
focused on modeling precision die castings of
superalloy parts.

Our approach to casting process modeling is

process, including tracking of (1) the free surface
of the molten metal as it rapidly fills the mold;
(2) solidification on the walls of the mold; (3) tem-
perature transients in the mold; and (4) tempera-
ture transients in the liquid and solidifying metal.
When the mold is completely filled with liquid
metal, the existing temperature field at that in-
stant in time is re-mapped (using REMAP?2) onto
a new mesh for a CAST2D? analysis to predict
the final cast shape, stress state, and defects.

Figure 1. Exper-
mental (a, b, c) and
numerical (d, e, f) re-
sults for the filling of
a spherical annulus
mold, with a liquid
metal at 0.6, 0.9,
and 1.5 s, respec-
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Flgure 2. (a) CAST2D calculations at an early time during cool-down, showing the heat flow paths to be radially outward.
(b) At later times: gaps between the casting and mold appear due to the -6.6% volume change of the aluminum casting on
solidification and shrinkage on cool-down. (c) The direction of the heat-flux vectors, changed due to the part shrinking away
from the mold on solidification. The heat-flux vectors are seeking the path of least resistance to heat flow.

CAST2D models the thermal-mechanical re-
sponse during cooling to room temperature in-
cluding volume change on phase transformation.
CAST2D also calculates thermal contact resis-
tance across the part/mold interface.

Progress

An experimental and numerical analysis was
performed to investigate the filling of a spheri-
cal mold with a liquid metal. The experiment
provided visual data of the filling of the shell for
comparison with the numerical calculations. The
die-casting process consisted of pressurizing a
pool of molten metal in a crucible and forcing
the melt up a small tube to be injected into the
bottom of a spherical annulus-shaped cavity.
The experiment was conducted in a vacuum.
The experimental data consists of a 16-mm mo-
tion picture (24 frames per second) of radio-
graphs of the filling of the spherical annulus.
The spherical annulus filled in approximately
four seconds. Figure1 shows radiographs at
three different times during the filling process.
The radiographs show that initially the melt
splashes fairly high up the annulus (Fig. 1a)ina
nonsymmetric fashion. Although still showing
considerable wave motion at later times (Fig. 1b),
the melt is seen to be filling the annulus in a
more symmetric fashion. At still later times, the
fill level advances evenly and symmetrically up
the annulus (Fig,. 1c).

ProCAST was used to numerically model the
mold filling process. The spherical annulus was
modeled as a two-dimensional, axisymmetric
problem. Fluid properties, i.e., density, specific

heat, and viscosity, were allowed to be functions
of temperature. Results of the analysis are pre-
sented in Figs. 1d, 1e, and 1f. These three figures
show the free surface and level of fill at the same
times as the experimental results. The numerical
analysis does not show the wave motion and
non-symmetry at early times as observed in the
experiment. However, it does show the wall jet
effect as the melt enters the annulus (Fig. 1d)
and a fill level that is near the average level of the
experiment (Fig. 1e). At later times, when the
flow is more even and symmetric, the analysis
compares favorably with experiment (Fig. 1f).
We performed a fluid-thermal-mechanical
analysis of the casting of a three-spoke, 38-cm-
dia aluminum wheel. The liquid aluminum at
780°C was injected into the steel mold, which is
heated to 730°C, at a rate that fills the mold in
two seconds. By forced convection, the outer
surface of the mold lost heat to the environment.
ProCAST was used to model the fluid-filling
process. When the mold was completely filled
with liquid metal, the existing temperature field
at that instant in time was re-mapped onto a
new mesh for a CAST2D analysis. CAST2D was
used to model the thermal-mechanical response
during cooling to room temperature. The alumi-
num undergoes phase change at 660°C with a
volume change of -6.6%. The aluminum part is
in good contact with the mold at early time. The
heat flux vectors are seen to go radially outward
(Fig. 2a) through the aluminum part and mold
to the environment. At a later time, the alumi-
num has shrunk away from the mold due to
volume shrinkage on solidification, and gaps
have opened up (Fig. 2b). The heat-flux paths
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shown in Fig. 2c are seen to be considerably
changed from the pattern of Fig. 2a. The direc-
tion of the heat-flux vectors has changed while
seeking the path of least resistance to heat flow.

Future Work

In the future, we plan to develop a closely
coupled fluid-thermal-mechanical code to be
used for analysis of casting problems. Numeri-
cal modeling in the areas of fluid fill, solidifica-
tion physics, and material constitutive
development must be refined for such a code
to be useful in casting process modeling. We

Engineering Research Development and Technology % Thrust Area Report FY92

also plan to conduct experiments for code vali-
dation.
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Characterizing the Failure
of Composite Materials
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Our goal for this project has been to characterize the three-dimensional (3-D) performance of
continuous-fiber polymer composite materials, by developing new experimental and theoreti-
cal methods. This report highlights our major accomplishments: (1) multiaxial testing of
composites; (2) the development of a new composite-failure criterion; (3) the development of
ORTHO3D, a 3-D orthotropic finite element code; (4) the dynamic testing of composites; and
(5) a helical compression study of filament-wound composite tubes.

introduction

This project has helped to develop carbon-fiber
composite materials for use in penetrating war-
head cases, gun barrels, advanced munition com-
ponents, projectiles, nuclear weapons, SDI, and
high-energy-density flywheels.

We have had the opportunity to jointly pursue
some of this work with various research and de-
velopment centers of the US. Army and Navy, as
well as with various contractors in private indus-
try. The primary reason for selecting carbon-fiber
composite materials is their high specific strength
and stiffness. Other factors influencing design in-
clude low “Z" material composition, low coeffi-
cient of thermal expansion, impact resistance, and
fire safety.

These materials are generally limited not by
their performance capabilities but by our lack of
understanding and ability to model their complex
3-D response. Our rescarch effort has made great
strides in providing the necessary tools and infor-
mation to optimize these designs.

Progress

Our major accomplishments havebeen (1) mul-
tiaxial testing of composites; (2) the development
of a new composite-failure criterion; (3) the devel-

Fogoree:

opment of ORTHQO3D, a 3-D, orthotropic finite
element code; (4) the dynamic testing of compos-
ites; and (5) a helical compression study of fila-
ment-wound composite tubes.

Multiaxial Testing of Composites

Our most important accomplishment has been
the development of a unique multiaxial test system
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torquing bolts 1
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test securing
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Figure 1. Multiaxial
test system for com-

posite tubes.
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for polvmer composite materials.! This technigque
allows testing of 2-in.-dia composite tubes under a
combination of axial, torsion, and intemal pressuriza-
tion. The unique advancement with this system is the
simple but effective gripping mechanism that incor-
porates a 15%-potted epoxy cone for providing a
smooth transition in loac! between the grip and the
test specimen. The test specimen itself is a straight-
walled composite tube. Diagrams of the multiaxial
grip and test specimen are shown in Figs. T and 2.
This test system has provided Lawrence Livermore
National Laboratory (LLNL) with an unrivaled capa-
bility to generate multiaxial failure data for polymer
composite materials.

The most extensive multiaxial failure surface
that was generated with this system is shown in
Fig. 3. The material svstem used in this study con-
siste of the Torav HKKG carbon fiber having a
950-ksi tensile strength, impregnated with DER332-

T403 epoxy having a tensile strength of 10 ksi. This
material system has been used in the majority of
the composite structures we have designed and
fabricated.

The multiaxial gripping concept has lead to the
development of an efficient high-strength shear
joint for split composite pressure vessels and for
modular composite gun barrels. We have also
successfully scaled up the gripping system to test
9-in.-dia composite tubes under axial load. The
biggest use of this system, however, has been fo-
cused on the optimization of the compression per-
formance of filament-wound tubular structures,
such as those used for composite penetrators, pro-
jectiles, and support structures.

New Composite-Failure Criterion

In this project, we have developed a new failure
criterion for composite materials, the ‘Feng failure
criterion.”? The failure criterion is written in terms
of the strain invariants in finite elasticity. These
invariants are written as functions of the Cauchy
strains and the deformation gradients. Among
these strain invariants, two are functions of the
fiber orientation, and three are not. Therefore, the
failure criterion can be further divided into two
modes, the fiber-dominated failure mode and the
matrix-dominated failure mode. The criterion con-
tains five failure material constants for infinitesi-
mal, general, 3-D strain states.

In the criterion, there are three quantities gov-
erning the failure surface in composites: the dis-
tortional energy, the dilational energy, and the
difference between compressive and tensile
strengths. The minimum number of constants re-
guired is three for each failure mode. Therefore,
this failure criterion represents the minimum num-
ber of constants required for determining the fail-
ure surface of composites for the second-order
strain-failure criterion.

We have previously obtained the unidirection-
at lamina failure surface for Toray 1000/ DER332-
T403 carbon/epoxy fiber composites.? In this
project, we have obtained experimentally the fur-
damental material properties for this unidirection-
al compuosite, both elastic constants and strength.
The corresponding strengths obtained by the Feng
failure criterion for symmetrically balanced angle-
plv laminates, is shown in Fig, 4. The results show
that the Feng criterion predicts the fiber- and ma-
trix-dominated failure modes. Furthermore, for
Toray 1000/DER332 symmetrically balanced an-
gle-ply [ minates subjected to uniaxial load, the
initial failure consistently initiates in the matrix.
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Development of ORTHO3D

During the second year of this program, we
began an effort to develop a simple, 3-D, ortho-
tropic finite element program for the evaluation of
composite failure criteria. This algorithm has be-
come known as ORTHO3D and has been devel-
oped under a university contract with Texas A&M
University.* In all, five failure criteria have been
implemented: maximum stress, maximum strain,
Tsai-Wu, Hashin, and the Feng failure criterion.

To perform accurate failure modeling of a lami-
nated composite structure, ORTHO3D was writ-
ten to permit detailed sub-lamina (single-ply)
analysis of generic structures such as cylinders
and cubes. These two generic shapes represent
characteristic local volumes of larger structures
such as penetrator missile cases or thick laminated
plates. Performing this level of analysis explicitly
with NIKE3D or DYNA3D is too cumbersome to
be costeffective. Furthermore, large structural anal-
ysis codes like NIKE cannot simultaneously mod-
el the global behavior of a structure and model the
characteristic local volume in sufficient detail to
perform accurate local-failure analysis (local/glo-
bal modeling).

ORTHO3D, which is written in Fortran, is oper-
ational on a variety of computer platforms, includ-
ing Macintosh, SUN, Vax, and IBM. The size of
problems (local volume) that one can solve is limit-
ed only by computer memory. Even small local
volumes require an astonishingly large amount of
memory. Typically, a single ply is 0.005 in. thick,
and the local volume is composed of many ¢ f these
layers. Generally, we recommend a minin um of
three elements (8-noded brick elements) through
the thickness of each ply to capture representative
local stress /strain behavior. Maintaining a respec-
tive aspect ratio (< 10) for each element, the num-
ber of elements required to model a local volume
can be very large. At 8 nodes per element and 3
degrees of freedom per node, the memory require-
ments can quickly exceed most small computers.
Typical local volumes that we have solved require
~20Mb of ram. Efforts over the last year have
focused on minimization of memory requirements
via more efficient equations solvers, nodal num-
ber schemes, and array sharing.

To facilitate the 3-D modeling of composite
structures, ORTHO3D was adapted to generate
the effective, 3-D, homogenized properties {or the
characteristic local volumes required by NIKE for
analysis of large (global) composite structures. The
homogenized 3-D properties are considered more
representative of the actual structural behavior of

Engineering Research Development and lTechnology %

4000 T T Figure 4. Failure
strengths predicted
by the finite-strain-in-

. e Matrix-dominated mode variant fallure criter-
- 3000 ——— Fiber-dominated mode — on for Toray 1000/
| DER332 symmetri-
S : cally balanced angle-
=t ply iaminates.
g 2000 —
1000
0 — L . —
6 - -3 . 60 %
' Angle ol {degrees). .
250 TT rleln‘j - ™ ITTT"I =TT nllnl ji’l:l.‘rﬁ\l’l : Figure 5. High
‘ strain-rate-bearing
Without fixture 7:1’:5:;:?0":(')]
200 — ith ali i . '
00 -@— With alignment fixture \ tapered cubes.

0.25" x 0.25" cubes

100 —

50 |- —

ey

- &

|

g |

G, =93 +29 logé + 0236 log )i - 0.074¢ logi)’

D“ L lll{lll - L llvlllll I‘I lllllll L litd)
0.00001  0.001 0.1 10 1000
Strain rate (In./inJ/s) '

the local volume than those properties predicted
by available, 3-D, micromechanical constitutive
solutions. Once NIKE solves the structural prob-
lem, the local traction set can be passed to ORTHO
for detailed failure analysis.

Dynamic Testing of Composites

To provide design support of the composite
penetrators, gun barrels, and projectiles being
developed at LLNL, we have evaluated and de-
veloped a variety of new high-strain-rate testing
techniques for polymer composite materials.
Prior to this investigation, an extremely limited
data set was available on the high-strain-rate
response of polymer composites. We have suc-
cesstully generated strain rate data from 0/s to
3000/s in compression and 0/s to 100/s in ten-
sion, using a variety of test machines. Our of-
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forts have yielded some very interesting and
encouraging material responses.

Most of our efforts focused on developing an
acoustically damped, high-energy drop tower for
evaluating the high-strain-rate compressive per-
formance of composite materials. Three major ad-
vances occurred to the drop tower system that
created a highly capable material-evaluation sys-
tem. First, an acoustically damped base system
was installed that eliminated spurious shock waves

Table 1. Basic epoxy properties.

Epoxy System G, 8¢, flow Té Viscosity

(ksi) (ksi) Q) P
DER332-T403 160) 12 6.5 9() 7.8
Anhydride 180 18 K7 140 34
MYH%H) I lY”ﬁl)
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that were convolved with the quartz load cell data.
Second, a high-speed data-acquisition system was
developed that significantly automated data gath-
ering and reduction. Third, a precision alignment
fixture was developed along with precision-ma-
chined test specimens, which resulted in a signifi-
cantimprovement in the measured mean strength
of the composite materials as well as minimized
data scatter.

Three interesting results from our efforts are
presented. All of our experimental results indicate
an increase in both strength and modulus with
increasing strain rate. First, the bearing compres-
sion strength of a [0,90f laminated composite ma-
terial is presented in Fig, 4. This result reveals a
significant strengthening occurring, at strain rates
above 10/s. Anexamination of neat resin behavior
revealed similar trends. Figure 5shows the change
in neat resin modulus as a function of strain rate.
Finally, Fig. 6 shows strain-rate sensitivity effects
on the compressive flow stress of three different
epoxy resin systems being evaluated at LLNL.

Helical Compression Study of Filament-
Wound Composite Tubes

During the last year of this program, an evalua-
tion of the compressive performance of helically
wrapped carbon/epoxy tubest was performed us-
ing the three differentepoxy resins shownin Fig. 6.
The objective of this study was to optimize the
compression performance of filament-wound com-
posite structures. Table 1 lists the basic properties
of these systems that influence the compression
strength of composites. The last two columns in
Table 1 are processing parameters.

The compressive strength of a unidirectional
composite material is controlled by the properties
of the matrix surrounding the fibers. It has been
argued that compression of unidirectional com-
posites is a micro-buckling controlled event in the
fibers, and thus dependent on factors such as the
local shear modulus of the matrix. What we were
hoping to find was an improvement in compres-
sion strength of helical composite tubes fabricated
with the MYO510-HY350 epoxy system.

Figure 8 shows the variation in axial compres-
sion strength Tor Toray 700 [89, £8,, -89} helically
wrapped composites tubes as a function of helical
angle, 6. These tests were conducted using the
multiaxial gripping system. The MY0510 system
might be considered to be stronger, but the evi-
dence is not conclusive. A problem with polymer
composite materials is that it is impossible to iso-
late single variables. The viscosity of the epoxy

carch Developnment and Tecbnology
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Figure 8. Normalized axial comp'ession strength for T700
[89, +6, -89] helically wrapped carbon/epoxy tubes with
three different matrices.

turned out to be a major factor as well. The MY0510
systerm has a much higher viscosity than either the
Anhydride or DER332 epoxies, which makes it
very difficult to process. This resulted ina compos-
ite material with higher void contents and resin-
rich arcas. In contrast, the Anhydride epoxy system
produces very high quality composite materials.

A somewhat surprising result was the smali
variation in compression strength at helical angle
between 0° and 10° Again, processing influences
these results; it is very difficult to achieve uniform
part quality for helical winding angles less than
10°. Furthermore, helical angles greater than 10°
are much faster (cheaper) to fabricate,

Future Work

We have secured a long-term Cooperative Re-
search and Development Agreement with Boeing
Commercial Airplane Group to study the “Strength
and Durability of Continuous Fiber Polymer Com-
posites.” Natural extensions of our past efforts in

Fngineering Rescarch Development and Technology % Thrust Area Report FY92

“Characterizing the Failure of Composites” will be
to modify ORTHO3D to model long-term ther-
mal-viscoelastic effects for these materials. The
multiaxial test specimen developed in this pro-
gram has been selected as a prime test specimen
for long-term fatigue testing because of the lack of
a free edge associated with the cylindrical test
specimen. Finally, we will continue to support the
LLNL weapons-related activities in composites,
especially in the area of compression optimization,
that will make significant use of the multiaxial test
specimen,
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The curing reaction of an epoxy resin matrix that is used for wet-filament-wound composites
was monitored using Raman spectroscopy measured over fiber optics. The resin system
consists of the diglycidyl ether of bisphenol-A in combination with a polyethertriamine
hardener ina 1:1 stoichiometric ratio. The extent of chemical reaction of the epoxy as a function
of time was measurable through changes in peak heights of several vibrational modes. A
Raman peak associated with a phenyl ring vibration in the epoxide component was used as an
internal reference to correct for density changes and instrumental variations. The feasibility of
simultaneous temperature measurements was successfully demoristrated with the same fiber
optics used to obtain the cure chemistry data, by measuring the intensity of anti-Stokes Raman

scattering from the epoxy.

Introduction

Although significant improvements in the per-
formance of fiber reinforcements and polymer ma-
trix materials have beenachieved in the past decade,
composite processing technology has not kept pace
with these advances, Consequently, high-perfor-
mance material properties are not realized in com-
posite parts fabricated using current processing
methods, and manufacturing costs are high. ‘Smart’
processing of thermoset matrix composites could
dramatically reduce manufacturing costs by re-
ducing, the rejection rate and improving part qual-
ity, through cure cycle optimization and ‘on the
fly” process adjustments to account for variations
in the chemical composition of the starting, materi-
als. Unfortunately, commercially available cure

sensors for automated control are currently limit-
ed to dielectric! 2 or ultrasonic? measurements,
which sense only mechanical property changes in
the resin and cannot provide a direct measure of
the cure chemistry in the composite. Furthermore,
recently proposed fiber- ;ﬁtic spectroscopic sen-
sors using mid-infrared 7 or ultraviolet-visible™?
wavelengths are cither prohibitively expensiveand
yield little or no additional information when com-
pared with commercially available cure sensors,
or contain a large number of spectral interferences
that make data interpretation difficult, if not im-
possible, !

Raman spectroscopy isan established technique
for the analysis of polymers,! 1213 chemical reac-
tions, and thermosetting polymer composite cure
reactions, "> It has many advantages over mid-

Cngimmeering Research Development and Technolugy % Thrust Area Report FY92 6-17
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Figure 1. Experi-
mental arrangement
for dual-fiber probe
geometry. Inset em-
phasizes sample lo-
cation. M: spectro-
graph, D: detector,
L: lens, S: laser
source, FO: fiber op-
tic, F: filter.
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infrared absorption and UV-visible fluorescence
spectroscopies for polymer compaosite cure moni-
toring, including broader applicability, potentially
higher sensitivity and sclectivity, as well as the
freedom from large background corrections caused
by fiber absorption. Moreover, Raman spectro-
scopic measurements can be conducted remotely
and in siti using rugged, inexpensive, fused silica
optical fibers (available from domestic suppliers)
and economical, diode laser-excitation sources com-
monly used in communications and electronic
equipment.'” Subsequent to monitoring the cure
reaction of the composite matrix, the quartz opti-
cal fibers could be used as embedded strain or
damage sensors, or used for monitoring chemical
degradation or moisture absorption of the resin.

Progress

During, FY-92, the first year of the project, Ra-
man-active vibrational bands in epoxy resins were
identified, and tentative band assignments were
made for the epoxide functional group and the
phenyl ring backbone, from model compound
studies. Cure monitoring of standard epoxy resins
was demonstrated using several meter lengths of
200-pm-dia quartz optical fiber using either single-
fiber or dual-fiber probes. ™ The single-fiber probe
experiments were discontinued due to problems
with high fiber background and the inability to
accurately correct the data. The utility of economi-
cal near-infrared (NIR) diode lasers as excitation
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sources for cure monitoring was demonstrated in
comparison studies with a conventional Ti-sap-
phire laser operating at 819-nm wavelength. We
also demonstrated for the first time the propor-
tionality between Raman peak ratios and epoxide
group concentration in full density epoxide resins,
validating the Raman scattering technigue for ther-
moset resin cure monitoring,

Experimental

The epoxy system studied was a 1:1 stoichio-
metric ratio of diglycidyl cther of bisphenol-A
resin (DER 332, Dow Chemical)and a polyoxypro-
pviene triamine hardener (Jeffamine T-403; Tex-
aco Chemical) in a weight ratio of 100/45 resin/
hardener. A detailed characterization of this ep-
oxy has been reported elsewhere, !0

The dual-fiber probe experiment is shown in
Fig. 1and has been described in detail elsewhere, !
Dual-fiber Raman probes consist of two fibers,
side-by-side, cemented in place between two mi-
croscopesslides soas to meet atan angle of approx-
imately 15, with the polished probe ends of the
fibers extended several millimeters beyond the
top slide, as shown in the inset of Fig, 1. One fiber-
optic was used to transmit the laser to the epoxy
sample, while the other was used to coliect the
Raman scattering from the sample and transmit it
to the detectionsystem. Dual-fiber probe cure mea-
surements were made by thoroughly mixing the
liquid epoxy components, and then adding a drop

A Techinoiogy
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of the epoxy mixture to the probe tip so as to
completely cover the sensor. No effort was made
to de-gas the epoxy before injection. Some air bub-
bles appeared during processing, but these did not
appear to affect the signal quality. A cover slide
was then placed over the probe area, using spacers
to provide a 2-mm gap filled with epoxy, and the
entire assembly was placed in a temperature-con-
trolled oven.

Results and Discussion

Separate Raman measurements of the DER 332
resin and Jeffamine T-403 hardener components
revealed that the resin component scattering was
approximately three to five times as intense as that
of the hardener, so that in the 100/45 w/w ratio
used for the epoxy cure studies, the resin scatter-
ing is dominant. Figure 2 shows a series of i situ
spectra obtained during a typical epoxy curing.
These spectra are averages of spectra accumulated
over several minute intervals. Measurements at
one-second intervals yielded comparable results
and confirm the potential of this technique for real-
time cure monitoring. One major peak near
1112 em™! remains relatively constant during the
curing process and can be used as an internal
standard to correct for fluctuations in the sample
density, clarity, refractive index, and instrumental
factors during measurement. This peak has been
associated with an asymmetric breathing vibra-
tion of the aromatic rings in the diglycidyl ether of
bisphenol-A epoxide resin. Several peaks disap-
pear or shift during the curing process, while sev-
eral new peaks appear. The most obvious change
is in the peak located near 1240 cm™. This peak
loses much of its intensity during the cure and can
be assigned to a stretching vibration of the epoxide
ring. Although all of the peaks appeared to change

in absolute intensity, probably in response to the
changing density of the epoxy as it cures, the ratios
of the 1240 cm™' peak to the 1112 cm™! peak de-
crease smoothly as a function of time.

Figure 3 is a plot of two sets of Raman data for
degree of cure, o(t), vs time for an isothermal cure
at 90°C. Both experiments used the 2-mm sample
thickness, dual-fiber probe arrangement; howev-
er, one experiment used a Ti:sapphire laser while
the other used a diode laser. The agreement be-
tween the duplicate cure experiments is seen to be
excellent, indicating a high degree of reliability for
the technique. Moreover, the trend of o vs time
closely approximates previously published degree-
of-cure data for this same DER 332/ T-403 epoxy,
using NIR absorption spectroscopy!? at slightly
different stoichiometry, temperature, and sample
thickness.

In addition to the peak height changes, the
peaks were seen to shift to lower energy as the cure
progressed. The total shift was small (approxi-
mately 5 to 20cm™), but was reproducible. A
study performed on a previously cured sample
showed no change in vibrational frequency with
temperature. Consequently, the peak shift to low-
er energy during cure is not simply a thermal
phenomenon, but may be caused by a change in
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Figure 2. Series of corrected, dual-fiber probe, Raman
spectra for the epoxy, taken immediately after mixing
(black), 1.2 h at 75" (gray), and 2.2 h at 75°C followed by a
1-h post-cure at 90°C (white).
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Figure 4: Anti-Stokes Raman spectrum of the cured epoxy,
superimposed on Stokes Raman spectrum for a tempera-
ture of 100°C.
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Figure 3: Isothermal
degree of cure (o)
for epoxy at 90°C vs
time. Solld and open
circles are data from
diodeaser and
Ti:Sapphire-laser Ra-
man experiments,
respectively.
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the local environment as the curing process oc-
curs. For example, the increase in viscosity during
the curing process may stiffen the local environ-
ment and mix the vibrations of the individual
monomers more strongly with low frequency bulk
vibrations. If this is the case, it is conceivable that
this phenomenon could be used as a measure of
local viscosity, but this possibility has not yet been
tested.

The measurement of sample temperature by
comparison of Stokes and anti-Stokes Raman scat-
tering (see Fig. 4) is straightforward and readily
accomplished. The theoretical ratio of the intensi-
ties of the anti-Stokes (1) and Stokes (lg) scatter-
ingis

1_,\_5_2[\/(0) + v(i)Tex’{—hcv(i)} 0
Ig v(0) - v(i) kT }

where v(0) is the laser frequency; v(i) is the vibra-
tional energy of the i-th mode; and h, ¢, and k are
Planck’s constant, the speed of light, and Boltz-
mann'’s constant, respectively. For the epoxy sys-
tem studies here, a plot of the natural logarithm of
Ins/)s (using the 82943 cm! vibrational mode)
against the inverse temperature, 1/T, for tempera-
tures ranging from T =294 to 455K yielded a
straight line with a slope of 1200 K, an intercept of
0.517, and a correlation coefficient of 0.997. This
calibration curve can now be used to determine
the i1 situ temperature of the resin system at any
given time during a cure cycle. The precision of
temperature measurements is limited by the sig-
nal-to-noise ratio of the much weaker anti-Stokes
peak (5/N =20 in Fig. 4). An uncertainty in tem-
perature, AT = +5 K, at 373 K is estimated from the
relationship, AT =T2/[B(S/N)], obtained by dif-
ferentiation of Eq.1, where B is the slope of the
line. However, the accuracy of temperature mea-
surements can be improved over the results de-
scribed here, by using high-performance optical
filters and also by using longer integration times.
In summary, fiber-optic Raman spectroscopy
can be used for remote, i sit monitoring of the
reaction chemistry and temperature of epoxies
used as matrix materials in fiber composites dur-
ing the cure cycle. While single-fiber probes were
found tosuffer from fiber-background effects, dual-
fiber probes having dimensions on the order of
200 pm have been demonstrated successfully.
Moreover, the quality of the spectra obtained for
the epoxy is sufficient to warrant use of the dual-

fiber Raman probe as an insitu quality control
technique prior to cure monitoring.

Future Work

Future work will focus on (1) refining and min-
iaturizing the sensor; (2) evaluating the Raman
fiber-optic technique for monitoring other ther-
moset polymer cure chemistries; (3) performing
measurements in thermoset matrix fiber compos-
ites; and (4) developing simultaneous, multi-point
sampling capability. Based on the preliminary re-
sults presented in this paper, we feel that in combi-
nation with compact new instrumentation and
economical diode-laser excitation sources, fiber-
optic Raman spectroscopy can be used to config-
ure a rugged process monitoring and control
system foran automated, polymer composite pro-
duction environment.
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We have developed a model that accounts for grain growth during superplastic flow, and its
subsequent influence on stress/strain/strain rate behavior. Our studies are experimentally
based and have involved two different types of superplastic materials: a quasi-single phase
metal, Coronze 638, and a microduplex metal, ultrahigh-carbon steel. We have studied the
kinetics of strain-enhanced grain growth in both materials as a function of strain, strain rate, and
temperature. An equation for the rate of grain growth has been developed that incorporates the
influence of temperature. Our model integrates grain growth laws derived from these studies,
with two mechanism-based, rate-dependent constitutive laws to predict the stress/strain/
strain rate bchavior of materials during superplastic deformation. The material model has been
added to the NIKE2D code through an enhancement of the Deformation Mechanism Model.

The predictions of the model have been compared with data from several experiments.

introduction

Superplasticity is the capability to deform crys-
talline solids in tension to unusually large plastic
strains, often well in excess of 1000%. This phe-
nomenon results from the ability of the material to
resist localized deformation much the same as hot
glass. The material also deforms with very low
flow stress. Thus, materials with superplastic prop-
erties provide the opportunity to form complex
components into shapes very near final dimen-
sion. This greatly reduces machining and material
costs and minimizes the amount of scrap pro-
duced.

Superplastic materials exhibit high elongations,
because a deformation mechanism known as grain
boundary sliding (GBS) is active. This deforma-
tion behavior occurs within a relatively narrow
range of temperature and strain rate. If the strain
rate is too high, then a different mechanism called
diffusion-controlled dislocation creep (slip creep)
is activated, and ductilities are substantially re-
duced. On the other hand, if the strain rate is too
low, then a deformation mechanism known as
diffusional flow prevails, and the ductility is also
reduced relative to GBS. From a commercial stand-
point, forming components at high strain rates is
attractive, because operations can be done with

Engineering Research Development and Technology

less time and cost. Often this means superplastical-
ly forming at strain rates close to the slip creep
regime. Thus, our work is concentrating on the
two higher strain rate regimes, GBS and slip creep.

The active deformation mechanisms also
depend strongly on the microstructure of the ma-
terial, such as an ultra-fine grain structure. Unfor-
tunately, these ultra-fine grains can grow during
deformation, resulting in the loss of superplastici-
ty. Thus, it is important to gain a quantitative
understanding of this process and its influence on
material forming,

For these reasons, material models for the con-
stitutive behavior of materials during superplastic
flow should account for microstructure, its evolu-
tion, and changes in deformation mechanism
throughout the deformation history. The objective
of this project is to develop a model of these struc-
tural changes and their influence on stress/ strain/
strain rate behavior, using mechanism-based con-
stitutive laws.

Progress

In our work during FY-91, we (a) established
the kinetics of strain-enhanced grain growth for
isothermal conditions and (b) developed a model
that integrates these grain growth laws with mech-
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Figure 1. Microstructure of ultrahigh-carbon steel before deformation (a) and after superplastic deformation to a true strain
of .92 (b) and 1.42 (c), respectively. Microstructure consists of ferrite grains and iron carbide particles. Superplastic defor-
mation has caused growth in both the ferrite grains and the carbide particles. The true stress/true strain behavior for this
material is shown in (d). Strains at which the photomicrographs were taken are indicated on the plot.

anism-based constitutive equations. During, Y-
92, we expanded the strain-enhanced graingrowth
equations to account for the influence of tempera-
ture. The material model was also put into the
NIKE2D code, and the performance of the maodel
was evaluated with laboratory experiments.

Microstructural Evolution

Our studies have involved two superplastic
materials with significantly different microstruc-
tures: ultrahigh-carbon steel (UNCS), which has a
microduples structure, and Coronze 638, which is
quasi-single phase. n both of these materials, the
dominant microstructural change during super-
plastic deformation is grain growth, and no dy-
namic recrystallization was expected at the
temperatures and strainrates of interest. The UHICS
had the composition Fo-18C-1.0AL-15C - 5SMnand
had been thermomechanically processed 1o pro-
duce a matrix of wltrafine, equiaxed ferrite prains
(meanlinear interceptwas approximately 0.7:4 pun)

Thrugt Area Report FY92 % 1upineering Koeseareh Develtapmed

containing, spheroidized carbides. The Coronze
638 (Cu-2.8A1-1.8Si-0.4C 0) is a commercially avail-
able alloy that consists of essentially pure copper
containing, a sub-micron-size dispersion of Cosi
and Cosis particles. The material was received as a
repeatedly rolled and anncaled sheet with mean
lincar intereept grain size equal to 1.9 microns,
Further details of the experimental plan are report-
vd elsewhere.!

Strain-Enhanced Grain Growth. Figure 1
shows the influence of superplastic deformation at
7500C, and a true strain rate of 001 /s on the micro-
structure of UHCS, Figure Tawas takenin the grip
section of the sample, and was thus exposed to the
testing, temperature without plastic deformation.
Figures 1b and Tc were taken in the gage section of
samples deformed Lo true strains of 0.92 and 142,
respectively. A comparison of the figures shows
strain-enhanced grain growth in that the ferrite
grains have grown, The carbide particles have also
coarsened, and the size of the ferrite grains ap-
pears to be determined by the intercarbide spac-
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Figure 2. Normalized strain-enhanced grain growth vs
strain for Coronze superplastically deformed at four true
strain rates. Dominant deformation mechanism is noted for
each strain rate.

ing. This suggests that the kinetics of grain growth
are determined by the kinetics of carbide coarsen-
ing. The stress/strain curve in Fig. 1d shows the
importance of this grain growth on the deforma-
tion behavior of UHCS: increasing the grain size
from its initial size (0.74 pm) to the size at a strain
of 142 (148 um) has raised the flow stress from
5ksi to over 9ksi. Thus, grain growth has pro-
duced significant hardening, and the grain size is
animportant parameter for characterizing the cur-
rent mechanical state of the material.

In these studies, static annealing grain growth
(normal grain growth) and strain-enhanced grain
growth are assumed to be additive. Thus, the ki-
netics of grain growth can be expressed as

4 d, +d_( )

dy dy o dy

where d is the total rate of grain growth; ﬁd is the
grain growth rate due to staticannealing; o . is the
grain growth rate due tostrain; and s the initial
grain size prior to deformation or exposure to
elevated temperature.

The grain structure in the gage section of sam-
ples is the result of both static and strain-enhanced
grain growth. On the other hand, the grain struc-
ture in the grip is the result of static grain growth
only. The strain-enhanced grain growth was cal-
culated as the difference in mean-linear-intercept
grain size between measurements taken in the
gage and grip sections of the sample. We used this
procedure to determine the normalized strain-en-
hanced grain growth response for Coronze. Wilkin-
son and Caceres? have obtained data for this
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Figure 3. Normalized grain growth rate vs strain rate for a number of quasi-single
phase and microduplex superplastic materials. Plot is from the work of Caceres and
Wilkinson.2 Data from our study of Coronze at 550 C, 600 C, and 650 C have been
added to the plot. The strain rates over which there is a transition in deformation
mechanism from GBS to slip creep, are indicated. The inset shows the three different

regions for the curve,

material. The present studies have obtained data
at higher strain rates. The strain-enhanced grain
growth for Coronze is plotted as a function of true
strain in Fig. 2, for tests conducted at 550°C and
four strain rates. Results have been normalized by
the initial grain size. The tests at the three slowest
strain rates were in the region in which GBS is the
dominant deformation mechanism. The test at the
highest strain rate was in the region where the
dominant deformation mechanism was slip creep.
For the three slowest strain rates, the normalized
strain-enhanced grain growth was found to have a
linear dependence on strain and a power-law de-
pendence on strain rate. These results are consis-
tent with the observations of Caceres and Wilkinson
on the Coronze alloy.? For the highest strain rate,
the grain growth data in Fig, 2 had a much smaller
slope. The reason for this will be discussed in the
following paragraphs.
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Figure 4, Normalized grain growth rate vs strain rate for a
number of quasi-single phase and microduplex superplastic
materlals. Plot Is from the work of Caceres and Wilkinson.2
Data from our study of the superplastic deformation of
UMCS at 750°C has been added to the plot. Strain rate be-
low which GBS is the primary deformation mechanism, Is in-
dicated.

The normalized, strain-enhanced grain growth
rate (with respect to time) can be calculated from
the data in Fig.2, by multiplying the slopes of
individual lines by the strain rate for that test.
These grain growth rates have been calculated and
added to a figure previously reported by Wilkin-
son and Caceres,2 which shows a log-log plot of
normalized grain growth rate vs strain rate. The
results are shown in Fig. 3. The plot is quite signifi-
cant, since it shows data for both quasi-single phase
and microduplex materials, for different homolo-
gous temperatures and for a range of starting grain
sizes. It is clear that a common equation can de-
scribe the grain growth behavior of a number of
different materials, including Coronze. The curve
has three distinct regions. In one region, the nor-

Figure 5. Grain
growth rates for
Coronze at 450°C,
550°C, and 650°C,
predicted by Eq.5.
Calculations are
based on the param-
eters given in Ta-
ble 1. Experimental
data at 550°C and
650°C are given.
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Figure 6. Grain growth rates for UHCS at 750°'C, predicted
by Eq. 5. Calculations are based on the parameters In Ta-
ble 1. Experimental data Is provided.

malized grain growth rate is a power law function
of strain rate; at higher or lower strain rates, the
normalized grain growth rate reaches a limiting
value that is independent of strain rate. These
regions are shown schematically in the inset for
Fig. 3. The region at the lowest strain rate is the
result of static grain growth, wherceas the regions
at the intermediate and high strain rates represent
the result of strain-enhanced grain growth. It is
reasonable to assume that the highest grain growth
rate represents a limiting rate determined by the
kinetics of grain boundary migration. The curve
shown in Fig. 3 can be described by

_‘i_ ‘.{n 4

_ | dl (‘i“ )
d“ 41(] d” (.f,- + 1.1“

(2)

where d; is the grain growth rate at intermediate
strain rates, and d,, is the upper limiting grain
growth rate. The intermediate region has a power-
law dependence on strain rate, which produces
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Figure 7. Calculated grain sizes for Coronze after constant
strain rate testing to a true strain of 1 at the Indicated
strain rates.
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the following empirical expression for the normal-
ized rate of grain growth:

Ao _dy L[ A€ty dy | 3
d“ dU d[) A,” t‘” + d”

where Ay and n are constants.

The strain rates at which there is a shift in the
operating deformation mechanisms (from GBS to
slip creep) are also shown in Fig. 3. It is important
to note that the grain growth rates for the three
slowest strain rates appear to have a power-law
dependence on strain rate. The grain growth rate
for the highest strain rate, however, shows a sub-
stantially smaller increase with increasing strain
rate than the grain growth rates at the lower strain
rates. This transition occurs at about the same
strain rate as the transition to slip-creep-dominat-
ed deformation. The obvious implication is that
the loss of GBS as a deformation mechanism has
reduced the contributions of strain-enhanced grain
growth to the total grain growth rate. Several mech-
anisms have been proposed to explain strain-en-
hanced grain growth.*¢ All of these mechanisms
result from grain boundary sliding or grain switch-
ing events. It is reasonable to assume that strain-
enhanced grain growth will exist only if these
mechanisms provide significant contributions to
the total strain. Thus, contributions from strain-
enhanced grain growth can be limited by a loss of
superplastic flow or by the limiting grain growth
rates defined by the rates of grain boundary mi-
gration.

Identical procedures were used to determine
the normalized strain-enhanced grain growth rate
for UHCS during superplastic deformation at
750°C. Results are presented in Fig. 4 and fall with-
in the range of grain growth rates for other materi-
als represented on the plot. For UHCS, no upper
limit is reached on grain growth rate over the
strain rates studied.

Temperature Dependence of Strain-Enhanced
Grain Growth. A general extension of Eq. 3 that
accounts for the temperature dependence of grain
growth can be developed assuming different tem-
perature dependencies for the three processes in
Eq. 2. The temperature dependence of normal grain
growth kinetics has been studied and equations
developed (see, for example, Ref. 7). The primary
interest in this study is strain-enhanced grain
growth, and thus the intermediate and upper rate

» I 1
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. Figure 8. Stress/
processes represented in Eq. 2. The temperature  sprain response for

dependence of these processes can be represented  UHCS deformed at
as 750°C thmug' a pre-
determined strain
rate/strain history.
. . -0 The strain rate/
d, = A, " exp ([_:?,T’ ) () strain history is
shown in the Inset.
The calculations are
based on the mater-

' - -Q I model described |
du = (du )” exp ( 'E'fi‘— ’ (4b) ‘:hl':repon. * "

where Q; and Q, are activation energies for the
intermediate and upper regions, respectively; Ay
and (dJoare constants; Ris the gas constant,and T
is the absolute temperature. Combining these ex-
pressions yields a general equation for the temper-
ature dependence of strain-enhanced grain growth:

10°F : —my  Flgure 9. Stress/
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i L 1 at7soc
= e ]
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Figure 10. Hourglass-shaped sample of UHCS deformed at 750 C for two different ex-
tension rates: one in which GBS is the dominant deformation mechanism, and one in
which slip creep is the dominant deformation mechanism. The figure shows contours
of constant grain size and strain rate for the sample.

Table 1. Parameters used in Eq. 5 for temperature dependence of strain-enhanced

grain growth.
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The temperature dependence of strain-en-
hanced grain growth for the Coronze alloy was
experimentaily evaluated at 600”C and 650°C. The
resulting, grain growth rates have been added to
the plot in Fig. 3, and appear to fall within the
range of strain-enhanced grain growth rates for
other materials. These results suggest that strain-
enhanced grain growth for the Coronze alloy is
independent of temperature and that Q; for this
material is zero. As mentioned in the previous
section, the limiting grain growth rate at high strain
rate is probably controlled by the rate of grain
boundary migration. We therefore assume that a
reasonable value for Q, is the activation energy for
grain boundary diffusion. The calculated grain
growth rates that are predicted by Eq. 5are plotted
as a function « 7 strain rate in Fig. 5. Calculations
are shown for three temperatures, 450°C, 550°C,
and 650°C; the parameters are given in Table 1.
The calculated grain growth rates show good agree-
ment with rates derived from experimental data.
Because the strain-enhanced grain growth is inde-
pendent of temperature in the intermediate re-
gion, at very high temperatures (higher than the
temperature studied here), the contribution of static
annealing to the total grain growth rate could be
significantly higher than the contribution from
strain-enhanced grain growth. In Table 1, the pa-
rameters for UHCS are also given. Both Coronze
and UHCS have very similar strain rate exponents
(n) and values for the constant A. The calculated
strain-enhanced grain growth rates for UHCS de-
formed at 750°C are shown in Fig, 6. Good agree-
ment was obtained with experimental data.

The final grain sizes that would be obtained for
Corenze after tensile testing (to a true train equal
to 1) at a constant strain rate are shown in Fig. 7.
Calculations, which were done for three tempera-
tures (450°C, 550°C, and 650-C), arebased on Eq. 5,
using the parameters given in Table 1, and, thus,
do not include the effects of static annealing. Re-
sults in Fig. 7 show a decreasing final grain size
with increasing strain rate and very little grain
growth above (1/s for all testing temperatures.
Grain growth decreases with increasing strain rate
(Fig. 7) despite the increasing grain growth rate
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with increasing strain rate (Fig. 5). This occurs
because the strain rate exponent (n) in Eq. 5is less
than one. The total amount of grain growth is very
sensitive to the value of n.

Mechanical Response

Tworate-dependent constitutive equations have
been used for GBS and slip creep,

oMt (P g 6)

.. = A, CXP —Q‘\Yb
08 sbs F T

Eqip = Adip exp( —R%[ ]G"#w Ay, @)

where é“gh\ and é‘,“p are the strain rates for grain
boundary sliding an™d slip creep, respectively; o
is the stress; Ay, Adlips Ny Nulips Pibss and Paiip are
constants; A is the minimum barrier spacing gov-
erning slip creep (typically, the interparticle spac-
ing or the grain size); d is the grain size; Qyp is the
activation energy for grain boundary diffusion;
and Q, is the activation energy for lattice diffusion.
Since the deformation mechanisms represented
by these equations are additive, the total strain rate
can be represented by

émml = é>hp + F_\'llsz' (8)

The mean, linear, intercept grain size is typically
used for the grain size term in Egs. 6 and 7. For fine
grain materials deforming in or near the region of
GBS, the minimum barrier spacing is the grain
size, and thus for these studies, we have assumed
that A equals d. The grain size was obtained from a
time integration of Eq. 1.

Model Implementation and Evaluation

The grain growth kinetics, expressed by Egs. 1
and 5, and the constitutive laws, expressed by
Egs. 6, 7, and 8, were integrated into an existing
material model in the NIKE2D code, called the
Deformation Mechanism Model (IDMM).10 This
material model solves the constitutive equations,
with animplicitsolution procedure. The evolution
of grain size is also solved with an implicit proce-
dure. The numerical methods used in this model
emphasize accuracy, but all of the algorithms are
vectorized for the Cray computer. Generally, the

Table 2 Parameters used in Egs. 6 and 7 for UHCS.

Agbs Qgp’ Ngbs Pgbs
[s~Hpsi)y ™M (um)P| (k] /mole)
1.84x 1073 177 2.27 3.0
Aslip Ql* nulip Pullp :
[s1(psi)™(um) P (kJ/mole)
141 x 1072 252 7.14 3.0

o in psi
dand Ainpm

* determined experimentally

t+ obtained from Ref. 9

speed performance of the DMM is within a factor
of three of NIKE2D model 19, a rate-dependent,
power-law plasticity model.

We have evaluated the performance of the ma-
terial model, using a series of experiments of in-
creasing complexity. The first experiments were
simple tensile tests conducted at constant true strain
rates, and excellent agreement was obtained be-
tween model predictions and experimental data.
The results were reported in our FY-91!! report.
The second set of experiments involved deform-
ing tensile samples through a predetermined strain
rate/strain history. This applied strain/strain rate
history and the resulting stress/ strain response for
UHCS deformed at 750°C is shown in Fig. 8. The
parameters used in Egs.6 and 7 are shown in
Table 2. In Fig. 9, we show the stress/strain rate
behavior of UHCS. In both cases, excellent agree-
ment was obtained between model predictions
and experimental data. A third set of calculations
was done to evaluate the material model on a
sample containing a non-uniform stress state. The
sample had an hourglass shape and was deformed
at two different constant extension rates. At one
rate, GBS was the dominant deformation mecha-
nism, and at the other rate, slip creep was the
dominant deformation mechanism. The extension
rates are indicated in Fig. 10, which shows con-
tours of constant grain size (Figs. 10aand 10b) and
constant strain rate (Figs. 10c and 10d) after an
extension of x in. The sample deformed in the slip
creep region has started to neck, and the contours
of strain rate are highly localized. The sample
deformed in the region of GBS has avoided neck-
ing (exhibited characteristics leading to superplas-
tic behavior) by distributing the strain rates
throughout the hourglass region.
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Conclusions

We draw four conclusions from our work:
The dependence of grain growth rate on
strain rate for superplastic UHCS and cor-
onze falls on a master curve, as originally
proposed by Wilkinson and Caceres2 In
the copper alloy, the transition in grain
growth rate froma power-law dependence
on strain rate to an upper limiting rate oc-
curs at the transition from GBS-dominated
behavior to slip-creep-dominated behav-
ior. The transition to an upper limiting rate
(d in Fig. 3) can occur because of a loss of
superplastic flow ora limiting grain growth
rate defined by grain boundary migration.
For UHCS, within the strain rates studied,
no upper limit was found to the grain
growth rate.
An equation describing the temperature
dependence of the strain-enhanced grain
growth rate has been developed. The equa-
tion predicts grain growth rates that agree
well with experimental data. For Coronze,
strain-enhanced grain growth appears to
be independent of temperature in the inter-
mediate region. In the high strain rate re-
gion, the strain-enhanced grain growth rate
appears to have an activation energy equal
to the activation energy for grain boundary
diffusion .
A material model has been developed that
combines the temperature-dependent grain
growth law described above and mecha-
nism-based constitutive equations.
This model was incorporated into the
NIKE2D code, and validation experiments
show excellent agreement between model
calculations and experimental data.
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Microwave and
Pulsed Power

The goals of the Microwave and Pulsed Power
thrust area are to identify realizable research and
development efforts and to conduct high-quality
research in those pulse power and microwave
technologies that support existing and emerging
programmatic requirements at Lawrence
Livermore National Laboratory (LLNL).
Our main objective is to work on nation-
ally important problems while enhancing
our basic understanding of enabling tech-
nologies such as component design and
testing, compact systems packaging, ex-
ploratory physics experiments, and ad-
vanced systems integration and perfor-
mance. During FY-92, we concentrated
our research efforts on the six project areas
described in this report.

1. We are investigating the superior electronic
and thermal properties of diamond that may
make it an ideal material for a high-power, solid-
state switch.

2. We are studying the feasibility of using
advanced Ground Penetrating Imaging Radar
technology for reliable non-destructive evalua-
tion of bridges and other high-value concrete
structures. These studies include conceptual de-
signs, modeling, experimental verifications, and
image reconstruction of simulated radar data.

3. We are exploring the efficiency of pulsed
plasma processing techniques used for the re-
moval of NOx from various effluent sources.

4. We have finished the investigation of the
properties of a magnetically delayed low-pres-
sure gas switch, which was designed here at
LLNL.

5. We are applying statistical electromagnetic
theory techniques to help assess microwave ef-
fects on electronic subsystems, by using a mode
stirred chamber as our measurement tool.

6. We are investigating the generation of
perfluoroisobutylene (PFIB) in proposed CFC re-
placement fluids when they are subjected to high
electrical stresses and breakdown environments.

E. Karl Freytag
Thrust Area Leader
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Pulsed Plasma Processing of Effluent
Pollutants and Toxic Chemicals

George E. Vogtlin
Defense Sciences Engineering Division
Electronics Enginecring

We are exploring the efficiency of pulsed plasma processing in the removal of NO, and other
pollutants. Our ultimate goal is a flow-through system where gases would be treated during a
single pass. We are currently using a closed-loop system with mixtures of bottled gas. The
closed-loop system permits testing of processes, without a requirement for the development of
complex and expensive power supplies for the one-pass treatment. We have constructed a new
processor this year that can accommodate many electrode shapes at temperatures up to 400°F.

introduction

The efficient removal of NO, from effluent sourc-
s is essential to meet the requirements of the
Clean Air Act. NQO, is a mixture of nitric oxide,
NO, and nitrogen dioxide, NO». We are exploring
the efficiency of pulsed plasma processing in the
removal of NO, and other pollutants. Pulsed plas-
ma appropriate for processing is generated by a
short high-voltage pulse between two electrodes.
The electrons from this discharge create radicals
from the air molecules. These radicals can then
react with the pollutants to give harmless or re-
movable substances.

Our ultimate goal is a flow-through system
where gases would be treated during a single pass.
We are currently using a closed-loop system with
mixtures of bottled gas. The closed-loop system
permits testing of processes, without a require-
ment for the development of complex and expen-
sive power supplies for the one-pass treatment.
Wealsobelieve that flow through the reactor should
be in turbulent flow. Turbulent flow means that all
the gases in the processor flow through at the same
velocity, including that at the wall. The closed-
loop system permits these high flow rates without
an extensive gas-mixing and heating system.

Progress
Experimental System

The experimental system permits the introduc-
tion of various gas combinations prior to testing.

Analysis can be conducted during or after these
tests. We have constructed a new processor this
year that can accommodate many electrode shapes
at temperatures up to 400°F. This processor is
shown in Fig. 1.

Electrode geometries can have a crucial role in
the efficiency of this process. It is essential to effi-
ciently couple the energy uniformly into the gas.
The geometry can affect the power supply cou-
pling efficiency, the discharge uniformity, and the
pressure losses due to turbulence.

EZ.. —
i

High-voltage feed Kib

Rogowski -\

2-inch
. outer
R 5 tube
esistive B
monitor /
ﬁ = Gas
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* Wire

% r'ﬁ" 'ﬂ‘] anode
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Figure 1. Processor
for removing effluent
pollutants.
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Figure 2.
Electrode geometry
for processor.
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The processing chamber has been designed with
an outer pipe two inches in diameter. This tube can
be used as an electrode; other geometries of small-
er dimensions can be placed inside. The reaction
chamber can be increased in length as needed to
match the impedance of the high voltage feed to
that of the processor, for maximum energy trans-
fer. Configurations tested for NO removal are
shown in Fig. 2.

Nitric Oxide Removal

We measure the efficiency of removal in eV/
molecule. The performance of the removal in ev/
NO molecule is a function of the NO concentra-
tion. We are presently charging the system to ap-
proximately 600 ppmv (parts per million by
volume). NO reacts with itself in the presence of
air, and the change in concentration is proportion-
al to the square of the concentration. This means
that the natural rate of NO reduction at 500 ppmv
is 25 times that at 100 ppmv. This effect must be
subtracted from the reduction due to pulse plasma
processing. The natural reduction of NO has a

Figure 3. Nitric ox-
ide removal. Plots
show data from NO
and NO, processing.
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negative temperature coefficient, which means the
reduction is less at higher temperatures. At room
temperature, the natural decay at 500 ppmv is
approximately equivalent to 20-pulses-per-second
pulse plasma processing. We feel the present sys-
tem gives good data to the 500 ppmv level and can
go to higher ppmv at higher temperatures. The
efficiency of NO removal has shown to be sensi-
tive to concentration. Figure 3 shows this effect. It
appears that the removal of NO, increases once
the NO has been removed.

Initial measurements will be made with the
closed-loop system; however, we intend to con-
vert this system to a flow-through system, which
will permit steady-state mixing.

Additives: N-octane and Water

The addition of n-octane has improved the effi-
ciency of NO removal. Figure 4 shows efficiency
improvements with 0, 1850 ppmv of n-octane.
N-octane is similar to gasoline and has a flamma-
bility limit of 8000 ppmv at room temperature. The
addition of n-octane, suggested by R. Atkinson,!
uses a process that effectively burns organics by
recycling the OH radical. This process should be
possible with many organic compounds. It seems
likely that the work by Fuijii,2 using an oil that is
vaporized in the processing chamber, is a similar
process.

Tests to date have been with dry air and with
approximately one percent water. The tests with
dry air have an efficiency similar to wet air. We
plan tests in the near future with water up to eight
percent by volume at 200°F.

Diagnostics

Diagnostic systems have been used to analyze
the light emissions of the discharge. These include
a monochrometer and an open shutter camera.
Devices to measure the results of chemical reac-

Foaracering Rescarch Develooment and Technology
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Figure 4. Results from n-octane addition in NO removal.

tions include a chemical NO, meter, a chemilumi-
nescence NO, meter, and an IR and FTIR analyzer.

The measurement of energy is essential to de-
termine the efficiency. We measure the energy by
recording the voltage and current as a function of
time, and then integrate the product. This gives us
the joules rer pulse. The pulse rate is measured by
a counter. The total energy in any time period is
then the product of the time pulse rate and joules
per pulse. To prevent reflections, a load resistor is
included at the end of a short transmission line,
where the voltage is measured with a voltage
divider. The current is measured with a (.1-Q
resistor in the return path,

Applications

Diesel Application. The application of this tech-
nology to diesel exhaust cleanup poses many chal-
fenges due to weight, size, life, cost, and efficiency
requirements. We are developing power supplies
with similar requirements as part of the Laser
Isotope Separation Program at Lawrence Liver-
more National Laboratory. It may be possible to

Engineering Rescarch Development and Technolopgy
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meet these requirements if the etficiency of NO,
removal is sufficiently improved. Our goal would
be to remove the required NO, with less than two
percent of the engine power output. This would
require 8 hp or 6 kW fora 400 hp engine.

The efficiency of the overall process is the key to
diesel applications. The higher the efficiency, the
more likely this process will be practical. It may be
that the electrical energy can be generated by ther-
mal-electric generators that use the engine waste
heat. These devices would require no loss in en-
gine power to clean the exhaust.

Other pollutants may be removed or destroyed
by this plasma process. Itis likely that fuel droplets,
carbon monoxide, and volatile organic hydrocar-
bons may be oxidized to harmless compounds. It
may also be possible to remove particulates using
this process in the presence of liquid droplets.

Coal-Fired Power Plants. This technology can
be applied to coal-fired power plants. It may be
possible to simultaneously remove NO,, SO, mer-
cury, and particulates from the effluent. The re-
moval of both NO> and SO, would be
accomplished by their reaction with ammonia.
This reaction gives ammonium sulfate and nitrate,
which can be sold as fertilizer.

The critical issue in this application is cost. It
must be competitive with other processes. Im-
provement of efficiency results in reduced capital
costs and operating costs. Our primary goal is
improvement of the efficiency of simultaneous
removal of NO, and SO..

Other Applications. There are many applica-
tions for pulsed plasma processing. These include
destruction of volatile organic hydrocarbons, elim-
ination of hydrogen sulfide from fuel gases, and
others where plasmas can induce or accelerate a
chemical reaction.

. Roger Atkinson, Cliem. Rev. 85,69 (1985).

I

K. Fujii, 19th Int. Conf. Phenomena in lonized
Gases (11 Cioceo, Ttaly), 1991,
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Ground Penetrating Imaging Radar
for Bridge Inspection

John P. Warhus, Scott D. Nelson,
and Jose M. Hemandez

Defense Sciences Engineering Division
Electronics Engiieering

Hua Lee and Brett Douglass
Electronic and Computer

Engineering Departinent

University of California Santa Barbara

Erik M. Johansson
Laser Engineering Division
Electronics Engineering

We have developed conceptual designs, completed requirements analyses, and performed
experiments, modeling, and image reconstructions to study the feasibility of improving ground-
penetrating imaging radar technology for efficient and reliable nondestructive evaluation of
bridges and other high-value concrete structures. In our feasibility study, we made experimen-
tal measurements of frequency-dependent electrical properties of cement, from which we
derived an clectromagnetic (EM) model for concrete, to use in system-level simulations. We
performed parameter studies to evaluate key system design issues, using two- and three-
dimensional, finite-difference, time-domain EM analysis codes to simulate an ultra-wideband
synthetic aperture radar and produce simulated radar data for a variety of concrete structures.
Images produced from simulated radar data were analyzed to evaluate important radar system

performance parameters and characterize imaging algorithms we are developing.

introduction

Ground-penetrating, imaging radar (GPIR) radi-
ates verv-short-bascband {ie, without a high fre-
quency carrier) electromagnetic (EM) pulses into
ground media such as soil and conerete to probe for
features of interest, without disturbing the media.
This technology is attractive for use as a bridge in-
spection tool because it is non-contacting and can
produce high-resolution reconstructed images of im-
bedded structural features using a vehicle moving at
highway speeds. However, the full capability of the
technology has not been exploited at a commercial
level. Limitations preventing current ground-pene-
trating radar (GPR) systems from being more widely
used for bridge inspection include difficult data inter-
pretation (no image reconstruction); inaccurate depth
and position measurement; relatively poor spatial
resolution; and limited area coverage, which limits
operating efficiency.

topineering Research Dovetopment

In animproved bridge inspection GPR system,
amobile ultra-wideband (UWB) radar gathers data
for high-resolution image reconstruction of fea-
tures and defects embedded within the structure.
Performance enhancements are achieved by in-
creasing transmitted pulse bandwidthand power,
using receiving antenna arrays and synthetic aper-
ture radar processing techniques, and adding high-
resolution imaging.

An advanced GPIR and imaging system has
the near-term (2- to 4-year) potential of addressing
critical national and international needs for reli-
able, cost-effective nondestructive evaluation of
bridges and other reinforced concerete structures.
There are more than 578,000 highway bridges in
the U.S, and more than 40”0 of them are either
structurally deficient or functionally obsolete.!
These conditions limit usefulness and can pose a
safety threat to the bridge users if the bridges are
not properly monitored and maintained.

trd Technoiog,y
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Figure 1. GPIR
bridge inspection
concept.
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The bridge deck and its wearing surface are the
most vulnerable parts of any bridge, undergoing
damage from routine service. They are particular-
ly wellsuited for inspection using a vehicle-mount-
ed inspection system. The deck has a shorter
average service life (35 years) than the bridge itself
(68 years). The wearing surface, which provides
the driving surface and protects the deck beneath
it, is usually designed to be replaced many times
over the life of the bridge. Concrete slabs with
concrete or asphalt cover are the most widely used
decks and wearing surfaces in all types of bridge
construction.?

Our approach in this study has been to use
system-level design, supported by experiments
and analytical modeling, to evaluate key system
performance parameters and requirements ar! to
determine feasibility.

Progress

During FY-92, our efforts were aimed at defin-
ing requirements forimproving GPIR performance
and evaluating the capability of available technol-
ogies to satisty those requirements. We developed
an overall system design concept for an improved
inspection system and analyzed its requirements.
We investigated the electrical properties of cement
(a key constituent of concrete) to develop a model
for concrete and to gain insight into imaging en-
hancement and correction issues. We modeled
radar systems and concrete target structures to
simulate and evaluate interactions of UWB pulses
with clutter sources (aggregate in the concrete,
concrete surface retlections, antenna cross-cou-

store

Image §
processing
and display

Ultra-
wideband
transmitter

pling)and targets (structural features like reinfore-
ing bars, or flaws like voids or delaminations).
Using analytical capabilities that were improved
during FY-92, we also conducted parametric stud-
ies toevaluate imaging resolution and performance
issues, especially with respect to dispersion effects.

Our FY-92 work showed that current technolo-
gies can provide the performance required to im-
plement an improved GPIR with some limited
needs for technology development. Additional de-
velopment work is required in image reconstruc-
tion and enhancement, UWB antennas and arrays,
and low-power, high-repetition-rate UWB trans-
mitters. Our assessment of these developmental
needs indicates a high probability of success in
achieving project goals.

System-Level Requirements Analysis

To establish a design bascline for our feasibility
study, we formed a basic system-operational con-
cept from which a system conceptual design was
developed and pertormance requirements were
defined. Basic operational concept guidelines in-
cluded: (1) the inspection vehicle moves over the
bridge deck ata speed of at least 30 mph; (2) data is
acquired for one traffic lane-width of bridge deck
with each pass of the vehicle; (3) bridge deck struc-
tures are inspected to a depth of 0.5 m; (4) images
are reconstructed in three dimensions, with reso-
fution on the order of 50 mny; and (5) image recon-
struction is done off-line, at rates permitting 10 to
20 bridges to be covered per day.

As shown in Fig. 1, a transmitting antenna and
a lincar array of receivers travel over the bridge

Enginvering Research Devedopment and Techuolugy
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deck surface, sweeping out a traffic lane-wide syn-
thetic aperture. Data recorded from the receivers is
transferred via multiple data streams to a mass
data storage subsystem, from which it can be ac-
cessed for image reconstruction. Image processors
in the vehicle or at centrally located processing
centers, reconstruct three-dimensional (3-D) imag-
es of the bridge deck structure for evaluation by a
bridge inspector. Images for a bridge 100 m long
and four lanes wide are reconstructed in less than
an hour.

Mobile data acquisition, at speeds approaching
highway speed limits, will permit efficient and
cost-etfective evaluation of large areas of bridge
decks in very short times. Evaluation of recon-
structed images produced from the radar data will
allow bridge inspectors to determine bridge con-
ditions, and prioritize maintenance and repair ac-
tivities and expenditures on the basis of high-quality
inspection data.

A more detailed system-level concept is illus-
trated in block diagram form in Fig, 2. Key system
requirements that we identified and defined for
this design include: receiver dynamic range and
minimum discernible signal; the number of re-
ceiving channels (and array clements) required to
achieve the desired traffic lane-width coverage
and image resolution; peak and average transmit-
ter power; transmitted waveform characteristics;
transmitting antenna characteristics and pulse rep-
etition frequency; data acquisition and transter

Enpgrinecrong Researolhe Development

per array element

rates; and computational power required to pro-
vide efficient image reconstruction turn-around.

Material Characterization

To better understand the problem of collecting
radar data and producing images of features em-
bedded inalossy heterogencous material like con-
crete, we performed broadband (0.1 to 4 GHz)
S-parameter measurements of transmission (at-
tenuation) and reflectivity of coment samples, These
measurements were made with a network analyz-
erand a coaxial line in which the dielectric materi-
al surrounding the center conductor was formed
from cement. From the S-parameter data, we cal-
culated the complex dielectric constant. Many mea-
surements were made over a period of about nine
months to observe variations of these properties as
the cement cured.

Figure 3 shows typical results of measurements
and calculations for a cement sample at cight and
204 days after it was poured. The decreases in
relative dielectric constant (¢,) and attenuation over
time reflect the reduction of the amount of free
water within the curing coment. Important conse-
quences of the frequency dependence of ¢ and
attenuation are that conerete is dispersive and acts
as a bandpass filter. Dispersion distorts the propa-
gating and scattered EM waves in the media by
reducing risetime and increasing pulse width, and
attenuation reduces the effective bandwidth of the

priat Doy oy,
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Figure 2. Improved
GPIR block diagram.
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Flgure 3.

(a) Measured trans-
mission (S21) and
reflection (§11), and
(b) calculated rela-
tive dlelectric con-
stant (¢,) for cement
sample.
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Figure 4. Results
from (a) 1-D experi-
mental data and

(b} 1-D cement mod-
el
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EM energy. These effects degrade the resolution of
images reconstructed from the UWB radar data
and cause errors in depth measurement.

Data obtained from these measurements were
useful in defining the dominant clectrical parame-

Ground Penetrating Imaging Radear tor Bridge Inspection

ters of conerete required for accurate modeling
using analytical codes like AMOS or TSAR. In
addition, knowledge gained from these measure-
ments provided insights into ways in which cor-
rection and enhancement of radar data can be
achieved.

Modeling and Image Reconstruction

A key element in our studies of system perfor-
mance requirements was EM maodeling of radar
system components and targets. Our modeling
requirements included needs for one-, two-, and
three-dimensional simulations. Those require-
ments covered a variety of issues important to our
feasibility study, including: developing and vali-
dating an EM model for concrete; modeling com-
plex bridge-like structures to support our image
reconstruction algorithm development effort by
providing a means to evaluate algorithm perfor-
mance; and performing trade studies that exam-
ined radar system configuration options and
performance parameters.

To satisfy our requirements, we used two fi-
nite-difference time-domain EM analysis codes,
which were developed and are maintained by
Lawrence Livermore National Laboratory. Those
codes, AMOSand TSAR, permitted us to evaluate
awide range of technical issues, without requiring
the investment of limited project resources to pro-
duce physicat hardware or execute numerous ex-
periments. In support of our need to maodel a
dispersive material, both codes were upgraded to
permit modeling EM wave propagation and scat-
tering ina medium whose dielectric properties are
frequency dependent.

By combining results from carly material char-
acterization experiments with analytical model-
ing tools, we developed an EM model for conerete.,
Permittivity data derived from material character-
ization measurements were used ina one-
dimensional (1-12) model to simulate those mea-
surements. Figure4 is a plot of measured data
overlaid with results from the 1-D model, show-
ing good agreement between measurements and
the model.

To extend these results to two dimensions, an
additional experiment was performed. UWB puls-
es were launched through a concrete block, using
a broadband antenna, and detected and recorded
on the other side of the block with a UWB sensor
and recording system. A two-dimensional (2-1)
maodel of the experiment was constructed and run
using AMOS. The model used the complex per-
mittivity data trom the 1-D case, and included

Enginecring Research Desvelopment and Technology



such details as the antenna beamwidth, radiated
clectric field waveform, dimensions of the block,
dispersive effects of the coment, and clutter effects
produced by the aggregate within it Figure 5
shows plots of both the experimental meastre-
ments and simulated results. Again, fairly good
agreement between experiment and simulation
provided validation of the concrete EM model.

After confirming the validity of our 2-D EM
model for concrete, this analvtical tool was used
eatensively to evaluate radar svstem design pa-
rameters and image reconstruction algorithm per-
formance. Parametric studies we conducted using,
this model are summarized in Table 1. Image re-
constructions were made from the simulated ra-
dar data for most of the cases listed in the table.
The images aided assessments of the impacts of
design parameter changes on overall system per-
formance and complexity, and in evaluating im-
age quality for specific imaging techniques.  In
addition to the studies listed in the table, 2-D simu-
lations permitting evaluation of air/concrete
boundary and antenna cross-coupling effects, and
of the impactof using multiple transmitters as well
as multiple receivers were also run. These studies
helped to confirm conceptual design conclusions
and permitted us to consider other more complex
svstem configurations,

Anexample of results from one important study
is shown in Fig. 6. A series of simulations was run
in which a single target of fixed size was embed-
ded at increasing depths within the concrete. The
purpose of this series was to evaluate imaged
range and cross-range resolution of the reconstruct-
ed target and to assess the accuracy of the position
location of the target after corrections for disper-
sion etfects had been made. The image sequence
was reconstructed using a multi-frequency holo-
graphic method, which includes a correction for
the effects of dispersion.

Ground Penetratmg Imaging Radar for Bridge Inspection < Microwave and Pulsed Power

Table 1. Model-based parametric studies.

Parameter Variations

Radiated pulsewidth

Arrav clement spacing,

spatial sample rate Sto45mm

Target cross-section size Sto75mm
Target depth
10 to 500,

Clutter source (aggregate) density

Target density /type

10010 1000 ps

10to 150 mm

No targets, | void, 2 rweinforcing

bars (rebars), 2 rebars plus 1 void, a

rebar grate, and rebar shaded from

1M radiation by other rebars

The degrading eftects of dispersion and fre-
quency-selective filtering on resolution are clearly
shown in these images. As predicted from materi-
al characterization measurements and analysis,
while the target’s dimensions remain fixed, its
image increases in size in both down-range and
cross-range directions as its depth increases. How'-
ever, careful analysis of the images shows that the
target depth, as indicated by the peak of the imagge
intensity, is located quite accurately when disper-
sion corrections are applied. The only exception is
the case very close (10 mm) to the transmitter and
receiving array. The most likely cause for the error,
in that case, was EM wave interterence that oc-
curred because the reflected pulse from the target
was incident on the receiving antennas, while the
tail of the transmitted pulse was still propagating
past the receivers.

The three-dimensional (3-1) EM modeling of-
fort was started late in the year, to support testing
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Figure 5. Results
from (a) 2-D experi-
mental data and
{b) 2-D concrete
model.
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Figure 6. 2-D image *Transmitter

sequence of rebar .

target at increasing /L\ /kRecelver array
depths. s s s es s

<¢———— Down range

Cross range ~———————»

Simulated Reconstructed
depth (mm) image
depth (mm)

10 16
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Figure 7.

(a) Physical model of @)
four rebars in free

space and

(h) volumetric ren-

dering of 3-D image
reconstruction.
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of 3-D image reconstruction software. Very simple
physical models were used in the early tests. An
example of a test case is shown in Fig. 7. in which
four rebars, three of which have gaps, are assem-
bled in free space. This simple model permitted
evaluation of the imaging software without in-
cluding the complicating effects of clutter, disper-
sion, and filtering. After the image was
reconstructed, it was processed and enhanced with
some rudimentary techniques to provide a means
for viewing the 3-D rendering as shown in the
figure.

Images of the rebars are clearly visible in the
rendering; however, the gaps in the bars are not.
The gaps are not seen in the rendering because
they did not produce any reflection of the EM
energy launched in the simulation, and the energy
scattered from the rebars tends to fill in the voids.
In the case where air-filled gaps in rebars are em-
bedded in concrete, we do expect to detect and
image the gaps because the air/concrete interface
at the gap will produce a significant phase re-
versed reflection.

Future Work

Our continuing efforts are aimed toward a field
demonstration of a limited-capability prototype
system late in the next fiscal year. To support that
effort, we will complete a series of experiments to
confirm key modeling results and verify system
design parameters. Those experiments will be con-
ducted using a concrete test slab that was designed

Engingering Research Development and Technology < Thrust Area Report FY92

to simulate bridge construction features, and in
which weembedded several flaw simulants. UWB
antenna and transmitter development will be pur-
sued, and image reconstruction algorithm devel-
opment, testing, and refinement will continue with
the goal of having optimized radar hardware and
imaging code available late in the year to support
the demonstration. A low-cost prototype system
will be designed to permit demonstration of base
data acquisition and image reconstruction perfor-
mance. The objective of the demonstration will be
to show improved performance in resolution, and
accurate reconstruction of embedded structure.
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The superior electronic and thermal properties of diamond make it an ideal material for a
high power solid-state switch. Our FY-92 goals were to identify and address technical issues
that could potentially limit the anticipated performance of electron beam-triggered, high power
switching in diamond. In particular, we concentrated on the role of contacts and non-linear
effects at high electric fields, electron beam range in diamond, and carrier transport modeling.

Introduction

The superior electronic and thermal properties
of diamond make it an ideal material for a high
power solid-state switch. We predict that an elec-
tron beam-controlled diamond device could switch
well over 100 kW average power, at megahertz
repetition rates, with greater than 95% efficiency
and voltages greater than 5 kV.

High power diamond switches could signifi-
cantly increase the performance of high power-
switched power supplies, modulators, and power
converters. Commercial applications include high
power radar, control for electric vehicles, high pow-
er industrial controllers, and possibly solid-state
switching at utility substations.

The crystal structure of diamond is relatively
well characterized. [t is a semiconductor with a
band-gap of 55¢V at 300K. By comparison, the
band-gap of GaAs is 1.4 eV. The high band-gap of
diamond results in a small dark current compared
to Si or GaAs. As a result, the breakdown field or
holding voltage is very high, i.e., 1-10 MV/cm.
The electron and hole mobility are approximately

Engineering Research Development and Technology <

2000 cm2/Vs. At room temperature, diamond has
the highest thermal conductivity of any solid,
20 W/Kcm, about five times that of copper.
The electronic properties of chemical vapor
desposition(CVD) diamond now exceed those of
the best natural diamond (Table 1). CVD diamond
substrates can be cooled using microchannel cool-
ing, a highly effective thermal management tech-
nology developed at Lawrence Livermore National
Laboratory (LLNL). When the electronic proper-

/ Diamond switch

e-beam

- JES
-

Pulse bias

Thrust Area Report FY92

Figure 1. Electron
beam-controlled
switch. In our
switch, 100 keV
electrons are ab-
sorbed in a thin dia-
mond film, and by
lonization, generate
a high concentration
of electric carriers in
the diamond.
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Table 1. Electronic properties of diamonds.

~ Single-crystal Homoepitaxial film
. natural I-A B B
Thickness 25-500 pum 1x1x3 mm? 120 um
Grainsize 10-100's tm single-crystal single-crystal
Electrical 105-10" > 10% > 101
resistivity (£-cm)
Lifetime (ps) 100-800 100-1000 150
Mobility (cm?/Vs) 500-4000 2800 3000
Raman 1330-1334 1332.4 peak 1332/cm peak
FWHM4-9/cm (FWHM 2.4/cm) (FWHM 2.9/cm)

ties of diamond and its superior thermal proper-
ties are combined with microchannel cooling and
the rapid advance in CVD technology, diamond
becomes an excellent solid-state material for ad-
vanced, high performance power electronics.

Progress

In our switch (Fig. 1), a high concentration of
carriers (corresponding to kA’s/cm?) are created
by ionization when a high voltage, low current

1

]

35 mm thick
natural I[I-A
diamond

10
Voltage (V)

| |

-1 10°
Voltage (V).

Figure 2. Dark current vs applied voitage for 351.m natural /-A diamond film. The
current increases rapidly once the trap-filled limit is reached (~200 kV,/cm). Similar
results were obtained for 504:m-thick diamord, but the dark current increased rapid-

ly at about 4

7-14

electron beam is absorbed in the diamond film.
The controlling electron beam can be generated
and modulated at megahertz frequencies by com-
pact, long-life, commercially available grid-con-
trolled thermionic cathodes. As an alternate to
thermionic cathodes, recent research and develop-
ment of new high-current-density electron sourc-
es, such as ferroelectric cathodes, micro-field
emission cathodes, and even diamond field emis-
sion cathodes, could potentially be combined with
a thin film diamond to create a very compact,
robust, high power solid-state diamond switch.

Our FY-92 goals were to identify and address
technical issues that could potentially limit the
anticipated performance of electron beam-trig-
gered, high power switching in diamond. In par-
ticular, we concentrated on the role of contacts and
nonlinear effects at high electric fields, electron
beam range in diamond, and carrier transport
modeling. Our work is a combined effort with
researchers at Old Dominion University at Nor-
folk, Virginia, and at LLNL.

Contacts and Nonlinear Effects

Diamond is normally thought to be an excellent
high voltage insulator. However, we have shown
that for both natural and CVD diamond on silicon,
the dark current (no electron beam-generated car-
riers) increases by 10-11 orders of magnitude at
high electric fields.

For natural II-A diamond, the stror:g nonlinear
increase starts at 200-kV /cm for 35 pm-thick dia-
mond (Fig. 2) and at 400-kV /cm for 50 pm-thick
diamond. We believe that this threshold corre-

Thrust Area Report FY92 % Engineering Research Development and Technology
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Figure 3. Drift-diffusion modeling resulits. A model based on
charge injection qualitatively predicts the rapid increase in
current at high electric fields.

sponds to the trap-filled limit. The thickness de-
pendence correlates well with photoelectronic the-
ory where the trap-filled-limit electric field is
proportional to the square of the material thick-
ness. As the field is further increased, dark current
is dominated by charge injection at the contacts.
Both our qualitative and more comprehensive drift-
diffusion modeling results (Figs. 3 and 4) predict
these results. At even higher fields, a negative
differential resistivity phase quickly leads to de-

6
w | 1 |

- Diamond dark current
Ng 2 * 100 um thick ]
P 10 ¢ Natural [I-A
=
@ ol -
£ 10
5
bt
E 100 [~ ]
o

10 L

10° 10’ 10 10° 10*

Voltage (V)

Figure 4. Drift-diffusion modeling results. Data from our
drift-diffusion model with injecting contact and deep trap
centers agree with the behavior observed qualitatively and
experimentally.
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Figure 5. Dark current vs voltage for 1 .um-thick CVD dia-
mond on n-silicon. The onset of rapidly increasing dark cur-

rent depends on the polarity of the bias. When the silicon is

biased negative, the hold-off voltage is highest.

struction of the switch, most likely due to current
filaments.

Similar to natural diamond, the dark current
in CVD diamond on a heavily doped (~10'®
em™) n-silicon increases rapidly at high fields
(Fig. 5). However, the electric field threshold was
in excess of 0.9 MV/cm, much higher than that
for natural diamond, and it depends strongly on
the bias polarity. Apparently silicon is a very
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Figure 6. Voltage vs
time for electron
beam-switched,
351um-thick, natural
I-A diamond at two
different bias levels.
At the lower fleld (a),
the conductlvity fol-
lows the electron
beam, but at the
higher field (b), the
current continues af-
ter the beam is
turned off, due to
charge injection.
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Figure 7. Electron beam-induced conductivity in 11um-thick
CVD diamond on n-silicon for opposite polarities. When the
n-silicon is negative (a), the switch conductivity follows the
beam current. However, when the n-silicon Is positive (b), the
switch conductivity persists after the beam Is turned off,

good blocking contact.

Dark current in diamond is highly dependent
on carrier recombination and trapping at deep
energy levels in the diamond and whether con-
tacts are blocking or injecting.

Electron Beam-Induced Conductivity

When the natural diamond switch is irradiated
with an electron beam, the switch conductivity fol-
lows the beam profile at lower electric fields; but at
higher fields, the switch remains conducting when
the beam is turned off (Fig. 6). At even higher fields,
the switch failure is likely due to filamentary current.
Webelieve this corresponds to operation in the nega-
tive differential resistivity mode.

When irradiated with an electron beam, the
conductivity of the CVD diamond follows the
beam profile (Fig. 7) up to 1.8 MV /cm when the
silicon is biased negative. However, when the sili-
con is biased positive, the CVD diamond remains
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Figure 8. (a) Monte-Carlo calculations of 150-keV electron
beam penetration in 351:m diamond. Scattering effects in a
254m Ti anode foll are included. (b) Transmission of the
electron beam in a 351um-thick natural diamond film. The
electrons are completely absorbed at about 130 keV.

conducting even when the beam is turned off.

Based on these data, it appears that CVD dia-
mond on silicon may limit carrier injection, thus
enabling us to switch higher voltages.

Based on our current data, we should be able to
switch voltages ranging from 400 to 4000 V. If the
lock-on field can be extended 5-10 times by tailoring
the diamond growth and contacts, we may be able to
produce an on-off switch operating at 20 to 40 kV.

To hold-off and switch higher voltages, we
must extend the onset voltage threshold of the
rapidly increasing dark current by using better
blocking contacts.

Electron Penetration Depth

Electron penetration depth determines the max-
imum diamond thickness for a given electronbeam
energy. The diamond thickness in turn determines
the maximum hold-off voltage.

Modeling results show that the penetration
depth for 150 kV electrons in diamond is about

Thrust Area Report FY92 < Engineering Research Development and Technology
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35 pum (Fig. 8a). These results are confirmed by our
experimental data (Fig. 8b).

Future Work

To switch the highest possible voltage and pow-
er, we must extend the electric field threshold of
the nonlinear increase in dark current. This will be
accomplished with non-injecting contacts (block-
ing contacts) and by understanding and control-
ling deep-trap center impurities in the diamond
switch. We will concentrate our efforts on CVD
diamond grown on highly doped silicon and de-
termine how voltage hold-off scales with diamond
thickness.

Engineering Research Development and Technology % Thrust Area Repart FY92

We will obtain data on deep-center impurities
and defects in diamond by using Electron Beam-
Induced Current Transient Spectroscopy (EBICTS).
EBICTS spatially resolves the activation energy
and density of deep-level traps. These data will be
used in our drift-diffusion models that calculate
carrier transport in diamond at high electric fields.

Finally, we will construct a prototype switch to
demonstrate kilovolts switching indiamond and a
range of hundreds of amperes.

1. RH. Bube, Photoelectric Properties of Semiconduic-
tors, Cambridge University Press (Cambridge, En-
gland), 1992.
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We have developed a unique test-stand for quantifying the generation of perfluoroisobutylene
(PFIB) in chlorofluorocarbon (CFC) replacement fluids when they are subjected to high
electrical stress/breakdown environments. PFIB is an extremely toxic gas with a threshold limit
value of 10 ppbv as set by the American Conference of Governmental Industrial Hy gienists. We
have tested several new fluids from various manufacturers for their potential to generate PFIB.
Our goal is to determine breakdown characteristics and quantify toxic by-products of these
replacement fluids to determine a safe, usable alternative for present CFC’s. We are currently
working with 3M, DuPont, and Ausimont, key manufacturers of these replacement fluids, to
test them for potential PFIB generation.

Introduction industry, as well, as a refrigerant for vehicle air
conditioners. Although several replacements for

Restrictions on the use of chlorofluorocar- — existing CFC's do exist, many of these replace-
bons (CEC’s) worldwide, nationally, and at Law-

rence Livermore National Laboratory (LLNL) Worldwide CFC usage Figure 1. Worldwide
will have an enormous impact on industry and 750,000 metric tons use of CFC. Total

use is 750,000 met-

government laboratories. On September 16, 1987,
ric tons.

several CFC-producing nations including the
United States signed the Montreal Protocol,
which called for the phase-out of production of
CFC’s no later than the year 1997, President
Bush, reacting to scientific data showing the
imminent danger of an ozone hole over the
Northern Hemisphere, ordered the phase-out of
CFC’s by the year 1995, two vears early than the
Montreal protocol.! Worldwide usage of CFC is

Aersol

sprays
15%

Refrigeration
15%

estimated a_t 75(‘,({()() metric t.nn:s2 (scc.Fig. 1). C?:::Ff Vehicle A/C
Almost half of this amount is used cither as %1 20%

cleaning agens in electronic PC board manufac-
turing (24"0), or in the foam blowing industry
(another 24%). The majority of the remaining
CFC use is in refrigeration and acrosol sprays.
CFC’s are used extensively in the automobile

~
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Figure 3. Photo of
test-stand.
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Figure 2. Block diagram of CFC replacement fluid test-stand. The user sets the time or number of pulses for the desired
test: AC, DC, or puise. The output of the corresponding generator is fed through a matching network into the dielectric test
cup. The test cup houses the gap electrodes and contains the fluid under test. Samples are removed from the test cup and
analyzed on a gas chromatograph (GC) or GC mass spectrometer, to quantify the amount of PFIB that was produced, if any.
The voltage across the gap and the coinciding current are digitized and recorded on a computer. There they are analyzed,
and the power and energy are determined.

ments are toxic,* flammable, or highly expensive. In
addition, two replacements, although not toxic, have
been identified as ozone depletion agents, and their
use will be phased out in the near future !

We are studying several new replacement fluids
for CFC’s that would have similar electrical and ther-
mal characteristics. CFC's are currently used as high
voltage electrical insulators and dielectric coolants for
the high-average-power modulators used to drive
the copper vapor lasers at the Atomic Vapor Laser
Isotope Separation (AVLIS) facility at LLNL. Several
substitutes have been suggested to replace these flu-
ids. But a stumbling block associated with these re-
placements is the potential to generate toxic gases,
such as PFIB, when the fluids are subjected to high
electrical stresses and /or breakdowns,

Progress

Over the last year, we designed, fabricated, and
tested the new CFC replacement fluid test-stand,

which was our foremost goal. Work is proceeding on
the compressive data collection and analysis that is
necessary to quantify the toxic by-product produc-
tion for given breakdown conditions. Initial results
from tests conducted with the test-stand show a
linear trend with respect to arc energy. We have
received funding from the Superconducting Super
Collider (55C) for analysis and testing of the cooling
fluid used in their low-energy booster (LEB) cavities.
A more descriptive summary of our progressis given
in the subsequent sections,

Replacement Fluid Test-Stand

We have identified three electrical breakdown/
stress environments that may contribute to PFIB pro-
duction in CFC replacement candidates: AC break-
down; high DC field stress; and pulsed breakdown.
Our test-stand was designed to simulate all three of
these environments. A block diagram and descrip-
tion of the operation of the test-stand are given in
Fig. 2; Fig. 3is a photograph of the test-stand.

Animportanttest thathasapplicationin the refrig-
cration industry is breakdown due to high AC volt-
ages. We have the capability of producing 60-Hz AC,
high voltage breakdown conditions with voltages
ranging from0to40 kV, and any desired gap spacing
across the test cell electrodes. Our capabilities allow
us tosimulate the inside environment of the ordinary
retrigeration compressor/ motor assembly.

High DC field stress occurs in many situations
where there are high voltages present. Electrical arc-
ing is not associated with these conditions; however,
there can be extremely high fields and corona onset.
With our system, we are able to generate these high
pre-breakdown fields in the fluid-under-test for any
presettime limit. After the given time limit, the fluid is
analyzed for PFIB formation.

Engineering Rescarch Development and Technnlogy
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Pulsed breakdown environments are produced
with many high voltage modulators. Typically, these
modulators are used for driving radars, lasers, and
accelerator cells. We have a wide range of pulsed
conditions that can be produced with our present
test-stand. In addition to being able to produce the
pulsed conditions mentioned, we have implemented
acomplete electrical diagnostic system for measuring
the breakdown voltage, discharge current, arc pow-
er, and energy that are associated with each pulse.
Through the use of the data that is recorded by the
diagnostics, we are able to correlate the quantity of
PFIB produced with the pertinent control variables,
suchas voltage, current, pulse-width, pulse repetition
frequency (prt), and energy.

Experimental Results

Measurements have been made on a candidate
replacement fluid for the copper vapor laser modula-
tors. The fluid was subjected to a 30-kV pulse at a
pulse repetition rate of 75 Hz, with a full-width half-
maximum of 100 ps. A 10-mil gap spacing with brass
clectrodes conforming to ASTM standards™ was used
for testing. The dielectric test cup was filled with
85ml of the fluid under test. Samples were taken
from the dielectric test cup before exciting the fluid, at
20KV, 40 kV, and 100 kV pulses. Between cach sam-
pleinterval, the voltage and current wavetorms were
recorded, and the instantancous power and energy
were calculated for the arc. A typical data set is
illustrated in Fig. 4.

There are two loss mechanisms associated with
the arc discharge: resistive/inductive phased losses
and conduction loss. The resistive/inductive phase
losses are produced during the time the voltage col-
lapses across the gap and the current begins to rise.
During this phase, there is a power and energy loss
associated with the instantancous current rise and
voltage collapse. The faster the voltage collapses, the
less appreciable these losses are. 1The second loss
mechanism, which appears to be the most dominant
in this experiment, is the loss associated with the
voltage drop across thearcitself, The forward drop of
the spark gap was observed to jump between 40 and
60 volts. The maximum output current is | amp for
the presentconfiguration, limited by the output trans-
former.

The samples wereanalyzed ona dual column gas
chromatograph equipped with an clectron capture
detector. Results from the analysis are shown in Fig, 5.
The reduced data shows a clear trend with respect to
energy. We would like to predict the amount of PFIB
that is formed for higher energies, by using the data
we collect on the test-stand. Initial data looks promis-
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Figure 5. Typical data set for pulse breakdown-induced
PFIB generation. The fiuid sample was pulsed with a 30-kV,
14y pulse at a prf of 75 Hz. This data was generated with
brass electrodes and a 10-mil gap spacing in the dielectric
test cup. The energy per pulse is 4 mJ.

ing, The caleulated field for the breakdown voltage is
much lower than what was expected based on the
published fluid characteristics. Further investigation
showed that the breakdown level is much higher at
lower prt due to Huid recovery. Although this is no
surprise, it is a key variable in the pulsed breakdown
of these fluids.

Superconducting Super Collider Tests

We have been funded by the SSC to test for
the amount of PFIB that is potentially produced
in their LEB cavities. We have setup a working
agreement with SSC to establish PFIB genera-
tion data for LEB cavities. Also, we are provid-
ing measurement capabilities for quantifying
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Figure 4. Typical
data for (a) voltage
and (b) current
waveforms,
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PFIB in samples they provide. The first sample
generated by SSC was subjected to 60 kV for 20
hours of operation. An electrostatic model of the
LEB cavity was generated using Ansoft’s Max-
well 2D7, and the maximum electric field in the
fluid was calculated to be 83 kV/cm. They re-
ported that during the operation, there were no
detectable breakdowns. The samples were ana-
lyzed, and no PFIB was measured above the
60 ppbv detection limit,

Future Work

Our plans for the next fiscal year are focused on
three key areas.

(1) Wearecurrently working to generate acom-
prehensive and complete data set for vari-
ous arc-induced breakdown conditions for
various fluids. The last year was dedicated
to developing the needed test-stand and
diagnostics as well as chemical and analyti-
cal techniques. Now that the testing facility
is in place, we will fill in our data set and
analyze the results for PFIB generation
trends, with respect to parameters such as
energy, power, and prf.

(2)  Inaddition to the continued testing of the
replacement fluids, we propose to test, in
cooperation with 3M, a fluid contamination
detection system. The system uses a UV
source (not specified) and detector to mea-
sure the transparency of the fluid. Initial
tests have been conducted by 3M, which
show that the fluid’s transmission changes
by as muchas 20% when the fluid is subject-
ed to high thermal stress. We will test vari-
ous detector configuration and breakdown
parameters to decide if the detector can be

used as a reliable means to signal the possi-
bility of PFIB contamination in hostile work-
ing environments.

The third area that has been identified is the
refrigeration industry. In the majority of
industrial refrigeration systems, the refrig-
crant is circulated through the compressor
motor, for cooling and lubrication® In large
systems, the voltage level can exceed
1000 volts, leading to the occasional and
often catastrophic electrical breakdown of
the fluid. Our test-stand is capable of repro-
ducing these breakdown conditions in the
laboratory where a comprehensive analysis
can be performed.
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Applying Statistical Electromagnetic
Theory to Mode Stirred Chamber
Measurements

Richard A. Zacharias and
Carlos A. Avalle

Defense Sciences Engineering Division
Electronics Engincering

We are developing measurement and analysis tools to assess microwave effects on electronic
subsystems that operate in large metal cavities, such as avionics boxes in aircraft. The measure-
ment tool is the mode stirred chamber (MSC), which is a metal-walled chamber, large relative to
a wavelength, into which electromagnetic energy is injected. It usually contains a stirrer paddle
to randomly change resonant mode patterns as a function of time. The analysis tools are based
on statistical electromagnetics. This theory predicts that the microwave power measured at an
arbitrary point (not near the walls) within an overmoded, randomly complex cavity is a Chi-
squared distribution with two degrees of freedom. This is a single-parameter distribution.
Therefore, the mean power density measured at an arbitrary point in the cavity is sufficient to
develop a complete statistical model of the power at any arbitrary interior point. By showing
thata randomized aircraft equipmentbay has sufficient Qand ensemble variations tobehave as
such a random complex cavity, we have determined that the mean coupling measured at a
point in the cavity would be sufficient to predict the microwave stress (statistical distribution of
fields) to which an avionics box would be exposed over an ensemble of like aircraft (the fleet). A
MSC could be used to generate the same distribution for testing avionics boxes uninstalled. This
method could provide tremendous cost savings in testing, In FY-92, we developed a small, low-
power MSC and verified that its interior power distribution is indeed predicted by the theory.
We also made measurements in two equnpmcnt bays of a Boeing 707 aircraft and veritied that
the power measured at various points in these cavities has the same distribution. The aircraft
tests were funded by the NASA Langley Research Center and were conducted in collaboration
with the U.S. Naval Surface Warfare Center, Dahlgren.

Introduction need to ensure the survivability of electronic sys-
tems that may be exposed to high-power EM sig-

Modern transportation systems and military  nals has become of great interest. Advisory
systems are increasingly dependent on sophisti- — regulation has recently been drafted for aircraft
cated electronic controls, At the same time, the  that would require testing and/or analysis to as-
potential for electromagnetic (EM) susceptibility  sure the EM hardness of installed flight critical and

ot electronic systems is increasing tor several rea-
sons: modern integrated circuits with higher den-
sities and speed are often more sensitive to EM
transients; modern composite material structures
may provide poorer EM shielding; the 1EM power
in the environment is increasing as more users
share the airwaves, Because of these factors, the

Faginecoring Rescarch Revelopnient and Teohnoiag

flight essential equipment. Similar safety assur-
ance certification procedures may be imposed on
other electronically controlled transportation sys-
tems of the future. The Department of Defense
(DOD) is particularly interested in developing
methods for assessing potential 1M effects on mil-
itary systems, since the normal environment these
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systems operate in is often quite severe (e.g, an
aircraft carrier deck), and since these systems may
be exposed to high-power signals intentionally
transmitted by an adversary. The DOD also needs
similar methods to assess the lethality of proposed
EM weapons against candidate targets.!

While full-system, full-threat testing may be the
most thorough manner to determine susceptibili-
ty, it is often too expensive to be practical for large
systems. Computer models alone have been un-
successful in accurately predicting EM susceptibil-
ity, especially at high frequencies. At Lawrence
Livermore National Laboratory (LLNL), we have
developed economical assessment techniques
based on measuring and comparing EM stress
and strength.? The power to a device or circuit
(stress) is extrapolated from a low-power EM cou-
pling measurement and is compared against the
upset threshold (strength) of the device or circuit.
A system model is used to relate device or eircuit
eftects to system eftects. This technique works well
for small systems such as missiles and land mines,
but for large systems, the number of measure-
ments and analyses becomes large. In addition, as
the system size becomes many wavelengths, the
coupling as a function of frequency and angle also
becomes extremely complex to the point that de-
terministic descriptions cannot be made. In this
regime, new methods of testing and modeling
must be developed. We believe that the mode
stirred chamber (MSC) and statistical electromag-
netics will provide a new method to make viable
stress-vs-strength comparisons for subsystems, 345
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Progress

Our first major accomplishment was to devel-
op a small, low-power MSC. 11 chamber was
equipped with a power levels o Grcuit and with
automated control and data acquisition instru-
mentation. Chamber performance was character-
ized. Our second major accomplishment was to
measure and analyze the statistical distribution of
microwave power in equipment bays of a full-
sized transport aircraft. The meesured distribu-
tion matched that measured in the MSC and that
predicted by theory.

MSC Development

Our MSC was built from an existing transverse
electromagnetic (TEM) cell. ATEM cell is designed
tooperate single mode and produces a well-known
field pattern usually used to calibrate sensors.
Above its cutoff frequency, the TEM cell becomes
increasingly overmoded. To promote more effec-
tive overmoding, we removed a section of the
septum (center conductor), and added large re-
flective diffusers, to scatter the energy in random
directions within the cell. A motor-spun stirrer
paddle, large compared to the wavelength, ran-
domizes the field pattern as a function of time. At
frequencies greater than several times the cutof
(f > 400 MHz), the mode density is large, and the
stirring produces random field patterns,

Figure T shows a block diagram of the MSC
instrumentation. A low-power microwave source
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delivers the EM energy into the chamber. The it
signal can be ted into the chamber through the
usual TEM cell input port or by a separate horn
antenna placed inside the chamber. A power lev-
cling unit was developed o dynamically adjust
the power to compensate for power reflected at
the transmit antenna due to changes in the voltage
standing wave ratio (VSWR) as the stirrer turns.
We used a variety of sensors and antennas, and a
spectrum analyzer to measure power at various
points in the chamber, Fully automatic control and
data acquisition wereimplemented with a person-
al computer.

Boeing 707 Tests

Tests were conducted at Davis Monthan Air
Force Base in Tucson, Arizona. The experimental
setup is shown in Fig, 2. The interior of the aircratt
cquipment bay under study was instrumented
with two transmit and two receive antennas. Each
pair consisted of a long wire and a horn antenna.
The transmit antennas were driven by low-power
microwave sources installed in an adjacent instru-
mentation van, and were oriented to avoid direct
illumination of the receiving antennas. Spectrum
analvzers were used to measure power at various
points within the bays, while a motorized stirrer
paddle randomly changed the mode patter as a
function of time. The stirrer motion simulated the
random variations in the position of equipment in
the bavs throughout the fleet of aircraft, Portable
computers were used for data acquisition and
analysis. Power was measured at discrete frequien-
cies for cach of the four possible transmit and
receive antenna combinations. The measurements
were repeated for several antenna locations within
the aircraft bays,

Analysis and Results

The time (or stirrer position) waveforms for
both the MSC and aircraft data looked similar in
that the received amplitude varied rapidly with
excursions of 20dB or more. The time data was
statistically analyzed to generate probability den-
sity Ins»tn;_,mms of the power (in dBmy). These are
shown in Fig. 3 (aand b), for the aircraft and MSC,
respectively, along with the theoretical probability
density (dashed curves). The predicted density
was derived from a tivo-degree-of-freedom, Chi-
squared densiuy using a variable transformation to
convert todB. The aircrattand MSC data compare
well to cach other and to theor, .
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Figure 2. Block diagram of instrumentation for microwave power statistical distribu-
tion measurements made at Davis Monthan Airbase on a Boeing 707.
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Figure 3.

Probability density of
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(a) the mode stirred
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equipment bay of a
Boeing 707.
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Future Work

Four issues must be resolved before certified,
quantitative subsystem assessments can be made
inMSC’s:

1. MSC tests must be shown to be repeatable,
predictable, and rigorous. This is necessary
for the technique to be accepted by govern-
ment regulators and industry.

2. The power distribution in the MSC must
match that found in the system cavity. This
ensures that the subsystem sees the same
EM power environment as if it were in-
stalled.

3. Coherence length must be understood and
the effects of structures near the subsystem
taken into account. A structure installed in
the cavity will interact with a subsystem if
their separation is within a coherence length.
Therefore, structures within this length will
need to be simulated in the MSC for accu-
rate results.

4. The transfer function describing coupling
to devices in the subsystem must be shown
to be separable into a product of coupling
from outside the system cavity to its interi-
or, and coupling from the cavity interior to
the devices within the subsystem. An ex-
ample of a non-separable case is when the
major coupling into the subsystem is
through a waveguide that exits the cavity.
In this case, the random field environment
in the cavity is immaterial, and MSC tests
would not provide accurate results.

In FY-92, we developed a small MSC facility
and instrumentation. We made measurements in
the MSC and in a commercial aircraft that showed
that the power distributions matched each other
and the theory. In FY-93, we are planning experi-
ments to resolve the remaining issues. We will use
statistical EM theory to make predictions of the
coupling as a function of frequency, onto simple

wire antennas in the MSC, and compare those
predictions against measurements. This will help
to demonstrate that MSC tests can be rigorous and
predictable. Since the prediction will be based on
the correlation of the field components picked up
by wire segments of the antenna, this will also
serve to validate our understanding of coherence
length. Separability will be demonstrated experi-
mentally in our anechoic chamber and MSC using
simple metal boxes representing an airframe and
an avionics box. Once shown for a simple case, the
measurements will be repeated with various cable
and transmission line connections to the avionics
box to establish the cases where separability does
and does not hold.

The end product of this study will be a set of
theoretically and experimentally validated EM sus-
ceptibility assessment tools that would allow ac-
curate EM effects testing of subsystems at high
frequency, while avoiding expensive high-power
full-system tests.
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Magnetically Delayed Low-Pressure
Gas Discharge Switching

Stephen E. Sampayan,
Hugh C. Kirbie, and
Anthony N. Payne
Laser Engineering Division
Electronics Engineering

Eugene Lauer and

Donald Prosnitz

Advanced Applications Program
Lascr Programs

We have investigated the properties of a magnetically delayed, low-pressure gas discharge
switch. We performed measurements of the closure and recovery properties of the switch;
performed quantitative erosion measurements; and observed the onset of x ray production in
order to compare switch properties with and without delay. Further, we performed qualitative
optical measurements of transition line spectra to correlate our electrical recovery measure-

ments with plasma deionization.

Introduction

Fast-closure-rate, high-voltage (> 100 kV), high-
current (> 10 kA), high-repetition-rate (> 1 kHz)
switching has remained a major area of research in
the pulsed power field.!23 Solid-state switching
has generally been limited to several tens of kilo-
volts; high-pressure gas discharge switching is lim-
ited to repetition rates below 1kHz; vacuum
switching is generally a slow closure process; and
magnetic switching requires extremely precise volt-
age and reset state control to minimize jitter.

Low-pressure gas discharge switches have
shown promise as a fast-closing, high-repetition-
rate device such that if sufficiently fast closure
times can be achieved, single-stage power condi-
tioning chains would become feasible. 45

The primary difficulty with this switch, how-
ever, is anode electrode damage during closure
initiation, resulting in short lifetimes. Once trig-
gered, electrons emitted from the cathode plas-
ma can form a pinched beam and deposit
significant enough localized energy to vaporize
anode material. Inserting a series delay element,
which inhibits the application of full voltage and
current until such time that the discharge plas-
ma has filled the gap, minimizes this effect. 1t is
this version of the low-pressure switch that we
are presently studying,

Engineering Research Development and Technology 4 Thrust Area Report FY92

Progress

Our magnetically delayed low-pressure switch
(MDLPS) test-stand was built primarily to support
the long-pulse, relativistic klystron (RK) and free
electron laser (FEL) work at Lawrence Livermore
National Laboratory (LLNL).® In this application,
a closing switch initiates a pulse, which is deliv-
ered to an induction accelerator cell.” The induc-
tion cell accelerates an injected electron beam to a
sufficient energy suitable for the RK or FEL.

Apparatus

The MDLPS test-stand (Fig. 1) consists of a sin-
gle water-filled, 12-Q, 70-ns Blumlein from the
advanced test accelerator at LLNL. The Blumlein
is attached to a liquid load and charged from a
single dual-resonant transformer. The transform-
er is powered by two charged capacitor banks
discharged through separate thyratrons, diode iso-
lated and fired sequentially to produce two charg-
ing pulses. A trigger pulser initiates a single closure
event at the peak of the first charging pulse; the
second, variable timing, charging pulse is allowed
to ring to zero and is used as a test pulse to verify
gap recovery.

The low-pressure gas gap consists of an anode-
cathode electrode pair separated a sufficient dis-
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Figure 1. Switch
test-stand used to
study magnetically
delayed switch prop-
erties.
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tance to prevent selt breakdown (at approximately
100 to 150KV /em). A surtace flashover triggering,
device, embedded within the cathode, initiates the
ionization processes that render the pas highly con-
ductive. A saturable inductor placed inseries with the
switch, delavs the onset of tull current, allowing the
ionization processes to spread throughout the gap
volume prior to tull closure, The saturable inductor is
designed to limitcurrent flow below the threshold for
constricted discharges, and hold off the full anode-
cathode voltage until the discharge has filled the gap
volume,

Diagnostics for the test-stand consisted of current
and voltage sensors for the switch and Blumlein.
Other diagnostics consisted of a fast x ray detector, a
fast gated camera, and a 0.25-m monochromator. At
preset, we used animage-intensitiod gated camera to
observe the monochromator output. We are install-
ing a gated photomultiplier system tor future work.

Experiments

We performed standard parametric studies of the
magnetically delayed low-pressure switch and com-

pared the performance with and without the satura-
bleinductor. A comparison of typical closure propur-
ties is shown in Fig, 2, and of typical recovery
propertics in Fig, 3. For these data, the gap spacing
was 1 em, the gas was nitrogen, and the anade-cath-
odevoltage was S0 kV.

Closure time, defined as the 10 to 9% transition
time of the voltage across the Tow-pressure gas gap,
showed a factor-of-hwo improvement at lower pres-
sures with the magnetic delay, i. o, with the saturable
inductor. At higher pressures, above approximately
7T, the saturable inductor had littic eftect.

Recovery time with the series saturable inductor
improved significantly and was extremely reliable:
99%, recovery probability was estimated. At lower
pressures, extremely good recovery times (approxi-
mately 50 ps or 20 kHz-equivalent pulse repetition
frequency) were observed, while at higher pressures,
recovery time was observed to be S s, By contrast,
recovery probability without the series saturable in-
ductor was not reliable and was measured to be
between 80 and 90 Although at lower pressures
and this recovery probability, faster recovery times
were observed, recovery did notoceur above 7 mT.

Wemade qualitative spoctroscopic measurements
of late-time line emission from the gap in order to
verify our recovery measurements performed electri-
cally. Spectroscopic observations ot the discharge
showed thatline radiation from the nitrogen decayed
within 10 s after current cessation. Line radiation
characteristic of the anode material, however, -
quired greater than 50 ps to decay. This result was
consistent with our electrical measurements,

Erosion rates with the series saturable inductor
werea factor of 60 fess than those of asimilar lifetime
testwithout theseries saturable inductor. Photographic
comparisons are shown in Fig, 4. Those tests woere
conducted at W KV, with nitrogen at 8 1 pressure
and using aluminum anodes. In the first test (Fig, 4a),
severe anode damage was observed over the entire
surtace of the electrode and particularly across from
the trigger clectrode. The total number of shots was

Figure 2. Measured 300 i T 100 [ 7
closure results with = 400 m i (No recovery)
and without delay. e Without delay Ew Without delay
v
g 300 |- E With delay
z 1
200 [ g
2 With delay 3 0.1
T 100 |- ° g ‘
0 ’ ’ 00.1 ! L
0 5 10 15 0 5 10 15
Pressure N, gas, (mT) Pressure N, gas, (mT)
Figure 3. Electrically measured recovery results.
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approximately 16,000. In the second test (Fig. 4b), a
less pronounced indentation resulted from the test,
with minimal damage having occurred throughout
the anode surface. The total number of shots during
this latter test was approximately 400,000.

We performed x ray measurements (Fig, 5) to un-
derstand the timeevolution of electron emission from
the cathode of the low-pressure switch. Our relative
measurements of the integrated x ray output during
switch closure showed an order-of-magnitude de-
crease with the series saturable inductor. Further, we
observed the most intense x ray output from the low-
pressure switch during the initiation or ‘trigger delay’
period without the series saturable inductor, and
after the closure process had begun with the series
saturable inductor.

We also measured the variation of the x ray out-
put from the gap at various gas pressures. From this
measurement, weobserved the x ray outputdecrease
by about 30% when the gas pressure was increased
from1to9mT.

Modeling

We developed a one-dimensional model for the
closure regime of the low-pressure switch. In this
maodel, the motions of ions and electrons are modeled
by cold fluid equations that include collision ioniza-
tion and space charge effects. The model equations
are parameterized in terms of gas type (ionization
coefficient) and pressure; switch gap length and cross-
sectional area; and the initial electron density pro-
duced by the trigger pulse. This model permits us to
follow the space-time evolution of the electric field
and the ion and electron current densities in the gap,
as well as the total switch current and terminal volt-
age during switch closure.

We have implemented the model in a general-
purpose network and system simulation code. This

implementation permits the construction of a de-
tailed system simulation model of the test-stand that
includes the charging circuit, Blumlein, magnetic
switch, and load. We use a magnetic swiich model
that includes rate-dependent loop-widening of the
hysteresis loop, hysteretic losses, minor loops, and
hysteresis effects.f Presently, we are validating the
low-pressure switch and magnetic switch models
against experimental data. Once validated, the com-
plete system model should permit us to study the
sensitivity of switch closure performance to magnetic
core parameters and to low-pressure switch parame-
ters such as electrode spacing and initial electron
density, and thereby provide us with a tool for mak-
ing switch design tradeoffs.

Future Work

We have demonstrated that the use of a series
saturable inductor placed in series with a low-
pressure gas spark gap greatly enhances perfor-
mance. From our measurements, we understand
this improved performance to be primarily due
to minimizing anode material vaporization dur-
ing the initial closure of the gap. Without the
series saturable inductor, x ray emission occurs

Figure 4. Compari-
son of electrode
erosion (a) without
and (b) with magnet-
ic delay.
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Figure 5. Measured
X ray pulse (top
curve) and closure
(bottom curve) of
the low-pressure
switch (a) without
magnetic delay (0.5
V/div.) and (b) with
magnetic delay (0.1
V/div.). Horizontal
scale is 100 ns/div.
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from the point of triggering until the initial col-
lapse of the gap impedance. The energy deposi-
tion into the anode is large as determined by the
integrated x ray intensity. With the series satu-
rable inductor, energy deposition into the anode
is initiated at the instant the collapse of the gap
impedance occurs. The net effect is lower energy
deposition into the anode.

From our data, we conclude that with our
present triggering method, this switch is capa-
ble of operating as either a low-repetition-rate
final output switch or, because of the slower
closure times at low pressure, as a high-repeti-
tion-rate initial commutation switch, i.e., in the
initial stages of the power conditioning chain.
Although the present triggering device appears
adequate, it is difficult to couple a significant
portion of the trigger electrical energy into the
low-pressure gas. In future work, we will install
newly developed, simple, ferroelectric electron
emitters as a triggering device.” Current densi-
ties from 0.1 to 1 kA/cm? have been extracted
from such an emitter for several hundred nano-
seconds. Such a device should allow better cou-
pling of the trigger electrical energy to the
low-pressure gas. We would therefore expect
much faster closure times even at lower pres-
sures.

Our spectral observations indicate that recov-
ery is primarily inhibited by anode vapor remain-
ing ionized in the gap. It is well established that
recombination times for metal vapor exceed those
of gasses by at least an order of magnitude. Thus,
to enhance recovery, we will investigate the use of

anode materials with low heat of vaporization, in
order to minimize the accumulation of anode ma-
terial vapor in the gap.
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Nondestructive

Evaluation

The Nondestructive Evaluation (NDE) thrust
area supports initiatives that advance inspection
science and technology. The goal of the NDE thrust
area is to provide cutting-edge technologies that
have promise of inspection tools three to five years
in the future. In selecting projects, the thrust
area anticipates the needs of existing and
future Lawrence Livermore National Lab-
oratory (LLNL) programs.

NDE provides materials characteriza-
tion inspections, finished parts, and com-
plex objects to find flaws and fabrication
defects and to determine their physical and
chemical characteristics. NDE also encom-
passes process monitoring and control sen-
sors and the monitoring of in-service
damage. For concurrent engineering, NDE
becomes a frontline technology and strong-
ly impacts issues of certification and of life predic-
tion and extension.

In FY-92, in addition to supporting LLNL pro-
grams and the activities of nuclear weapons con-
tractors, NDE has initiated several projects with
government agencies and private industries to
study aging infrastructures and to advance manu-
facturing processes. Examples of these projects are
(1) the Aging Airplanes Inspection Program for
the Federal Aviation Administration; (2) Signal Pro-
cessing of Acoustic Signatures of Heart Valves for
Shiley, Inc.; and (3) Turbine Blade Inspection for
the Air Force, jointly with Southwest Research
Institute and Garrett.

In FY-92, the primary contributions of the NDE
thrust area, described in the reports that follow,

were in fieldable chemical sensor systems, com-
puted tomography, and laser generation and de-
tection of ultrasonic energy.

Fieldable Chemical Sensor Systems

Our objective for this project is to develop diag-
nostic instruments for quantitative measurements
of the levels of chemical contaminants and concen-
trations in the field or on-line in operating process-
es. We believe that the integration of Raman
spectroscopy and fiber-optic sensors will allow a
revolution in chemical analysis by developing the
capability for field analysis rather than the more
conventional methods requiring extraction of sam-
ples for later evaluation in a laboratory environ-
ment. We are in the second phase of a two-phase
project. In the initial phase, we determined the
widespread needs for chemical sensors to mea-
sure contaminant levels in liquids and gases and
on solid surfaces, We selected Raman spectrosco-
py as the first system to develop because of its
wide applicability as a chemical monitoring tech-
nique. During the second phase, we have devel-
oped astate-of-the-art micro-Raman spectrometer,
designed two unique fiber-optic-based sensors for
remote coupling of the spectrometer to either lig-
uid/gas phase samples or solid surfaces, and pur-
chased a new imaging spectrometer and
low-light-level detector.

Computed Tomography

We continue to develop computed tomogra-
phy (CT) scanners covering a broad range of object
sizes. An integral part of this work is to derive the



reconstruction and display algorithms. The over-
all goal of this work is to improve the three perfor-
mance parameters (spatial and contrast resolutions
and system speed) that characterize CT imaging
systems. In addition, we have addressed related
topics such as elemental or effective-Z imaging,
model-based imaging using a priori information,
parallel processor architectures for image recon-
struction, and scientific visualization of reconstruct-
ed data.

In FY-92, we completed the California Compet-
itive Technology Cone-Beam CT Project with Ad-
vanced Research and Analysis Corporation as our
industrial partner. We continued to work on two
other projects: the active/passive CT of radioac-
tive drums and characterization of high explosives
for the Pantex plant; and high-purity single-crystal
germanium detectors in collaboration with the
University of California, San Francisco.

Laser Generation and Detection
of Ultrasonic Energy

Finally, we have developed a facility to gener-
ate and detect ultrasonic energy with lasers. Laser-
generated ultrasonics is an attractive alternative to
traditional ultrasonic NDE, because it allows re-
mote, noncontacting, ultrasonic NDE. We are de-
veloping NDE applications for use on
contamination-sensitive components and in hos-
tile environments. Laser ultrasonics has several
other advantages, such as broadband excitation,
multimode acoustic energy generation, and adapt-
ability to scanning complex shapes.

Satish V. Kulkami
Thrust Area Leader
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Fieldable Chemical Sensor Systems
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In the initial phase of this project, we determined the widespread needs for chemical sensors
to measure contaminant levels in liquids and gases and on solid surfaces. We selected Raman
spectroscopy as the first system to develop because of its wide applicability as a chemical

measuring technique.

During FY-91, we developed a state-of-the-art micro-Raman spectrometer capability, de-
signed two unique fiber-optic-based sensors for remote coupling of the spectrometer to either
liquid/gas phase samples or solid surfaces, and purchased a new imaging spectrometer and
low-light-level detector. During FY-92, we developed two complete systems around these two
new sensors and demonstrated the application of the solid surface sensor in the analysis of

diamond coatings.

introduction

Our objective is to develop diagnostic instru-
ments for quantitative measurements of the levels
of chemical contaminants and concentrations in
the field or on-line. We believe fiber-optic coupled
Raman spectroscopy will make a significant im-
pact in chemical analysis by developing the capa-
bility for field analysis, as opposed to the more
conventional methods requiring extraction of sam-
ples for later evaluation in a laboratory environ-
ment. We are in the second phase of a two-phase
project.

In the initial phase of this work, we surveyed
the needs for sensors, particularly with respect to
environmental restoration and waste management
concerns.! The most obvious needs were for chem-
ical sensors that can be used in the field, thus
eliminating the costly, time-consuming, and often
impossible process of bringing samples to the lab-
oratory for analysis. From our involvement with
Nuclear Weapons Complex reconfiguration plan-
ning, we also observed a need for on-line or near-
line chemical analysis in chemical processing. The
combined set of neecls ranges from in-situ analysis
of contaminants in groundwater to on-line moni-
toring and feedback control at multiple locations
along the process line for chemical-processing op-
erations. We are addressing these needs by devel-
oping diagnostic instruments and sensor systems

Engineering Research Development and Technology % Thrust Area Report FY92

thataresimple, robust, portable, and sensitiveenough
for field operation and decision making.

We have chosen Raman spectroscopy for devel-
opment for a number of reasons,! primarily because
of its wide applicability as a chemical sensor. The
major problem in the application of Raman spectros-
copy is in the signal-to-noise ratio, which is related to
the extremely low scattering cross section (10-2) cm2/
mol-sr). In a typical measurement, coherent scatter
from the laser is 108 times greater than the Raman
shifted incoherent scatter. The major thrust of our
project, therefore, is to create sensors that maximize
the Raman scatter and the acceptance angle of the
optical system, which collects the scattered light for
the spectrometer.

Progress
Micro-Raman Spectroscopy Capability

During FY-91, weestablished a micro-Raman spec-
troscopy capability 2 Although the micro-Raman spec-
trometer developed represents major progress in our
facilities and capability, it is limited in various ways:
(1)it can only accept 0.5-cm-dia samples; (2)it re-
quires considerable alignment of the optical compo-
nents on a regular basis; and (3) the cld spectrometer
has considerable scattering noise, and the detector
system’s sensitivity and noise figure are not as good
as that of more modern detectors.

1
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Figure 1. Miniatur-
ized fiber-optic cou-
pled sensor. The sen-
sor replaces all the
other optical appara-
tus shown in the pho-
tograph.

Figure 2. lllustra-
tion of the principle
of operation of the
one-sided Raman
sensor for solid sur-
faces.

Spherical mirror Laser
0.6 mm radius input
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Plane rirror / .
; Scatter
Center output
spherical fiber
mirror

Sample plane o—»-

Figure 3. Compari-
son of data for one-
sided (NIG) sensor
and micro-Raman
system.
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To correct the deficiencies of this system and
to modify it to serve as the testbed for more
advanced systems, we purchased an imaging spec-
trometer and a low-light-level, liquid-nitrogen-
cooled, two-dimensional charge-couple-device

detector. The combination of these new instru-
ments is a significantadvancement inour capabili-
ty to address multipoint, high-spectral-resolution,
broad-bandwidth spectral analysis and the very
demanding low-light-level recording issues asso-
ciated with Raman spectroscopy.

Fiber-Optic Remote Coupling Devices

As previously stated, the core objective of this
research is to develop the instrumentation neces-
sary to perform field analysis. This includes two
fiber-optic-based devices for remote coupling of
the spectrometer to the sample. The first, to be
used in analysis of solid surfaces, is referred to as
the one-sided sensor; the second, for analysis of
trace concentrations in solutions, is a liquid-core
optical waveguide. The liquid core serves as the
sample cell and as a low-loss light transmission
line. The waveguide not only retains the laser
excitation light, but is an efficient concentrator of
the Raman scatter. Both of these designs are dis-
cussed further below.

One-Sided Sensor. Our goals with the one-
sided sensor are to achieve a major advance in
miniaturization of instrumentation; to eliminate
numerous interactive, optical-alignment adjust-
ments; to accommodate large solid-surface evalu-
ation; and to allow more practical, robust,
quantitative field applications of spectroscopy. The
fiber-optic-coupled sensor shown in Fig, 1 replac-
es all the other optical apparatus shown in the
photograph, reducing the system size by at least a
factor of 100. The fiber-optic sensor needs no ad-
justments; only its photons move.

Figure 2 shows the principles of the sensor op-
eration:  light from the laser is focused onto the
surface of the object of interest through an aper-
ture (20-um-dia) in a plane mirror. The mirror is a
thin (2-um) aluminum-coated polymer membrane.
The plane mirror is off-set from the center of the
spherical mirror at the appropriate distance for
maximum light-gathering efficiency. Light scat-
tered back through the aperture is collected direct-
ly by the fiber up to an incident angle roughly
equal to the numerical aperture (NLA.) of the fiber
(the acceptance angle of the fiber is proportional to
the N.AL). Scattered light incident at greater angles
is reflected by the two mirrors back to the fiber ata
‘shallower” angle within the NLAL of the fiber.

The prototype for this sensor has been evaluat-
ed, and a comparison is made with the micro-
Raman system (Fig. 3). Although preliminary
results are very good, further improvements are
possible by appropriate optical filtering to climi-

Frogrnecting Resedarch Development and foechtology
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nate the Raman scatter being produced in the
coupling tibers.

Liquid-Core Optical Waveguide Design. Our
goal with the liquid-core optical waveguide is to
make a major breakthrough in lowering the thresh-
old achievable in on-line analysis for trace concen-
trations in aqueous solutions.

As mentioned earlier, the major limitation of
using Raman spectroscopy for chemical analysis is
the very low molecular Raman scattering cross
section. For analysis of low (ppm) concentrations
in solutions, the problem is orders of magnitude
more severe than for concentrated solutions.

To overcome this limitation, we have designed
the optical system to maximize the sampling inter-
action path length in the solution and the accep-
tance angle of the scattered light returned to the
detector. The test bed for evaluating these new
waveguides is shown in Fig. 4.

Future Work

Our plans for future work include three areas:

(1)  Optimization of optical system throughput.
Greater efficiency can be achieved by opti-
mizing the transfer of light from the sensors
to the spectrometer. The spectrometer has a
numerical aperture of .24 and a minimum
slit width of 10 um, which set the boundary
conditions for the entire optical system. We
have begun the optimization design for the
one-sided sensor. Many of the limitations
and the optimization methods apply direct-
ly to the liquid-core waveguide as well.

(2)  Testing the liquid-core optical waveguide
(cell). We intend to test the system on two
categories of problems: (1) analysis of trace
contaminant concentrations in groundwa-
ter, and (2) chemical process monitoring and
feedback control. In the latter case, we will
choose a chemical from the uranium-pro-
cessing line identified in the Nuclear Weap-

sign of the cell. We will also develop the spec-
tral analysis algorithms that will be necessary
in a feedback control loop.

(3)  Spectroscopy. To complete this phase of the
project, creating, a capability for Raman analy-
sis, we must develop more understanding
and have more experience in spectroscopic
analysis. The first steps have been taken in the
purchase of new spectral-analysis software
and a Raman spectra-~comparative database.
We are working with specific examples, such
as the diamond coating evaluation.
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We are developing several data-acquisition scanners for computed tomography (CT), along
with associated computational techniques for image reconstruction, analysis, and display. This
report describes recent progress in active and passive CT, cone-beam CT, high-energy CT, and
specialized applications research. We have sought to advance the state of the art in CT
technology, while at the same time actively supporting programs at Lawrence Livermore
National Laboratory and new business initiatives. Our goal is to provide reliable and efficient
nondestructive evaluation techniques for use in probing the internal structure of fabricated
objects and materials associated with a broad spectrum of applications.

Iintroduction

Nondestructive evaluation (NDE) is being used
in an ever broadening array of industrial and mili-
tary applications. One area in recent years where
growth is evident is computed tomography (CT).
First used in the 1970’s as a medical diagnostic
tool, CT was adapted to industrial and other non-
medical purposes in the mid-1980’s. Standard ra-
diographic techniques, such as single projection
radiography, hide crucial information: the over-
lapping of features obscures parts of these fea-
tures, and the depth of the features is unknown.
CT was developed to retrieve three-dimensional
(3-D) information.

For CT, several radiographic images of the ob-
ject are acquired at different angles, and the inten-
sity information collected by one or many detectors
is processed in a computer. The final 3-D image,
generated by mathematically combining these im-
ages, gives the exact locations and dimensions of
internal features within the object, as well as exter-
nal details. Over the past six years, we have worked
on research and development (R&D) of many CT
topics, concentrating on three main areas: (1) scan-
ners, (2) software tools, and (3) applications.!-

Engineering Research Development and Technology

Two years ago, we began R&D on a combined
active and passive computed tomography
(A&PCT) system. .2

In this report, we describe our major progressin
A&PCT, cone-beam CT and high-energy CT. We
also present advances in the application of these
and other capabilities for both Lawrence Liver-
more National Laboratory (LLNL) programs and
business. Lastly, we outline our future plans.

Progress
A&PCT Research

Characterization of mixed (radioactive and haz-
ardous) wastes requires that the identity and
strengths of intrinsic radioactive sources be deter-
mined accurately. In collaboration with LLNL's
Nuclear Chemistry Division, we have developed a
three-phased plan to address the nondestructive
assay (NDA) of 208-L (i.e., 55-gallon) drums. These
phases are (1) experimental A&PCT research and
development, (2) simulated A&PCT research and
development, and (3) determination of minimum-
detectable limits vs waste-matrix attenuation. We
report here on the experimental and simulated

Thrust Area Report FY92
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A&PCT efforts. The determination of minimum-
detectable limits vs waste-matrix attenuation ef-
fort was funded by the Cffice of Safeguards and
Security and is described elsewhere.10

A&PCT Scanner. Experimental data were ac-
quiired on a small-scale canister containing mock
wastes and two passive sources, 95-uCi 133Ba and
74-1Ci 28Th, using a medium-energy CT scanner
(MECAT) built at LLNL.!12 These data were used
toinvestigate (1) ACT, to obtain images that repre-
sent cross-sectional attenuatdon maps of a waste-
canister’s contents; (2) PCT, to locate and determine

w
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at lowest elevation
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source
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Figure 1. (a) ACT and PCT prototype scanner design: (b) scanner photo, showing

construction to date.
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the identity of any radioisotopic sources present;
and (3) ACT data, to correct the PCT data so that
accurate source strengths can be determined.

Our experimental results reveal that ACT scans
properly map the canister’s attenuating matrix
and, when coupled with PCT scans, yield quanti-
tative source strengths.!? Preliminary results sug-
gest that heavy-metal content, which is larger than
the volume-element size imaged, may be identi-
fied. These encouraging results have led us to
design and construct a full-scale, 208-L prototype
A&PCT drum scanner.

The full-scale, 208-L prototype A&PCT drum
scanner uses a single, high-purity germanium
(HPGe) detector of the type used in nuclear spec-
troscopy measurements. This scanner’s construc-
tion is scheduled for completion early in 1993. The
scanner design and progress to date are shown in
Fig. 1. This scanner will be used to better explore
and understand the relationships among the four
most important CT performance or resolution pa-
rameters—spatial, contrast, energy, and temporal
(or speed)—from the point of view of assaying
nuclear waste drums for radioactive content. The
definition of contrast resolution differs for the
A&PCT measurements. In the former, it is a mea-
sure of attenuation differences that can be ob-
served; in the latter, it is a measure of radioactive
strength differences. Speed includes data-acquisi-
tion and analysis time.

Limits to improving the PCT activity results
include geometrical uncertainties caused by the
collimator’s angular cone of acceptance, photon
scattering, lack of sufficient counts, the random-
ness inherent in photon counting, poor detection
efficiency, the energy resolution required, system
noise, data-acquisition, and times required for data
analysis. Quantitative assays using PCT are fur-
ther complicated by the need for attenuation cor-
rections, which are obtained from the ACT data.
Unfortunately, these data are limited by many of
the same performance parameters.

Reconstruction Technologies. We have devel-
oped A&PCT image-reconstruction and simula-
tion algorithms to better characterize mixed-waste
drums, in collaboration with Laboratoire
d‘Electronique de Technologie et d‘Instrumentation
(LETI) in Grenoble, France, and the University of
California at San Francisco (UCSF). The A&PCT
image reconstruction and analysis process con-
sists of mapping the activity of intrinsic radioac-
tive sources, using PCT data, and correcting this

ng Research Development and Techrnology



Computed Tomography 4 Nondestructive Evaluation

data for attenuation, by using an attenuation ma-
trix obtained from an ACT scan. Simulated data
are necessary to better understand A&PCT recon-
struction algorithms and measure their perfor-
mance, and to better interpret experimental data.
The simulation program is based on a forward-
projection algorithm™ that discretely computes
the projections; i.e., integrated counts per unit time
per unit volume, of an emitting object attenuated
by a user-specified matrix. We use two algebraic,
iterative, A&PCT reconstruction codes: a weight-
ed-ieast-squares, steepest-descent (WLS-SD)
algorithm and a maximum-likelihood expectation-
maximization (MLEM) algorithm. '

We studied three simulated phantoms: (1)a
large homogeneous source included in a large
homogeneous attenuator; (2) a mock-waste drum
involving small sources; and (3) a spatial-resolu-
tion phantom.!5 All three examples involve atten-
uation but are not strong enough to cause missing
data, and the last example includes noise. The
noise is generated to match experimental uncer-
tainties. Results showed that both reconstruction
algorithms recover the activity values to within
experimental uncertainty (counting statistics). The
WLS-SD algorithm produces more spreading of
the activity over multiple pixels, but also performs
slightly better than MLEM (i.e., it gives more accu-
rate activity values) in the case of noise. We are
working on a number of improvements in these
algorithms; e.g., incorporation of collimator geom-
etry, addition of the effects of very strong attenua-
tion, and optimization of the code for speed and
activity accuracy. We are also investigating other
algorithms.

A&PCT Applications. In addition to continu-
ing experiments on the small-scale canister of mock
waste, we studied the attenuation of both passive
sources by a uniformly attenuating Cu cylinder. A
representative ACT image of the Cu cylinder with
both passive sources is shown in Fig. 2. Note that
the locations of the cylinder and both passive sourc-
es are easily visible. It is also interesting to point
out the 30% difference in the Cu cylinder wall
attenuation value. We found that this difference
may be due to a wall thickness variation of ~ 1 mm
from one side of the cylinder to the other, and
porosity. A portion of the resultant change in the
wall attenuation value can be attributed to partial
volume effects (due to the crude 3-mm spatial
sampling) instead of a noticeable change in wall
thickness.

Enginecring Research Development and Technalogy &

For the attenuated PCT scan, a combination of
three factors yielded noisy net passive projection
data: (1) 3-x-3-mm aperture, (2) the short data-
acquisition time (150 s), and (3) the attenuation of
the passive sources by the copper cylinder
(~10.1 ecmo.d.and ~ 8.9 cmi.d.). The passive sourc-
es’ energy peaks were within the Compton and
background distributions. It is important to point
out that the method of extracting the net-passive
projection data (gross counts minus spectral back-
ground) from the gross projection data is not ade-
quate for low-count-rate PCT data, and resulted in
meaningless net-peak intensities for the passive
projection data sets. Figure 3 shows a representa-
tive comparison between the gross and net projec-
tion data for the 226Th source at 238/240 keV, and
for the 133Ba source at 384 keV. Neither the 28Th
nor the 13Ba net projection data reveal any
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Figure 2. Representative ACT image of a Cu cylinder with passive sources. A 1-D

profile of this data is on the right.
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Figure 3. Representative gross and net passive sinogram data at 238,/240 keV for
the 228Th source, and at 384 keV for the 133Ba passive source.
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internal source distribution nor did the final atten-
uation corrected PCT images (see Fig. 4). The re-
sultant, noisy, passive sinogram data are due to a
low count rate.

Since the net projection data did not result in
nassive source identification or localization of
activity, we analyzed the gross projection data. As
expected, these data are aistorted. For example,
the gross 133Ba projection A&PCT WLS-SD-recon-
structed PCT-image data (Fig. 4) appear to have
three internal source distributions: (1) a 133Ba pas-
sive source at the location, as expected from the
ACT image in Fig. 2; (2) an appaient 133Ba source
at the location of the 228Th source, and (3) an ap-
parent %3Ba ring source. Only the first distribution
is real; the latter two are artifacts and are very
misleading when these data are analyzed for the
133Ba source activity. For comparison, the results of
PCT scan data without attenuation (i.e, no Cu

2814 238/240 keV

133p,.384 keV

‘ NetPCT nage Gross PCT image Net PCT image Gmss PCT image

a0 079 159 238
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Figure 4. Corrected PCT images obtained by reconstructing the net and gross sino-
gram data, using the WLS/SD algorithm.
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Figure 5. Representative unattenuated passive sinogram and PCT image data for
the 133Ba source at 384 keV.
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cylinder or 28Th passive source) are shown in
Fig. 5. We are investigating the use of other gam-
ma-ray spectrum processing methods that will
improve the extraction of the net-peak data from
noisy gamma-ray spectra. Using a better method
is important, since we expect low-count-rate data
to be the norm in mixed-waste drum assay scans
containing LLW amounts of activity.

Cone-Beam CT Research

We are expanding our research in cone-beam
CT imaging methods. We begin this section with
an introduction to cone-beam CT imaging, and
follow with our progress during FY-92.

Computed tomography of the 1970’s and early
1980's has been an inherently two-dimensional
(2-D) process. Typically, a single detector or linear
{one-dimensional (1-D)] array of detectors is used
to gather x ray-attenuation transmission gauge
measurements through the object under inspec-
tion. One gauge measurement is called a ray sum;
multiple ray sum measurements along a single
line are called a projection. Many projections are
acquired at various angles about the object, but
always through the same cross-sectional plane (see
Fig. 6a), creating a 2-D data set called a sinogram.
Image reconstruction of such 2-D sinograms
usually involves filtering and backprojection oper-
ations that are well characterized and understood,
and results in 2-D, cross-sectional images.

With the ready access of microfocus (spot sizes
of about 1 to 50 pm) x ray machines, good 2-D
(planar) x ray detectors and improved video tech-
nology in the last decade, CT research has concen-
trated on direct 2-D projection (or radiographic)
measurements and one-step, 3-D, volumetric im-
age-reconstruction methods. This speeds up the
data-acquisition process (since multiple slices are
acquired simultaneously) and results in a more
efficient use of the x ray source. Until recently, 2-D
projection measurements were acquired with the
x ray source far from the detector, so the radiation
penetrates the object with parallel-beam rays and
standard 2-D image-reconstruction methods could
be used (Fig. 6b). Currently, the more interesting
case is to acquire projection data with the source
close to the object and detector. This mode results
in cone-beam x ray imaging (Fig. 6c). Cone-beam
CT allows the use of geometric magnification to
improve spatial resolution, and it makes the most
efficient use of the source radiation. Problems to be
solved with cone-beam CT include scanner align-
ment and the need for more complex image-re-
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construction algorithms. We have addressed these
problems and will show some results throughout
the following sections.

Cone-Beam CT Scanners. Several of our CT
scanners are inherently cone-beam systems.25 Qur
recent collaborative work on cone-beam image-
reconstruction methods (discussed below) has en-
abled us to use these scanners in a variety of new
applications, and to take full advantage of im-
provements in source and detector technology.
This has resulted in a better understanding of the
components involved in cone-beam scanners.

A crucial component of many cone-beam scan-
ners is the scintillator, the mechanism for convert-
ing the xray photons into visible light. Recent
developments in glass scintillator fabrication and
manufacture provide the potential for increased
performance of our lens-coupled, camera-based
scanners such as the MicroCAT and the high-
energy CT scanner (HECAT). To examine the pos-
sibility of increased scanner performance, we have
applied our lens-coupled scanners to evaluate this
new type of scintillator glass, called Lockheed high
density (LHD) glass. In general, we seek to estab-
lish the spatial resolution, speed, energy response,
and contrast limits of this glass for the wide variety
of different digital radiography and CT applica-
tions we usually encounter within the Nonde-
structive Evaluation section.

The promise of this new glass is high brightness
and high spatial resolution, a combination which is
not readily available without substantial costs. High
brightness can be obtained with off-the-shelf image
intensifiers, or image-intensified charged couple de-
vices (CCD’s). Often these imagers include spatial
distortions due to their physical shape, and image
intensification components. Distortions must be ac-
counted for before meaningful CT images can be
obtained.2 Furthermore, intensifier-based CT scan-
ners can have other limitations due to the actual
spatial resolutions that can beobtained.!

Initial measurements by other researchers have
shown that the LHD glass compuoses a flat-field,
distortion-free projection image with at least ~ 25-
to 35-um (or 20- to 14-Ip/mm) inherent spatial
resolution, and is bright enough for standard, non-
intensified, visible-light CCD cameras.!® We are
currently evaluating a Cohu 4910 camera, operat-
ed in two modes, variable integration mode and
RS-170 mode. We have also used the ER210 Im-
age-Intensified Silicon-Intensified Target (SIT) cam-
eraand a Photometrics CH200 CCD-based camera
to further explore the properties of the LHD glass
at high energies (4 and 9 MeV). If the reported
properties can be realized routinely on gencral
purpose, lens-coupled, x-ray imaging systems, with
a variety of cameras, then a relatively inexpensive
and high-performance, x-ray imaging alternative
has been established.

To evaluate the new scintillator glass over a
broad range of energies, we ran three separate
series of experiments at the following energies:
(1) at 90 to 130 kVp, using the MicroCAT scanner;
(2) at 200 to 320 kVp, using a PHILLIPS 320-kVp
medium energy source; and (3) at 4 and 9 MeV
using two VARIAN Linatrons and the HECAT
scanner detector. In all three experiments, we used
the scanners in a similar fashion to that with their
original scintillating glass materials. The only dif-
ference was that the original scintillators were re-
placed with the new, clear, LHD glass scintillators.

Our low-energy studies have produced data
with spatial resolutions (~ 14 to 20 Ip/mm) consis-
tent with earlier results,'” but with a slight varia-
tion in technique. Scintillating glass can be
fabricated as a clear sheet, or drawn into fiber-
optic bundles. We are interested in detectors that
can support cone-beam imaging modes, and con-
sequently restricted our evaluations to the clear,
LHD scintillator material. It is known that cone-
beams of x rays impinging on a fiber-optic scintil-
lator will induce cross-talk in the fibers, and result

(a) (b)
1-D Linear
detector >
———
—

Source at top

2-D Detector (©

. 2-D Detector

Figure 6. Methods of arquiring 3-D CT data: (a) multi-slice CT by acquiring each 2-D cross-sectional slice independently; (b) 3-D paralle! CT with a
2-D detector and source at infinity (one rotation and standard reconstruction codes are used); (c) cone-beam CT by moving the source close to the
object. New reconstruction algorithms are needed to process this data.
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Figure 7. Digital ra-
diograph of hollow
thermocouple plug,
taken with Micro-
CAT system.
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ina loss of spatial resolution as cone angle increas-
esJ% Inaddition, the unprocessed image coan be
viewed directly, without any subtraction of the
cross-hatch in the fiber-bundle usually present in
unprocessed images from fiber-optic scintillators,
Figure 7 is a digital radiograph ot a hollow ther-
mocouple plug cover, taken on our MictoCAT
system. One surprising result of this investigation
is the increased spatial performance obtained when
the focal plane of the camera is positioned inside
the scintillator glass, as opposed to the back face
plane of the glass. The advantages of this tech-
nique are visible in the image in Fig. 7. However,
this added clarity is at the cost of some brightness,
since some of the scintillator material is not in
focus for the camera.

The MicroCAT scanner’s spatial resolution per-
formance using the LHD glass scintillator was
further studied by analysis of a line-pair gauge
(Fig. 8). There was almost no magnification in-
volved in this exposure (M = L), and with our
Micro-Focal system (10-pim spot sizes), blur due to
finite spot size is effectively eliminated from the
system.! As iltlustrated in this figure, the loss in
spatial modulation is less than 50% from 12 to
L p/mm, and there is significant modulation at
16 Ip/mm. With the micro-focal source, magnifi-
cations of 2 to 3 can be achieved with a minimum
of source blur, which can casily extend the spatial
resolution of this scanner into the 18- to 20-lp/mm
range. We have scanned ditterent objects, and our
results have shown increased performance com-
pared to scans with the tiber-optic scintillator used
previously. A comparison of the enhancement in
the new LHD glass scintillator and other differenc-
es with the older tiber-optic scintillating glass fora
pinch-weld CT study are shownin Fig. 9.

The spatial resolution performance reported by
others® has been substantiated by some of our
preliminary studies using the LHD glass scintilla-
tor at medium and high energies as well. For
example, a representative digital radiograph of a
~3-cm turbine blade acquired with atens-coupled,
Cohu 4910, CCD camera detector system and a
270-kVp x ray spectrum from a Philips medium-
energy machine source (spot size ~ 04 mm) is
shown in Fig. 10. We estimate the spatial resolu-
tion of this digital radiograph to be on the order of
7t 10 Ip/mm
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(a) LHD glass (b) 2-year-old SDD glass
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Figure 9. Comparison of enhancement in (a) LHD glass scintillator and (b) SDD fiber-optic scintillator for a pinch weld. 1-D profiles through the cen-
ter of each image to the left are shown to the right.
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Figure 10. Representative medium-energy radiographs of turbine blade at (a) 0 , (b) 45 , and (c) 90
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The results of the performance of the LHD glass
at higher energies is shown in a pair of digital
radiographs of a 5.0-cm doublet, single-crystal tur-
bine blade acquired at both 4 and 9 MeV, using
two different Linatron sources and a lens-coupled,
Cohu 4910, CCD camera-based detector system
(Fig. 11). The pedestals and features of the blade
are on the order of 1 mm in spatial extent. More
detailed explanation of the turbine blade study is
given below. We are attempting to further quanti-
fy the spatial resolution limits of this new glass for
both medium- and high-energy CT scanning ap-
plications. Our preliminary CT results for high-
spatial-resolution, high-energy applications have
been encouraging. Figure 12 is a sample of images

0.00

IMeV—-18t

018

037

(b)-AMeV—10ft

) N
055 073 092
Doublet blade

|
110

|
1.28

l
147

Figure 11. Representative high-energy radlographs of a doublet single-crystal turbine
blade at (a) 4 MeV and (b) 9 MeV.

Flgure 12. Representative 2-D images from a volume (3-D) CT data set of the doublet sin-
gle-crystal turbine blade, acquired using the HECAT detector and a 9-MeV LINAC source.
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from a 3-D cube of data acquired with a 9-MeV
Linatron on HECAT; they show the doublet tur-
bine blade, measuring wall thicknesses of 500 pm.

In the next year, we will better quantify the
spatial and contrast resolution performance of this
new glass and the improvements this yields for
lens-coupled, cone-beam C™ scanners. With this
proof-of-principle work as a base, and in coopera-
tion with LLNL physicists working in astronomy,
we are assembling a high-performance CCD cam-
era with 14 to 16 bits and 2048 x 2048 detector
elements, which can further explore the properties
of this glass, and provide a higher performance,
2-D, cone-beam CT scanner. We will also examine
this glass in slit-collimated configurations and with
linear-array detectors as a means of obtaining high-
contrast, high-spatial-resolution images that in-
clude less scatter.

Cone-Beam CT Reconstruction Technologies.
We have implemented cone-beam reconstruction
methods of others?!-25 and developed our own, all
with good results.!.2 Last year, one member of our
research team (S. Azevedo) worked in France at
LETI on new cone-beam methods that benefited
both CT projects. New reconstruction algorithms
and scanning methodologies were developed dur-
ing the course of this collaboration, and a patent is
pending in conjunction with the French govern-
ment.20 This and other cone-beam work are con-
tinuing in FY-93. Below, we describe some of the
progress during FY-92 in image-reconstruction
technologies, including region-of-interest cone-
beam CT, axi-symmetric CT, reverse cone-beam
geometry, and a fast image-reconstruction processor.

Region-of-interest cone-beam CT. 1t is often neces-
sary to view a part of an object at higher magnifica-
tion than is needed over the rest of the object. Also,
sometimes the object is too large for our cone-
beam scanner. In these cases, the data we acquire
will be ‘limited’; i.e., there will be missing ray
paths from our projection measurements. This type
of reconstruction problem is called ‘region-of-in-
terest” (ROI) CT and is a common problem in
medical and industrial imaging. There have been
solutions proposed for 2-D ROl imaging, but not
for the 3-D cone-beam case.

Our algorithm for reconstructing cone-beam
ROI data, called Radon-ROI, uses mathematical
methods similar to the Grangeat method of cone-
beam image reconstruction. In Grangeat's meth-
od, the 2-D radiographic projections are
mathematically converted (through weighting, fil-
ters, and re-binning steps) toan intermediate math-
ematical space known as the 3-D Radon domain.,
From this space, reconstruction of the volumetric

Fopineoring Research Development and Technology
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image is straightforward, requiring only two sets
of backprojections. The Radon space is an ideal
place for combining data of different resolution, so
it is ideal for ROl imaging. Two scans of the same
object are acquired at different resolutions, a low-
resolution scan covering the entire object and a
high-resc.. ..tion scan covering only the ROL These
two scans are combined to form a single Radon
space, which is reconstrucied by the latter part of
Grangeat's algorithm to form a final volume that
displays the ROI at higher resolution than the
surrounding part, without significant artitacts.

An example of the use of this method for ROI
scanning of an automotive precombustion cham-
ber is shown in Fig.13. The image in Fig.13a
shows a single reconstructed slice through the
object taken at low resolution. The data were ac-
quired and reconstructed using cone-beam CT
methods. The object has some shrinkage cracks
just barely visible in the interior. A second scan of
the precombustion chamber was acquired at a
higher spatial resolution, but of the ROl only. The
two scans were combined and reconstructed into a
second image, as shown in Fig. 13b. The ROl area
of this second image reveals the much higher spa-
tial resolution obtained by this novel method.?”

Axi-symmetric CT. We have applied the cone-
beam CT reconstruction methods to the problem
of obtaining 3-D exterior and interior information
from axi-symmetric objects with only one 2-D ra-
diograph or projection. This has application in
several areas, such as manufacturing and high
explosives testing. The problem is to perform cone-
beam CT reconstruction of an object that has qua-
si-axial symmetry froma single radiographic view.
Forexample, a high explosive can be radiographed
during firing, with a flash x ray unit, but only one
view is available. If we assume axial symmetry,
greater information can be gathered from the sin-
gle radiographic view. We have performed cone-
beam image reconstructions of such tests and of
simulated data to better understand the combus-
tion mechanisms. Simulations provide useful in-
formation as to what kinds of artifacts to expect
from any asymmetries in the object.

Another example is on-line monitoring of high-
volume, axi-symmetric industrial parts. As an ex-
ample, we applied this technique to a diesel engine
piston. A single radiographic view of the piston
was obtained (Fig. 14a) and reconstructed into a
volume image. A representative 2-D cross section
of this resultant volume is shown in Fig. 14b. With
many such pistons being fabricated (as many as
2000 per hour), complete CT methods may be
impossibly time-consuming. However, using the
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Figure 13. ROl image
showing (a) single
reconstructed slice
at low resolution and
(b) combined low-
and high-resolution
data reconstructed
image. This is one
slice out of a 3-D vol-
ume acquired by
cone-beam methods.
Notice the higher
spatial resolution in
(b). (Data courtesy
of LETI, Grenoble,
France.)
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Figure 14. Representative (a) 2-D projection radiograph and (b) 2-D CT images of a
diesel engine piston. The data are extracted from a volumetric image obtained from a
single 2-D view.
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above cone-beam reconstruction method, a single
radiograph can display much more useful infor-
mation about the part. For example, in Fig. 14b,
small cracks within the interface between two dif-
ferent materials are much more visible than from
the radiograph shown in Fig, 14a.

Reverse cone-beam geometry. A small company in
San Ramon, California, called DigiRay, has devel-
oped a new radiographic method called “reverse
geometry” cone-beam radiography. In this meth-
od, the source is a 2-D, raster-scanned tlat panel,
while the detector is a single element. The source
raster defines the acquisition geometry, which is
essentially a cone (Fig, 15). This system is unique
and provides some inherent advantages over con-
ventional, cone-beam, x ray-imaging systems. The

Scanning
X ray tube

Film or image intesifer

Conventional x ray
Lead shielding .
Object X ray
1. detector
To CPU
Reverse geometry x ray

Figure 15. Comparison between (a) conventional cone-beam-projections data-acqui-
sition and (b) reverse geometry, cone-beam-projection data-acquisition systems.

Figure 16. Representative (a) projection data and (b) CT image of a MTF phantom
using reverse geometry data acquisition. (Projection data courtesy of Diglray, San
Ramon, Califomia.)
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use of a converging beam has the potential to
produce 2-D x ray transmission images with little
to no scattered photons. The DigiRay system also
includes a Nal(Tl) detector that could be config-
ured to acquire energy-specific data. Until recent-
ly, this system has been used exclusively ior
industrial radiographic applications, not for CT.

We have been evaluating the efficacy of using
their unique method? for industrial, cone-beam,
CTimagingapplications. DigiRay acquired 24 2-D,
inverse-geometry, cone-beam projection images
asa function of angle (every 15°) for a lexan modu-
lation-transfer-function (MTF) phantom. Repre-
sentative 2-D projections are shown in Fig. 16.
These projection data were reconstructed using a
parallel reconstruction algorithm. A resultant CT
image is shown in Fig. 16. It is difficult to deter-
mine just how useful the inverse geometry scans
are from the CT images, since these data have
moiré artifacts, due to the limited number of angu-
lar projections, that mask the scan results. In spite
of these results, we still expect that this type of
s 'stem could produce high quality 3-D imaging
with little to no scattering artifacts. We are working
with DigiRay to set up an experiment in which we
can obtain more angular projection data that should
resultin CT-reconstructed images without moiréarti-
facts. With the use of an energy-discriminating detec-
tor system, further enhancements are cxl,x‘ctui into
the regime of materials characterization.

Reconstruction hardware. Another important
problem in cone-beam CT imaging is the speed of
the image-reconstruction codes and architecture
used. We have addressed this problem in a joint
research project with a private company, Advanced
Research and Applications Corporation (ARA-
COR) of Sunnyvaie, California. In this project, an
advanced computational engine, called the Kono-
scope reconstructor, was desighed to reconstruct
large cone-beam data sets in reasonable computa-
tion times (within 2 h of data-acquisition times)
while being low in cost. This design was success-
fully completed in FY-91 and was realized as a
hybrid, parallel, multi-processing system.

In the last year, we have purchased, assembled,
and tested the basic building blocks of this system.
This prototype was constructed to demonstrate
and measure the performance of various algo-
rithms operating on the reconstructor. Several cone-
beam reconstruction algorithms will be coded on
the system for evaluation during FY-93. Also, the
system will be used to evaluate other image-pro-
cessing algorithms that may benefit from this
unique design.

Enginecering Research Development and Technology
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High-Energy CT Research

High-Energy CT Scanners. We completed the
first version of the HECAT scanner in FY-92. This
scanner incorporated the features and flexibility of
the video-camera-based CT (VIDCT), area detec-
tor software, and built upon our past experience
with film radiography using 4- and 9-MeV VARI-
AN Linatron sources. HECAT is currently an area
detector-based scanner that can acquire data in
either a variable integration (typically from 2 to
10's), or RS-170 video-frame-rate, data-acquisition
mode. Two different area detector systems have
been used to acquire the CT projection data: (1) a
VARIAN ER210, image-intensitied SIT camera and
{2)a COHU 4910 CCD camera. Both are lens-
coupled to either a fiber-optic scintillator bundle
or to a piece of the LHD clear glass via a visible-
light 90° bending mirror. We have used the HE-
CAT scanner to perform 3-D CT inspections of
bridge members, engine parts, ceramic-metal cast-
ings, and single-crystal turbine blades.

CT systems contain four components: (1) source,
(2) detector, (3) object manipulator, and (4) data ac-
quisitionand image-reconstructionand analysis com-
puter. One of the challenges for a high-energy CT
system is to reduce the effect of source blur (a blur
from a finite source-spot size). High-energy sources
typically involve relatively large source-spot sizes
(2 mm in our case). Source blur, to first order, increas-
es lincarly with x ray magnification.

A good rule of thumb is that the source blur, 3,
is equal to the spot size, A, times magnification, M,
minus one, ie, 8 = A(M-1). Consequently, the
source blur due to finite spot size! can be quite
large at moderate magnification (nominally 1 mm
ata magnification of 1.5). Large objects are difficult
to position very close to the detector, by their very
size. Also, object manipulators that can support
300 to 1000 Ibs are not small, and it is difficult to
minimize the source detector distance if the ma-
nipulator cannot be fixed below the source detec-
tor. It is also useful to point out that to penetrate
highly attenuating sections of an object, the source
must be positioned close to the detector (to in-
crease the effective flux per volume throughout
the object), which increases the magnification for a
fixed object to detector distance.

Recently developed objects (e.g., single-crystal
turbine blades) are small, but contain highly atten-
uating materials. Consequently, there is a need for
high-energy, high-spatial-resolution CT scanners.
This need will continue to increase as metal manu-
facturing achieves new levels of complexity and
precision.

HECAT (Fig. 17) accommodates these demands
in a number of ways. First we developed a highly
flexible object manipulator (or stage) interface, fix-
turing for two different object manipulators (1) a
small, 15-cm o.d., rotation-translation stage that
can hold up to 25-kg objects, and (2) a rotation,
translation, elevation and tilt stage that can sup-
port up to ~ 350 kg and added fixturing that en-
ables the position of the stage and scintillator face
front to be ina variety of positions. The small stag»
is approximately 7.6 cm from the scintillator face
front, while the large stage, with a 46-cm o.d.
rotational table, is a minimum of 25.4 cm from the
scintillator. The fixturing for the scintillator is ad-
justable for a travel of 30.5 cm. The camera is seat-
ed ona NEWPORT optical rail, and can be adjusted
up to 20 cmiinside the leaded enclosure to enable a
variety of fields of view. Using these adjustments
and different lenses, we can obtain fields of view from
5x5cm to 2828 cm. This scanner has been built
with the flexibility toallow any object to be positioned
as close to the detector as physically allowable. We
have performed scans with this system, for different
sized objects with cone angles up to 4.8°.

Figure 17.
HECAT photos.
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This tlexibility notwithstanding, one continu-
ing limitation of this system is the relatively small
maximum field of view (28 x 28 em) of the system
as a whole. One of the advantages of the 9 MeV
Linatron is the ability to penctrate objects with
dimensions much greater than 28 em. The field-of-
view limitation is only a result of third-generation

600 016

0.33

05 067 084 100 117 134 152

Figure 18. Representative digital radiographs of a prototype portliner from Caterpil-
lar, Inc. The radiographs were obtalned using a 9-MeV source with (a) the Varian
ER210 camera-based detector; and (b) the Cohu camera-based detector. Each was
lens-coupled to the LHD glass.
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Figure 19. Representative 2-D Images along the z axis from a volume image of the
track of a tungsten bullet. This data was acquired with the ER210 camera and the 4

MeV source.
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(rotation only) scanning geometry and canbe over-
come by implementing and applying second-gen-
eration (translation-rotation) scanning technigues.
The latter technique extends the field of view to the
total distance traveled of the object manipulator,
We are pursuing this enhancement to extend the
capability to HECAT in the next fiscal year.

We have used the HECAT scanner to directly
evaluate ditferent high-energy scintitlators and vis-
ible-light cameras. A comparison between the two
HECAT cameras is summarized by two digital
radiographs of a Caterpillar portliner. Both radio-
graphs were acquired at 9 MeV and are shown in
Fig. 18. Note that the CCD camera results have an
increased performance over the SIT camera results,

High-Energy CT Applications. Most ot our CT
research has been within the low- (6 t0 250 keV) to
medium- (250 to 1,300 keV) energy range. We are
now studying the etfects of high-energy xray
beams on the available detectors, and applications
that require high energies for penetration.

Oneapplication for high-energy CTis the preci-
sion tracking of tungsten projectiles in target mate-
rials. Three-dimensional CT methods can generate
dimensionally accurate images of the path of a
projectile through a target in all three dimensions,
showing the changes in trajectory and in the char-
acter of the projectile as it passes through the ob-
ject. Figure 19 contains a set of 2-1) images trom a
volume image in one orientation, while Fig. 20 is
another set of 2-1) images for a different orienta-
tion. From these images, it is particularly interest-
ing to study just how the projectile changed its
direction by 1807 to point in the direction of the
initial momentum. This new capability provides
an unambiguous image of the path of the projec-
tile through the target medium.

High-energy CT has been applied to various die-
sel engine components as a part of a Cooperative
Research and Development Agreement between
LLNL and Caterpillar, Inc. The goal of this project
is to combine the NDE and computational re-
sources and expertise available at LENL, with the
diesel-engine-design and manufacturing expertise
of the Caterpillar Corporation to develop in-pro-
cess monitoring and inspection technigues for die-
sel-engine combustion chamber components and
materials. Early development of these technigues
will assure the optimization of the manutacturing
process by design/inspection intertaces, Project
goals include (1) toimprove the efficiency ot diesel
engines; (2) to meet or exceed new environmental
regulations; and (3) todevelop inspectionand pro-
cess control technology for the production of ad-
vanced materials for improved diesel engines,

Botogy



Componentsunderstudy range insize from 2-mm
od. fuel injector tips to 30-cm-x-36 cm-x-1.2 m cast
iron exhaust manifolds. Most of the effort to date has
involved the interrogation of cast iron exhaust assem-
blies and prototypes (portliners). The largest of these
devices is complex and non-symmetrical, with nomi-
naloutside dimensions of 30 cm x 36 em x 1.2 m.Qur
preliminary work has focused on a sample subsec-
tion of the exhaust manifold assembly, a
12-cm=x-15-cm=x-16-cm box with an inner configura-
tion of outlet holes and ceramic sleeving.

Our research has shown a substantial increase
in spatial performance of the COHU CCD camera
as compared to the Varian ER210 with both cou-
pled to the LHD glass (Fig. 18). The port running
down the height of the object is lined with a ceram-
ic material, which has numerous divots and cracks.
A representative cross-sectional CT image of this
object is shown in Fig. 21. The cross-sectional slice
data reveal the ceramic-metal interface and fea-
tures in the ceramic material.

Additional CT Applications

In this section, we describe some additional
NDE research problems investigated during this
fiscal vear that are not published elsewhere.

Shape Charge. We have performed proof-of-
principle CT scans on a conventional munitions
shape charge to show how revealing CT is in
identifving internal flaws nondestructively. To
meet this end, we fabricated a few plastic inserts to
mock air voids (four sets of hollow cvlinders 1-, 2-,
2-, and 4+-mm diameter), and 1- and 2-mm mock
separations of the explosive from the copper shape

Computed Tomography % Nondestructive Evaluation
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Figure 20. Representative 2-D images along the y axis from the same volume image

described in Fig. 19.

charge. These plastic inserts were fixed to the ex-
plosive side of the copper wall, and the charge was
filled with a mock plastic explosive.

MECAT was used to acquire CT projection
data of this shape charge at 70 mm from the bot-
tom of the charge. A summary of these results is
shown in Fig.22. The image on the left is the
resultant image reconstructed from the projection
data set. The CT image or tomogram represents a
cross-sectional view of the shape charge along its
longitudinal axis, with 1-mm spatial resolution
and a slice-plane thickness of 1 mm. The colorbar
shown here in shades of gray relates colors in the
image to the linear attenuation coefficient in cm-!.

Relative attenuation
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Figure 21. Represen-
tative 2-D image
from a volume-image
data set of the Cater-
pillar port iiner. A 1-D
profile shown by the
black box is plotted
to the right.
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Fhelincar attenuation coetticientis related to atomic

numiber and densitv of the shape charge. These
v . Ry o K results cearly reveal all four sets of voids and both

Hluminm auter ool : . oo the T- and 2-mm separations between the copper
[N S ] B

walland mock explosive. The tomographic image
also provides the Jocation and dimensions ot both
external and internal details of the shape charge,
which is sometimes very ditticult, if not impossi-
ble, to obtain trom radiographic data, With respect
to Fig. 22, two 1D protiles labeled in the image as
Stand 82 were extracted and are displaved in the
plot to the vight. The nextstep in this study would
include the correlation of the CV images o actual
performance of the shape charge, determined in
live test tirings,

Turbine Blades. Both high- and medium-ener-
gy Cloare being applied 1o a variety of single-
crvstal, hollow-core turbine blades (Fig, 23). These
blades are rvquin'd in modern high t‘l'li(‘it'l)k’\', low
pollution jet engiines where gas tlemperatures can
exeeed the melting point of the blade metal. South-
wost Rescarch Institute, Garrett Engine, and the
NDE Section st FENL are combining, resources
and t\Pt‘ltL\l‘ to evaluate NDE techniques. The

T I poals are to accurately dimension the internal ge-
-0.09 0.09 0.26 0.44 0.61 0.78 096  ometries and detect anomalies intrinsic to hollow
cast blades. Results of this project will be used to
Shape charge | o . . ) . .
1.0 plan tuture funding activitios tor development ol
advanced NDIE technigues. CT s aeritical NDE
0.9 , st technique tor turbine blade inspection due to their
4 Coppercone S2 5 . . . .
- - comples geometry and high aspect ratio, which
08 limit the nature of internal intormation obtainable
trom other techniques, such as radiography, infra-
0.7 red imaging, and ultrasonics. We are presently
scanning, cach ot the blades shoswn in Fig, 23, us-
£ 06 ing, the multitude of C1scanners discussed here
o
&
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Figure 22. CT slice of a mock plastic-high-explosive shape charge with various de- Figure 23. Photograph of four turbine blades provided by
fects. 1-D profiles are shown to the right. Wright Patterson Air Force Base for CT inspection studies.
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and clsewhere.s Representative results are shown
in Fig. 24 for the type 2 blade using a medium-
energy source, and in Fig. 25 tor the type 3 blade
using a 9-MeV Linac.

Bridge Cable CT Imaging, In cooperation with
the California Department of Transportation and
High Energy Services Corporation (HESCQ),
Woodside,California, proof-of-principle experi-
ments were performed inan attempt to image
internal features of bridge cables and bridge cable
terminuses. High-fidelity CT requires a rather large
number of angular views (the ASTM recommends
L5 times the size of the detector array in the hori-
zontal direction), For a variety of reasons, most of
which are related to functionality, components of
civil bridges are highly attenuating with respect to
xrays. Consequently, the internal inspection of
these assemblies requires high energy (MV range)
sources. Performing the radiography is complicat-
ed by the logistical issues regarding shielding the
on-coming trattic from the radiation, or by devel-
oping reconstruction schemes that can obtain use-
ful information from a limited number of views.

Using their in-depth knowledge of what can be
done on bridges, HESCO acquired a limited-view
CT projection (or radiographic) data set for appli-
cation of our CT image-reconstruction techniques.
The dataset consisted of 24 film radiographs every
6" over 1387, We developed interpolation schemes,

3

in concurrence with other algorithm work, to ex-
tend this data to 30 views over 180 % Other im-
age-processing and image manipulation tools,
developed for film CT, were then applied to obtain
areconstructed image of the cable. Figure 26 shows
an example of the reconstructed images obtained
using these methods. These results are encourag-
ing cnough to further pursue this method to in-
spect bridge cables.

Ancient Artifacts from Iraq. We have used CT
to investigate two, corroded, ancient artitacts that
were excavated in Irag by University of California
Berkeley archacologists under the direction of Pro-
fessor David Stronach. These artifacts, along with
others, were exported to the US. with permission
from the Iraqi archacological authorities for scien-
titic analysis. The artifacts are believed to be ob-
jects used tor personal adornment. They were
found on an ancient roadway of the Falzi Gate at
the southeast corner of the city of Nineveh, the last
capital of ancient Assvria. The artifacts were found
among skeletal remnants in the sack (destruction)
levelof Nineveh dating back to 612 BC, around the
fall of the Assyrian Empire. It is believed that the
skeletal remnants are from an immense battle
fought there.

The encrusted artitacts were nondestructively
evaluated using a quantitative CT scanner to leamn
about their original composition and geometry.

Computed tomography < Nondestructive Evaluation

Figure 24. Represen-
tative CT images for
the type 2 turbine
blade, using a medi-
um-energy source at
270 kVp and the
Cohu camera cou-
pled to the LHD
glass.
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Figure 25. Represen-
tative CT results for
the type 3 turbine
blade, using a 9-MeV
Linac source and the
Cohu camera cou-
pled to the LHD
glass. Shown are 2.D
images along the z,
X, and y axes, re-
spectively, of a vol-
ume data set.
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Figure 26.
Representative radio-
graph and recoir
structed imoges of a
bridge cable. The CT
data consisted of 24
v ews over a range of
138 . (Ratiographs
courtes! of HESCO,
\Voocssde, Califomia.)

View 0: ecal 157

| View 1: line 80

The two artitacts are show in Fig. 27 and have the
geometry of a creseent moon and a ring. MECAT
was used with an =Ir radioactive source and an
energy-discriminating, high-purity, germanium
detector svstem. The CT data were collected, with
the ring placed within the concave edge of the
crescent moon. A representative reconstructed im-
age of a plane through the approximate midplane
of the tiwvo artifacts is shown in Fig. 28. The data
used for reconstruction is the measurement of X ray
photon transmission from a narrow 317-keV peak
of the "l source The reconstruction represents a
spatially resolved image of photon absorption at
this specific energy.

The CT images of these artitacts have helped
the archacologists determine the extent of corro-
sion sustained over the vears CTohas provided
information that can help determine what

\ﬁ"'"“"‘y'mf“_“"‘ s

o debarm il

- « v
TR - .

Figure 27. Ancient artifacts found in Nineveh, dated to 612 BC.
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View 2: line 82

Extracted radiograph showing regions of CT reconstructions.
CT reconstructions were made from 24 views over a ranyge of 138 degrees.

material the artifacts are made of without destruc-
tively removing the encrusted substance around
them. Also, the original geometry of the artifacts
can be extrapolated from the CT images, without
removing the encrusted material.

Future Work

Over the last few vears, we have used our
various CTsvstems ondiverse experimental prob-
lemis. Ineach case, CT has been demonstrated to be
aneffective tool for nondestructive inspection and /
or characterization. We will continue to improve
CT scanners built by our CT group and software
tools extending the range of applications for CT
technology. Weespuect to continue to participate in
the transter ot our technology within LENIL, around
the Department of Energy nuclear weapons com-
plex, and to commercial arcas of investigation to
assist in scaling up to ficldable industrial uses.

Acknowiedgements

Ihe authors would Bike to thank Chiristine Rob-
ert-Coutant from [EFT (France) tor helping in the
development of the A&PCT simulation software
and i the analvsis of the experimental A&PCT
data. We apprediate the many helpiad technical
discussions with Brace Tasegawa and Keenan



Attenuation coefficient

|

0.58

-0.10 0.24 0.92 1.26 1.60

Brown at UCSF on A&PCT simulation and experi-
mental studies. Our discussions with Fred Cheu,
General Motors, on the application of CT in the
manufacturing environment have been very valu-
able in putting our research and development of-
forts in perspective. We thank Dick Albert at
DigiRay for providing reverse-geometry cone-
beam data for us to reconstruct and analvze. We
are grateful to Rich Whipple for filling the shape
charge with a mock plastic explosive. Thanks to
Mark Cutler and Willie Johnson at HESCQO for
providing the film radiographs of the bridge cable.
We also would like to acknowledge the valuable
contributions to this project by Linwood Hester,
Earl Updike, Derrill Rikard, Jerry Haskins, Dave
Camp, Zach Koenig, and Clint Logan. Many thanks
£0 to the Engincering Research Committee for
their continued tunding and support of this project.

Lo HLE. NMartz, DL Schineberk, G Roberson, and
S.GLAzevedo, "Computed Tomagraphy,” i
neering Research, Development. amd - Technology,
Lawrence Livermore National Laboratory, Liver-
more, Calitornia, UCRL-33868-91, 7-6 {1992),

[}

H.E. Martz, DW. Perkins, S.Go Azevedo, 1.
Schineberk, NM.E Skeate, and Gl Roberson, “Come-
puterized Tomography,” Pragincering Researcl and
Dyevelopment Thrust: Area Report Y90, Lawrence
Livermore National Laboratory, Livermore, Cali-
tornia, UCRI-33868-90, 7-14 (199]).

-

SoAzevedo, Madel-Based Compded Tomograplng for
Nondestructioo ealuation, D, Thesis, University
ot California Davis, Davis, Calitornia (1991).

4. HLE Marty, S.GoAzevedo, G Roberson, 1)
Schineberk, and MU Skeate, “"Computerized
Tomography,” Lugineering Research and Diecelop

1.6

14

1.2

1.0

Computed Tomography < Nondestructive Evaluation

ART2-27 EROL1 3 at 317 keV

— Sl

52

Distance (mm)

ment Thrust Area Report YS9, Lawrence Liver-
more National Laboratory, Livermaore, California,
LICRE-33868-89, 7-15 (1990).

FLE, Marty, G Roberson, and DL Schineberk,
“ProgessinComputerized Tomography Scanners,”
Enerqyand Technology Revicie, Tawrence Livermore
National Laboratory, Livermore, California, UCRI -
S2000-90-11.12 (November /7 December 1990),

HE Narty, DL Schineberk, and G Roberson,
“Applications of Computerized Tomography,”
Energuand Teclmology Revieae, awrence Livermore
National Laboratory, Livermore, Calitornia, LCRI -
S2000-90- 11 12 (November 7 December 1990),

S.GoAzevedo, FLE. Martz, TN Brase, and K.F
Waltjen, “Computed  Tomography,” Ligmeering
Research and Deeelopnient Thrust Area Report 1YSS,
Lawrence Livermore National Faboratory, Fiver-
maore, California, UCRE -R3868-88, 7-1 (1984),

IAL Brase, Kb Waltjen, and FLE. Martz, “Com-
puted Tomaography.” Figineerne Researdrad De
celopiient st Area Report PYST, Lawrence
Livermore National aboratory, Tivermore, Cali-
tornia, UCRI-33868-87, 9-14 (1USS8),

AL Brase, HLE Narty, KES Waltjen, R Huard,
and ALGL Wieting, Quanttitalioe Radiograplng 1 aw-
rence Fivermore National | aboratory, Eivermaone,
California, UCHD T9323-80 (1980),

Do Camp, T-E Wang, and FLE Martz, “Prelini-
nary: Minimum Detectable Timit NMeasur ments
in 2081 Drams Tor Sefected Actinide l\l‘l()Pt‘\ n
Mock-Waste Matvices,” Proc Dransuranic W\aste
Charactercation Cont, Tdaho State Universiiy
(Pocatello, Idaho), Cugust 10 12, 1992) also faw-
rence Livermore National Faboratory, Tivermaore,
Calitornm, CCREJC- TS (a2,

LB Nart, G Roberson, D1 Schineberk, and
SCoAzevedo HHE Drans Nl S 38, 023 (1valy

i Lo, . . * Thrust Area Report FY92

Figure 28. Represen-
tative reconstructed
CT image of a plane
through the approxi-
mate midplane of the
ancient artifacts
shown in Fig. 27.
Two 1-D profiles are
plotted to the right
for further analysis of
the CT image data.

8-21



Nondestructive Evaluation < Computed Tomography

12.

13.

14.

15.

16.

17.

18.

19.

G.P. Roberson, H.E. Martz, D). Schneberk, and
C.L. Logan, “Nuclear-Spectroscopy Computerized
Tomography Scanners,” Proc. 1991 ASNT Spring
Conf. (Oakland, California), 107 (March 18-22,1991).

H.E. Martz, G.P Roberson, C. Robert-Coutant, and
D.C. Camp, “Experimental A&PCT Research and
Development Efforts To Characterize Mixed Waste
Forms,” Proc. Transuranic Waste Characterization
Conf., Idaho State University (Pocatello, Idaho),
(August 10-12, 1992); also Lawrence Livermore
National Laboratory, Livermore, California, UCRL-
JC-110826 (1992).

J.K. Brown, SM. Reilly, B.H. Hasegawa, E.L.
Gingold, TF. Lang, and S.C. Liew, “Computer
Simulation of an Emission-Transmission CT Sys-
tem,” submitted to Med. Phys. (1992).

C. Robert-Coutant, H.E. Martz, and S.G. Azevedo,
“Simulated A&PCT Data To Study the Mixed Waste
Forms Characterization Problem,” Proc. Transuranic
Waste Characterization Conf., 1daho State University
(Pocatello, Idaho), (August 10-12, 1992); also Law-
rence Livermore National Laboratory, Livermore,
California, UCRL-JC-110827 (1992).

R.C. Placious, D. Polansky, H. Berger, C. Bueno,
C.L. Vosberg, R.A. Betz, and D.J. Rogerson, Mats.
Ewal., 1419 (November 1991).

R.C. Placious, D. Polansky, E.S. Gaynor, H. Berger,
C. Bueno, R.A. Buchanan, C.L. Vosberg, and R.A.
Betz, “An Improved Glass X Ray Scintillator,” Fi-
nal Report submitted to Naval Weapons Center,
China Lake, California (1990).

A.H. Rodgers, Private communication, Synergis-
tic Dector Designs, Mountain View, California
(1992).

A.A.Harmsand A. Zeilinger, Phys. Med. Bio. 22(1),
70(1977).

20.

21

22,

24.
25.

26.

27.

28.

29.

30.

M. Barker, Private communication, Lockheed Mis-
sile and Space, Palo Alto, California (1992).

L.A.Feldkamp, L.C. Davis, and ].W. Kress, JOSA A,
612 (1984).

P. Grangeat, Analyse d'un Systeme d’lmagerie 3D par
Reconstruction a Partir de Radiographies X en Géométrie
Conique, Ph.D. Thesis, I'Ecole Nationale Superieure
des Telecommunications, Grenoble, France (1987).

B.D. Smith, IEEE. Trans. Med. hmaging, M1-4 (1), 14
(1985).

H. Kudo and T. Saito, JOSA A7, 2169 (1990).

Ph. Rizo, P.Grangeat, P.Sire, P> LeMasson, and
P. Melennec, JOSA A 8 (10), 1639 (1991).

S. Azevedo, P. Grangeat, and Ph. Rizo, “Procede
de Reconstruction d’Images Tridimensionelles
d’une Region d’Interet d’un Objet, Comprenant la
Combinaison de Mesures sur I'Ensemble de I'Objet
a des Mesures sur une Region d’Interet de 'Objet,
et Installation Appropriée,” French Patent Appli-
cation 92-11148, September 1992.

S. Azevedo, Ph. Rizo, and P. Grangeat, “Region-
of-Interest Cone-beam Computed Tomography,”
submitted to JOSA A (1992).

R. Albert, Private communication, Digiray, San
Ramon, California (1992).

S.G. Azevedo, H.E. Martz, and G.P. Roberson,
“Computerized Tomography Reconstruction Tech-
nologies,” Energy and Technology Reviewe, Lawrence
Livermore National Laboratory, Livermore, Cali-
fornia, UCRL-52000-90-11-12 (November/ Decem-
ber 1990).

DJ. Schneberk ¢t al., Linsited Angle Radiography-
Based Computed Tomography for In-Situ Inspections of
Bridge Cables, to be published (1993).

Thrust Area Report FY82 <% Engineering Research Development and Technology



Laser Generation and Detection of Ultrasonic Energy < Nondestructive Evaluation

Laser Generation and Detection

of Utrasonic Energy

Graham H. Thomas
Engineering Sciences
Mechanical Engineering

We have developed a facility to generate and detect ultrasonic energy with lasers. Laser-
generated ultrasonics is an attractive alternative to traditional ultrasonic nondestructive evalua-
tion (NDE), because it allows remote, noncontacting, ultrasonic NDE. We are developing NDE
applications for use on contamination-sensitive components and in hostile environments. Laser
ultrasonics has several other advantages, such as broadband excitation, multimode acoustic
energy generation, and adaptability to scanning complex shapes.

Introduction

Ultrasonic nondestructive evaluation (NDE) is
a valuable technology for material characteriza-
tion and defect classification.! Laser-based ultra-
sonics allows us to explore many new applications.
For example, laser ultrasonics can be performed in
hostile environments, such as in a furnace or a
glove box. We are also pursuing laser ultrasonic
techniques for providing feedback control for pro-
cesses such as welding, composite curing, and
solid-state bonding.?

Progress

We have acquired ultrasonic data on a variety
of specimens to test the system’s capabilities. We
have demonstrated the feasibility of laser ultra-
sonics to perform feedback control for directing a
welding operation. We performed an experiment
to show the ability of laser ultrasonics to measure
the distance to a weld seam. The application we
are considering is for laser welding, where the
welding laser must preciselv track the joint. Our
approach is to rigidly fix the laser acoustic system
to the welding beam. The laser acoustic system can
accurately measure the distance between the loca-
tion of acoustic generation and the weld seam., I
the welding laser wanders oft the seam, the ultra-
sonic path length will change (see Fig. 1). The path
length change will be fed to the welding laser
alignment controller to adjust the laser focation,

Woedemonstrated the ability of laser ultrasonics
to measure the distance between the ultrasonic

Enginvering Research Deveiopment andd Teobnoiog,

Flgure1. Diagram of
laser ultrasonic feed
back system for con
trolling welding CO,
laser alignment. The
ultrasonic surface
wave is first sensed by
the detection laser as
it passes under the
beam. The surface
wave then reflects off
seam ahead of the
welder and is sensed
again by the detection
laser on the retum.
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surface-wave-generation location and the weld
seam. We generated ultrasonic surface waves in
surrogate specimens. Figure 2 displavs an exam-
ple of the ultrasonic signals, where the time be-
tween the two pulses is a function of the distance
to the seam. If these pulses move relative to cach

Figure 2. Sample
results of laser ultra-
sonic signal from
weld seam. Time
between pulses
provides feedback to
control welding laser
tracking.
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other, the welding laser has moved off the seam.
The timing between pulses should allow us to
calculate position accuracy to .001 in.

Future Work

We are increasing our knowledge of laser gen-
eration and detection of acoustic energy, and im-
proving our laser acoustic facility. We are
investigating applications of laser acoustics to NDE
problems simultaneously at Lawrence Livermore
National Laboratory and within U.S. industry. Spe-
cifically, we will continue to explore applications
for laser acoustics to control selected manufactur-

ing processes, such as welder alignment, compos-
ite curing, and plutonium processing. Since each
application of laser-generated ultrasonics entails a
customized system, we need to have a thorough
understanding of the fundamental capabilities and
limitations of the technology to design the optimal
inspection facility.

1. J. Krautkramerand H. Krautkramer, Ultrasonic Test-
ing of Malerials, Springer-Verlag New York, Inc.
(New York, New York), 1977.

2. N.M.Carlsonand J.A. Johnson, “Laser Generation
in a Weld Pool,” Review of Progress in Quantitative
Nondestructive Evaluation 7B, Plenum Press (New
York, New York), 1485 (1988).
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Remote Sensing,
Imaging, and Signal

Engineering

Signal and image processing have always been
important support for existing programs at Law-
rence Livermore National Laboratory (LLNL), but
now these technologies are becoming central to
the formation of new programs. Exciting new ap-
plications such as high-resolution tele-
scopes, radar remote sensing, and advanced
medical imaging are allowing us to partici-
pate ir the development of new programs.

The Remote Sensing, Imaging, and Signal
Engineering (RISE) thrust area has been very
active in working to define new directions.

We also maintain and continue to build
our technical base in signal and image pro-
cessing in support of existing programs,
through such applications as diagnostic im-
age processing and seismic signal processing.

Over the past several years, RISE has
developed a series of computer software systems

for signal and image processing. These systems
provide portability among the many computer
systems used at LLNL and give us a platform for
transferring the results of specific research and
development projects to application areas. Our
major signal-and image-processing systems, VIEW
and VISION, are used by several major LLNL
programs and have been distributed to many uni-
versity, industry, and government sites.

Work in RISE involves a diverse set of sciences
and technologies ranging from optical physics to
microbiology toadvanced computer architectures.
Collaboration with other thrust areas, such as Non-
destructive Evaluation and Computational Elec-
tronics and Electromagnetics, and with other LLNL
organizations, such as the Physics Department
and the Biomedical Sciences Division, is central to
our continuing work in innovative imaging and
signal-processing applications.

James M. Brase
Thrust Area Leader
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9. Remote Sensing, Imaging,
and Signal Engineering

Overview
James M. Brase, Thrust Area Leader
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Vision-Based Grasping for Autonomous
Sorting of Unknown Objects

Shin-yee Lu,

Robert K. Johnson, and
Jose E. Hemandez
Engincering Research Division
Electronics Engineering

The Department of Energy has a need for a method of treating existing nuclear waste.
Hazardous waste stored in drums and boxes in old warehouses needs to be sorted and treated
by the new standards of environmental regulations. At Lawrence Livermore National Labora-
tory, we are developing a vision-based grasping capability that can be used to pick and place
unknown objects autonomously. Some preliminary results are described in this paper.

Vision-Based Grasping for Autonomous Sorting of Unknown Objects + Remote Sensing, Imaging, and Signal Engineering

Intreduction

In our experiment, we lay several objects on a
table at arbitrary locations, simulating a conveyor
belt. The objects are wrapped in plastic bags to
simulate articles that are likely to be found in the
waste containers. Twocameras are mounted abe ve
the table to create a stereo view of the work ¢l
The cameras are mounted approximately 2m
above the table, and have a field of view of approx-
imately 2 m by 2 m. The images are captured and
processed on a SUN SPARCstation-2, with image
resolution of 510 x 480

The stereo images are registered pixel-by-pixel
using an efticient stereo-visionalgorithm. A dense,
three-dimensional (3-D) range map is generated
by triangulating the registered pixels. Potential
grasp locations for cach object are generated by
analyzing the shape of a two-dimensional (2-1)
projection of the top view of the object. Locations
around the handle or near the center of mass of the
object are considered suitable for grasping, using a
parallel gripper. The result of this analysis is used to
generate information such as position, height, width,
and orientation tor executing the grasping, task.

Progress

The experimental result shows high accuracy
in the range estimation. We videotaped the experi-
ment and studied the performance. The overall
accuracy on the plane perpendicular to the camer-

Fogoneering Researeh Desetopment amd Technology & Thrust Area Report FY92

as’ lines of sight is within 2 mm, and along, the line
of sight is 5 mm. The total CPU time required for
generating the grasping information is approxi-
mately 70 s for four objects. The computation time
is proportional to the number of objects to be
handled.

This experiment is an integration of camera
calibration, stereo registration, shape analysis, and
grasp planning. Algorithms used for camera cali-
bration and image segmentation follow existing
methods; however, our approach to stereo regis-
tration is different from most of the existing meth-
ods. It is efficient and highly parallelizable. Grasp
planning at this point is a simple decision tree that
matches the dynamic range of grippers to the size
of the objects. Each of the different tasks is ox-
plained below in more detail, withan emphasis on
the stereo registration algorithm.

General Approach

A set of transformation matrices for epipolar
geometry correction are obtained through a cam-
era calibration procedure. The images are seg-
mented into regions, using a thresholding,
technigue that separates the objects from the back-
ground. Since we assume that the objects are not
touching cach other, cach region segment is as-
sumed to correspond to an object in the scene.
Correspondence of regions from the left image
with those from the right image is then estab-
lished, using features such as location and size of

9-1
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(a)

o

(Left)

Figure 1. (a) Left
and right images of a
typical scene with
four objects on a ta-
ble; (b) segmented
images with corre-
sponded regions.
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(Right)
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(Right)

the regions. Corresponding, regions are then trans-
tormed to the proper alignment according to epi-
polar geometry obtained from the camera
calibration procedure. Pinel-to-pinel correspon-
dence along epipolar lines of an object is accom-
plished using dvnamic programming techniques.
T'he registered pixels are triangulated using the
camera transformation matrices. The resultis dense
range data. Assume that the line of the sight is
along the z-anis, The range data thus obtained is a
depthmap onanirregular grid. We filter the range
data and generate the final regular depth map tor
an object. A 2-D skeletonization technique is used
on the resulting image of the depth map, for grasp
analysis.

Camera Calibration

The accuracy of the 3-1) range data obtained
from stereo vision s directly: dependent on the
accurate modeling of the camera transtormations
from 3-D world coordinates to 2-D-image pisel
coordinates. We are currently using, a simple lin-
car madel! in which cach of the two cameras is
modeled by a 3-x-4 perspective transtormation
matriy, B:

Report FYS2 % [ p e g Moot ey caine

{Left)

(Right)

Figure 2. Corresponding epipolar lines (shown in white) for
the epipolar-aligned box object.

¢ Buw
¢ enena)

w —[.\',_u,:,l|'

Py (l)

where (v, v, 2) is a world coordinate and (p,, p,)is
the corresponding, image pinel coordinate. The
camera matrices, B, and By, are solved by the
standard least-squares method, using calibration
data consisting of world coordinates and  their
corresponding pizel coordinates. Each sample gen-
erates two equations in 12 unknowns for cach
camera. Therefore, a minimum of six samples is
necessary to solve tor the camera matrices. We
currently use from 12 to 18 calibration points, by
mounting, tiducial markers in the robot work cell.
The robot (Puma 500) is used to obtain the world
coordinates, and centroiding, is used to obtain the
pinel coordinates. We are currently implementing
an automated  camera-calibration procedure, in
which the robot will move a circular light source
around the work cell tospecified calibration points,
for imaging and centroiding, This will allow for a
much more etficient and thorough calibration of
the vision svstem, in which hundreds of calibra-
tion points can be used. We expect that this will
further reduce the observed positional errors, We
are aware of more sophisticated calibration proce-
dures,” in which camera distortion and image ac-
quisition anomalies are modeled. However, for
the current application, this additional complexity
does not seem necessary.

Image Segmentation

A seene without objects s taken from cach
camera as a reference tor background removal.
Objects are segmented from the background by
first subtracting the reference image from the im-
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Figure 3. (a) Intensity profiles of epipolar lines from Fig. 2;
(b) realigned correspondence profiles.

age with the objects, and then thresholding the
ditterence image. Size constraints are used to elim-
inate small, noisy, background-region segments.
Regions in one image are matched with regions in
the other imagge, using simple heuristics based on
the size and location of the segmented regions.
Two stereo images of the scene and resulting cor-
responded regions are depicted in Fig. 1.

Epipolar Line Registration

Various dynamic programming techniques
have previously been applied to matching edges
in stereo images. > The result is a coarse disparity
map for which a complex-surface-reconstruction
algorithm is required to generate the final range
map. In our approach, pixel-to-pixel registration is
done by matching the intensity profiles of two
corresponding epipolar lines, using a special dy-
namic programming technique called dynamic
correlation.” Dynamic correlation is a method that
optimally aligns data points, based on a similarity
measure, preserving a defined ordering relation.
When this technique is applied to stereo registra-

Engineering Research Development and Technoiogy % Thrust Area Report FY92

tion, we assume that pixels along epipolar lines
have the same left-right relation. This relation can
be represented mathematically by a linear order-
ing relation.® The ordering constraint is generally
true for stereo registration, but can be violated.
However, a strict linear ordering relation is obeyed
by image pixels that pertain to the surface of an
opaque object, that is, if pixels a and b are one
matching pair and pixels a’ and b’ are another
matching pair, then if a is to the left of a’ on one

Figure 4. 3-D recon-
struction of scene
from Fig. 1.

(b)

Flgure 5. (a) 2D
gray-scale image of
depth map; (b) 2D
Euclidean distance
map; (c) 2D sym-
metric skeleton.
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Figure 6. Two possi-
ble parallel-grasp on-
entations.
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image, then it is necessary for b tobe to the left of b’
on the other image.

Algorithms for pixel-to-pixel registration have
to be eftective in handling (1) difference in scal-
ing, (2) occlusion, and (3) variation in light re-
flectance. The deletion (or insertion) operation
in dvnamic correlation is used to handle both
scaling and occlusion. The substitution opera-
tion represents a match, but allows variation in
brightness. Let L, and Ly, be two corresponding
epipolar lines, and let a;, i = 1,2,..,n represent
pixelson L, and by, j = 1,2,...,m represent pixels
on Ly, The dvnamic correlation algorithm calcu-
lates the cost of matching a), a,,...a; and by,
b:,...,b,, denoted C(i,):

+ S, f)

j Cli-1,j-1
C, j) = min, Ci,ji-v +u ,  (2)
] Ci-1,)) + u
where
ARG
sti, jy =1 | —2RaliD ] 3)
\ R‘,"(l) + RM,(”

Here, R (i) is the windowed cross-correla-
tion of L, and L, centered about a; and b, respec-
tively, R (1) [Ry,())] is the windowed
autocorrelation of L (L) centered about ay(b,),
and @ is a fixed cost of deleting an element of f“
or Ly, The normalized substitution cost, S(i,j),
varies between 0 and 1, and the deletion cost, o,
is fixed between 0 and 1. We have achieved
good results with o between 0.2 and 0.5, The
operation in Eq. 2 defines a minimum cost ma-
trixfori = 1,2,..,nandj=1,2,...m.C(,j) and C(i,0)
are given by o and jo, respectively. The mini-
mum cost alignment can be traced back from

Erngineceing Research Developmesnt

C(n,m) to C(0,0) on the minimum cost matrix., I
C(ij) is derived from C(i-1,j-1), then pixel a,
matches by; if C(ij) is derived from C(i j-1), then
pixel b, on Ly, does not have a match (a deletion);
similarly, if C(i,j) is derived from C(i-1,j), then
pixel a;on L, does not have a match.

Two corresponding epipolar lines are high-
lighted in Fig.2 for the epipolar-aligned box
object from Fig. 1a. The result of pixel-to-pixel
registration of these lines is illustrated in Fig, 3.
The intensity profiles of the two epipolar lines
are shown in Fig, 3a. These two intensity pro-
files are realigned after using the correlation
algorithm. The realigned intensity profiles are
shown in Fig. 3b. The matching pixels (substitu-
tions) are aligned. When pixels on one intensity
profile do not have a match (deletions), then a
blank (shown as a zero value) is filled in on the
opposite intensity profile. The occluded por-
tions, i.e., the right-hand side of the box on the
right image and the left-hand side of the box on
the left image, are successfully deleted by the
algorithm. The algorithm handles the slight dif-
ference in size (the box is at a larger skew angle
to the left camera, therefore it is shown smaller
on the left image than on the right image) by
deleting four pixels from the right image at scat-
tered locations. The 3-D reconstruction of all
four objects from Fig. 1is shown in Fig. 4.

Grasp Analysis

Since the objects in this experiment are small,
not too tall, and the bag handles are always
placed parallel to the table, a simple shape anal-
ysis of the 2-D image of the depth map can be
used to determine an ‘optimum’ grasp location
with the gripper-oriented parallel table. First,
we compute a Euclidean distance map from the
2-D projection of the depth map (see Fig. 5),
using the fast raster scan algorithm.” A skeleton
is then generated by locating generalized local
maxima in the distance map.® Associated with
cach skeleton point is a vector pointing to the
closest image point not contained in the object
region. This orientation information is used to
identify symmetric skeleton points (see Fig. 5)
with respect to the object region boundary. Us-
ing information about the current available grip-
pers, a grasp feature vector is then computed for
cach symmetric skeleton point, consisting of po-
sitional intormation, a grasp size, a parallel-
boundary deviation measurement, and the
distance from the object region centroid. Final-
ly, a specified optimality criterion is used to

arnd lechnaloegy
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choose an optimal grasp. Our current criterion
consists of first only considering grasps within
the range of the current grippers and with paral-
lel deviations less than a specified maximum. Of
those, the grasp that minimizes a weighted aver-
age of parallel deviation and distance from cen-
troid is chosen as the optimal grasp. In practice,
we often divide the current grippers into two
groups, (1) small grippers and (2) large grippers.
We then find a grasp for each group. For the
current objects, this often gives a large grasp
about the center of mass and a small grasp about
the bag handle, as shown in Fig. 6.

Future Work

Preliminary results of applying stereo vision
and shape analysis to robot autonomous grasping
of unknown objects show that stereo vision can
provide fast and reliable range information. So far,
we have used a relatively simple approach for
grasp planning. We expect to deal with more com-
plex objects as the waste sorting project progress-
es. We are also interested in the proper mating of
object geometry and manipulator geometry, and
planto use special hardware such as transputers to
speed up the process for real-time applications.

fngoeerng Research Developmen!l and Technology % Thrust Area Report FY92
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Imaga-Restoration and
Image-Recovery Algorithms

Dennis M. Goodman
Laser Engineering Division
Electronics Engineering

We have written computer codes for solving various image-restoration and image-recovery
problems. These codes are based on a variant of the conjugate gradient algorithm that permits
the imposition of constraints. Although the codes are essentially spatial-domain methods, most
ot the computation is done in the frequency domain. The result is that the flexibility of spatial-
domain methods is preserved, but computation time is closer to that of conventional frequency-

domain methods.

Introduction

A crucial tradeoff in applying image-process-
ing algorithms to restoring a blurred image or
recovering an image from data is accuracy vs time.
Standard algorithms are non-iterative and operate
in the frequency domain. Suppose the image is an
array of N-x-N pixels. The number of floating
point operations (FLOPS) required by these algo-
rithmsis typically of order N2logN, the same order
required for computing an N-x-N, two-dimen-
sional, fast Fourier transform. Consequently, fre-
quency-domain methods are reasonably fast;
unfortunately, thev are not flexible enough to im-
pose non-negativity constraints, to handle nonlin-
ear problems, or to deal with “ringing” effects that
occur when the blurred image is not zero at its
boundaries.

Thesolution is to use spatial-domain methods, but
the price paid in computer time is very high. Because
direct inversion methods involve the storage and
inversion of an N2x-N2 matrix, these methods are
impractical tor all but very small images. Instead,
iterative methods are used. A tvpical iterative meth-
od computes one convolution and one correlation
per iteration. If these are implemented in the spatial
domain, each requires on the order of N4 FLOPS, so
the total number of FLOPS required by an iterative
method is on the order of MN? where M s the
number of iterations. For small M, iterative methods
are much faster than direct inversion methods, but
are still much slower than frequency-domain meth-
ods. In fact, they are not practical for images larger
than 128 x 128 pixels.

Frogonerr g Roeaeana o Do e iopm et g T b ag,

We have developed a new method that is basi-
cally a spatial-domain technique, but implements
the iterations in the frequency domain. This reduc-
es the cost per iteration to the order of MN2logN
FLOPS. Our particular iterative technique is also
new. It is based on the conjugate gradient algo-
rithm and uses a ‘bending” line search strategy, a
special implementation of the active set strategy
and the Hestenes=Stiefel formula.

Progress

In FY-91, we applied this algorithm to the stan-
dard, linear, least-squares image-restoration prob-
lem. We were able to demonstrate that the
imposition of positivity constraints and the ability
to properly handle boundary effects greatly en-
hanced image quality. This vear, we performed
Monte-Carloexperiments onsmall data problems,
which demonstrated that the estimates obtained
with our technique! were at least as good as those
obtained with more conventional methods, such
as constrained regularization and maximum en-
tropy. As noted above, the conventional spatial-
domain methods are too slow to apply to large
data problems.

Many image-restoration and image-recovery
problems are inherently nonlinear. For example,
the algorithm we developed tor the standard,
linear, least-squares restoration problem is inap-
propriate when imaging at very low light levels.
This is because the quantum nature of light must
be accounted for, and the noise must be mod-
cled as Poisson, rather than Gaussian, The result

Thrust Area Report FY92
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Figure 1. Blurred
image with Poisson
noise.
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Figure 4. True noise-free imz, 2.

Figure 2. Estimate
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least-squares criteri-
on.

Figure 5. Reconstructed, three-dimensional, unit crystal
cell for the protein thaumatin.

Figure 3. Estimate

obtained by maximiz- is a highly n.on'lincar Iifwlihond function that
ing the Polsson likell- must be maximized. In FY-92, we extended our
hood function.

algorithm to permit minimizing or maximizing
general nonlinear functions.? Figure 1is a simu-
lation of the result of imaging two closely spaced
point sources through a circular aperture at a
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modelis clearly superior.

We have also applied our algorithm to several
other nonlinear imaging problems. These includ.
speckle interferometry,® holography, and crystal-
lography. A crvstallographic example is shown in

e
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¢
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Fig. 5. This image is a three-dimensional recon-
struction of the protein thaumatin. The reconstruc-
tion is obtained using the Eden algorithm, which
uses our algorithm as an inner iteration to repeat-
edly solve a non-negative least-squares problem
consisting of 28,000 equations in 36,000 unknowns.
The solution shows excellent clustering of the re-
sidual scatterers, since the reconstructed informa-
tion occupied only 16% of the available grid
positions.

Future Work

We plan to continue work on the crystallogra-
phy problem in FY-93.
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View: A Signal-and
Image-Processing System

James M. Brase, Joseph P. Phillips and
Sean K. Lehman, and Hanna Szoke

Melvin G. Wieting Scientific Software Division
Laser Engineering Division Computation Directorate
Electronics Engineering

View is an interactive signal- and image-processing environment for UNIX workstations
with the XTI window system. View provides tools for image enhancement and general signal
analysis. The systemiis used in programs at Lawrence Livermore National Laboratory for experimen-
tal data analysis and has been distributed to university, government, and industrial users.

In FY-92, we developed a capability to handle very large signal databases containing large
numbers of signals or images with accompanying descriptive information; we continued to
enhance the base View language, algorithms, and tools, and we demonstrated a prototype tool
for distributed signal processing on a workstation network.

Introduction the principal system used for reconstruction of
x ray holograms and microscopy and as a diag-

A project to develop View, b an interactive sig- _ ——
nal-and image-processing environment for UNIX  BORGTIS LS S 8] View 1 chip
workstations with the X11 window system, was |
started at Lawrence Livermore National Labora-
tory (LLNL) in 1986 Early work focused on tools
for image enhancement and analysis for nonde-
structive testing applications. View has been used
extensively for image analvsis for radiography
and computed tomography as well as signal pro-
cessing for ultrasonic imaging. Our development
has continued with applications cemered onradar
imaging, remote sensing applications, and high-
resolution astronomical imaging, including speck-
le interferometry and adaptive optics.

View provides most of the tools commonly
required for signal and image analysis. Interactive
capabilities include color map manipulation, line-
out and region extraction, data value display, and
image annotation. View’s command interpreter
provides a general purpose signal-manipulation
language with looping and conditional constructs.
The signal- and image-processing capabilitios in-
clude spectral analysis, smoothing and sharpen-

ing filters, and adaptive noise-reduction technigues.
View continues te be used i the dppl ications  Figure 1. Image processing results from our new tool for interactive color map ma-
nipulation, allowing piecewise linear color maps.

described above as well as inothers at TENT L It is

frone vy Rewe gt Deverogment s becunnotoap, % Thrust Area Report FY92 9-11



Remote Sensing, Imaging, and Signal Engineering < \iow. 2\ Sienal and Image Processig System
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Figure 2. Image sharpening from a new two-channel technique added to View:
(a) the original image; (b) recombined component images.
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Figure 3. Graphical
user interface from a
prototype system for
distributed signal
processing. The user
can assign parts of
computations to dif-
ferent workstations
on the network.
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nostic tool for magnetic tusion experiments. Qut-
side TENL, View has been used tor a wide variety
of applications, including coding research, indus-
trial tomography, and silicon waler inspection. It
has also served as a tool to teach basic signal and
image processing at several universitios.

Progress
Our development work on View in the past

(1) the

development of tools tor handling, large signal

vear has tocused on three main arcas:

databases; (2) general enhancement of the avail-
able signal-processing, algorithms and toals; and
{3) the demonstration ol a profolype distributed-
Sghal-processing system.

Fhesignal database is the heart of the Vies svsten,
It comprises all the data knoswn o the systemy along,
with associated information onits organization and
characteristios, The ortginal signal database had o ot
stractures itwas essentiallv a listot signals thatcondd be

accessed This structure ingposed the arganization of

Thrust Area Report FY92 & C ;

analvsis work onthe user, cither by using, consistentiy
meaningtul names or simply by memory.

A better design is a hivrarchy ot signal groups
or directories, simifar to the way that most com-
puter tile systems are organized. With this struc-
ture, signals that are logically: connected can be
grouped together in the database structure. Signal
names can be keptshorter, but the directory strue-
ture canstill maintain a large amount of contextual
information.

Our implementation of a hicrarchical signal
databasce is based on the UNIN file system. The
database is a tree structure of signal directories
that the user can move through and manipulate
using, a set of View commands, The commands
have the same names as those in UNEX: mkdir to
create a new subdirectory; ed to change the work-
ing directory; and pwd to print the current work-
ing directory. All other View operations can be
executed normally and use the current working,
directory for signal storage, unless a specific path
isgiven.

We have also developed a new capability to
link the signal database to the existing Unix file
svstem It View isstarted with o “-u” option, a new
signal database will be created that matches the
UNIX dircctory structure starting at the current
directorv. All View data files in those directories
will show upin the View internal-signal database,
automatically. As the user moves through the sig-
nal database, the working UNIX directory chang-
estomatchit.

This linkage cangreathy case working with large
amounts of data created by anexternal program
and stored in a hierarchical file structure. We can
immediately match the View database structure to
the application.

Our second focus, continued development of
new tools and algorithms for signal and image
processing, has resulted in a new tool for interac-
tively: manipulating, color maps (Fig. 1). This de-
velopment allows piccewise lincar mapping, from
data values to colors (shown in shades of gray), a
valuable capability tor images swith multiple histo-
gram peaks. The new color tool also allows the
design of completely new color tables through
interactive specification o red, green, and blue
color maps.

Algorithn development is driven largely by the
applications of View. Some of the new technigues
added recentlv include adaptive smoothing tifters for
additive and multiplicative noise, improved spectro-
gram estimation tor nonstationary signals, and hasic
capabilitios forwavelet analvsis. A new two-channel
technicue for nonlinear image sharpening, is shown



in Fig, 2. On the leftis the original image. Weseparate
it into low- and high-tfrequency: components and
apply a nonlinear sharpening operation to cach com-
ponent.? The component images are then recom-
bined to get the result on the right. This algorithm has
proven useful in enhancing synthetic aperture radar
imagery.

Our third development area in FY-92 was the
demonstration of a prototype tool for distributed
signal processing, The system allows operations to
be distributed over a network of UNIX worksta-
tions. Aninteractive graphical user intertace (Fig, 3)
allows the user control over which machines run
cach command. Signal communication is through
the network file system. These capabilities will
form the base tor future enhancements of View:,

Future Work

Network-based distributed workstations will
continue to be the foundation for our cfforts in
high-performance signal and image processing,
View will be further developed to support both
databases and computations that span the net-
work. We are currently redesigning the signal-
processing language and its interpreter to support
these capabilities. We also plan continued devel-
opment of user interface enhancements to con-
form to emerging standards in graphical user
interfaces. Algorithm development will continue
to be driven by ongoing applications.

I ] Brase, V. Miller, M. Wicting, H. Szoke, and
|. Phillips, The View Signal and Intage Processing Sys-
ten, Lawrence Livermore National Laboratory, Liv-
ermore, California, UCH-21368 (1988).

SKMitra, L L Linand T Yu, “A New Class of
Nonlinear Filters for Image Enhancement,” Proc,
Int. Conf. Acoustics, Speech, and Signal Processing
(Toronto, Canada), (1992).
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VISION: An Object-Oriented Environment
for Computer Vision and Pattemn

Recoghition

Jose E. Hemandez and
Michael R. Buhl
Engineering Research Division
Electronics Engineering

VISION is a flexible and extensible object-oriented programming environment for prototyping
solutions to problems requiring computer vision and pattern recognition techniques. VISION
integrates signal /image processing, statistical pattern recognition, neural networks, low- and
mid-level computer vision, and graphics into a cohesive framework useful for a wide variety of
applications at Lawrence Livermore National Laboratory.

Introduction

During the past two years, we have been devel-
oping an object-oriented programming environ-
ment known as VISION, for computer vision and
pattern recognition. VISION is a hybrid system
consisting of C, Lisp/CLOS,!23 and some FOR-
TRAN code. CLOS, the Common Lisp Obiject Sys-
tem, defines the new standard for object-oriented
programming in the Common Lisp language.

The VISION system was developed with sever-
al goals in mind: (1) to provide a technology base
at Lawrence Livermore National Laboratory
(LLNL) in computer vision and pattern recogni-
tion; (2) to provide support to programs at LLNL
requiring this technology; and (3)to provide a
software package capable of being extended and
customized directly by the end users.

During FY-91, most of the object-oriented frame-
work was developed, including basic classes of
data structures for signal /image processing, mid-
level two-dimensional (2-D) computer vision, and
unsupervised and supervised learning algorithms
including several neural networks. s Some of the
capabilities in VISION were applied to several
projects sponsored by LLNL's Earth Sciences De-
partment. Also, VISION was used as a develop-
ment environment for the temperature-evaluated
mine position survey (TEMPS) project for locating,
buried mines.t This preliminary work resulted ina
L5-million-dollar project currently funded by the

Frginevring Research Development and Technology

Defense Advanced Research Projects Agency, and a
possible licensing agreement with a private company.
During FY-92, VISION was used as the develop-
ment environment for a research project in stereo
vision and grasp planning for robotics. This effort
resulted in a demonstration system currently being
used at LLNL's Interactive Controls Laboratory man-
aged by the Advanced Processing Technology Pro-
gram. Some of the capabilities in VISION have also
been integrated into LLNL's Seismic Expert System,”
sponsored by the Treaty Verification Program.

In FY-93, VISION will be used to prototype pat-
tern recognition algorithms for LLNL's INSENS
project, Broken Heart Valve project, and wake detec-
tion project, and for developing moreadvanced capa-
bilities in computer vision for robotics.

Overview of VISION

VISION consists of two major parts: the program-
ming environment, and the computer vision and
pattern recognition capabilities. The programming
environment is primarily provided by the Common
Lisp environment itself. Some of its features are listed
below.

(1N Interactive programming;: eliminates the need
to write a command-driven user interface and
encourages incremental development;

(2) Run-time linking: C, FORTRAN, and com-
piled Lisp code can be loaded and linked
dynamically at run-time;

Thrust Area Report FY92
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Figure 1. Aninter
active class brows-
er, useful for under-
standing the VISION
class system.
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A Named object

Copy object

Vision H Standard object H—m

Sando Public plist

Attributed slots

Automatic memory management: Lisp han-
dles the allocation and de-allocation of memo-
rv, henee code can be developed faster;
Loosely tvped language: since there is no
need to declare data types, algorithms can be
prototyped faster;
Functional programming;: we have the ability
to dynamically define functions to be passed
as arguments to other functions, which is es-
sential to our framework tor pattem recogni-
tion;
Object-oriented programming;: Lisp supports
the object-oriented programming, paradigm,
which is essential tor our extensible frame-
work, through CLOS;
Emacs interface: expressions, regions, and
butfers within Emacs can be submitted to the
Lisp interpreter directly, which improves pro-
ductivity;
Artificial intelligence (Al software: Lisp soft-
ware is available in the public domain for
supporting many of the Al paradigms for
high-level reasoning; and
Class browser: an interactive class browser
based on GARNET is available for browsing,
the VISION class system (see Fig, 1), (GAR-
NET is a Lisp-based graphical user interface
environment developed at Camegie Mellon
University.)
he computer vision and pattern recognition
capabilities in VISION consist of an integreied

(6)

)

set of data structures and algorithms within an
object-oriented framework for (1) representing,
processing, and segmenting one-dimensional
(1-12), 2-D, or three-dimensional (3-1)) data;
(2) calculating and evaluating features for statis-
tical pattern recognition; and (3) several para-
digms for object recognition and classification
including neural networks and an Assumption
Truth Maintenance System In summary,
VISION is an extension to the Common Lisp
environment to make it more usetul for signal /
imagg processing, pattern recognition, and com-
puter vision.

Progress

In FY-92, there were a substantial number of im-
provements and developments in the arcas of com-
puter vision and pattern recogmition made to the
FY-91 VISION release.

Collection Obijects

The class Collection-Object is one of the most
tundamental building blocks in VISION. This class
unifies many of the data structures in VISION for
storing collections of other data structures. Perhaps
the most important aspect of this class is that it pro-
vides many methods forimplementing generic high-
er-order functions (GHOE)U These are generic
functions that accept other functions as arguments to

Thrust Area Report FY92
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Figure 2. (a) 3-D data representing a cell, (b) thresholded data. Each voxel in the volume is assigned to one of three inten-
sity bins represented by the three different gray levels. (c) Regions identified within the voxels in the third intensity bin.

Three chromosomes were found.
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be applied to the individual objects in the collection.
Generic functions®? are functions for which methods
can be defined to provide the appropriate functional-
ity for different classes of objects. GHOF provide a
powerful mechanism for solving problems without
the explicit use of recursion or iteration. Furthermore,
they hide the internal representation of the collection
object, since the iteration process is hidden. Forexam-
ple, consider the GHOF geount-if, which counts the
number of objects in the collection that satisty a predi-
cate (test). In the context of computer vision, we could
use this function to count all the round objects ina
segmented image,

(geount-if # roundp segments)

=> 52

In general, algorithms can be prototvped faster,

since we only need to develop primitives that deal
with the individual objects in the collection. We can
then use lambda expressions to combine these primi-
tives and form more complex expressions that can be
applied to the individual objects in the collection.
Lambda expressions! are anonvimous functions typi-
cally defined to be passed as arguments to other
functions. For example, we could use a lambda ex-
pression to count all the signals from a collection of
time series that have a positive mean,

(geount-if #(lambda (x)

(plusp (mean x))) signals)
=> |1
Some examples of subclasses of the class Collee-

tion-Object are: Signals, for storing a collection of 1-1)
waveforms; Monochrome-lmages, for storing a col-
lection of 2-12 images; and Segmented-Image, for
storing a collection of region segments in animage.

Fropgrnecorng Research Deveiopmaeat o

Volume Segmentation

An object-oriented framework for 3-D data seg-
mentation has been developed. The new capabilities
are very similar to the computer-vision capabilities
that were developed last year for 2-D data. Infact, the
original, 2-D, computer-vision framework was re-
donesothatitcouldbeextended toany N-dimensional
space. Due toour limited resources, thereareno plans
at this point to develop 3-1) graphics capabilities in
VISION. However, an interface was developed to
write the different classes of 3-1) data objects in VI-
SION todisk in SUNVISION format for data visual-
ization. SUNVISION isa 3-D), interactive visualization
program available for the SUN workstations. LENL
currently has a site license for SUNVISION. An ex-
ample of a segmented volume showing the nucleus
and chromosomes of a cellis shown in Fig, 2.

Insummary, the new 3-D capabilitios include:

() multi-level thresholding of 3-D data,

(2) representation and processing capabilities for
any arbitrary set of voxels in the volume (con-
nected or non-connected),

() 3D grouping algorithm for identifving 31D
‘regions” in the volumwe,

(H  basicshape-analysis capabilities, and

(5) interface to SUNVISION for 3-D data visual-
ization.

Automatic Thresholding
several algorithms were developed for automatic

thresholding of data.!" Some of these algorithms are
useful for separating background from non-back-

[ TN ST IR RYIIN
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Figure 3. Example
of the use of an auto-
matic thresholding
algorithm on the
gradient of an image.
Pictured are

(a) a house scene
and (b) edges of the
image.
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Figure 4. (a) An (a)

image from an infra-
red sensor showing
several objects,

(b) three sections in
the image, classified
as buried mines
using a neural net-

work.
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ground pixels. They are also very useful for automat-
ic thresholding of gradient images for edge detection
(s Fig. 3).

A multi-thresholding algorithm was also devel-
oped, based ona K-means algorithm that clusters the
data values direetly from a histogram and therefore it
is very fast. The algorithm also features the ability to
find the best number of threshold values based on the
ratio of the scatter-matrices.!2 This algorithm is cur-
rently being evaluated tor segmenting x ravs of suit-
cases taken at airports, for detecting explosives,

Feature-based Object Recognition

Many alporithms were developed for extracting,
features tor object recognition. Some of them are
fisted below:,

(h  Histogram features: also known as first-order
features, used toextract teatures from the prob-
ability density function of the data;

2)  Centralmoments: canbeused toextract shape
information and are invariant to translation;

(3) Hu moments: similar to the central moments,
but they are also invariant to rotation; and

(h  Texture features: also known as second-order
features, used to extract texture features from
animage.

Many other algorithms are atso available for ox-
tracting information that could be used as features for
object recognition. These features can be used as
input to a rule-based system or to a newral network
for object recognition.

Thrust Atea Report FY92 & |y oo v Henoano i Depetagpmen!
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Supervised Learning

An object-oriented framework for supervised
learning using statistical pattern: recognition: tech-
niques and neural nebworks was formalized  this
vear. The framework consists of two classes for ma-
nipulating databases for supervised leaming; tea-
tureselectionalgorithms! orevaluating and selecting
useful features for solving classitication problems;
and two new classifiers, a nearest-neighbor classitier
and a probabilistic neural network. W

Most of the supervised leaming algorithms in
VISION operate on a few data structures referred to
as training ond patterns tables. A “training table” is a
data structure that associates a label (tvpically a sym-
bol) meant to represent the name of a category of
patterns, with a collection of objects (an instance of a
Collection-Object class, in most cases). A “patterns
table” is a special kind of training table where the
objects in the collection are constrained to be feature
vectors, all of the same size. Several GHOFE are pro-
vided for pertorming transformations on these data
structures, For example, ina typical application, we
might start by creating, o training table that keeps
track of file names with the original measurements
associated with each category. Wecan use the GHOF
maptable to create a patterns table with the actual
feature vectors tobe used by the learing algorithms,
Consider the Jollowing example,

{sete) files (make-trainingtable
male'ml”m27 L)
Aemale (I L))

= <training-table -

(setg patterns (maptable #cale-features files
Class ‘patterns-table))

- wpatterns-table.
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In this example, we assume that the function
calc-features has already been defined, such that
given a file name, it reads the file, calculates the
appropriate features, and retumns a teature vector.
The function maptable takes care of applying this
function to every file name in the original training
table and producing a new table with the actual
feature vectors. The lambda expressions are very
useful for prototyping functions like cale-features in
order to try different kinds of features for the leaming
algorithms. Also, there is no need to store all of the
initial raw data read from disk (which could be a
serious problem with large databases), since only the
firal results (the feature vectors) are kept in memory.

Onceaninitial setof features hasbeen calculated, it
is tvpically evaluated using one of the several feature-
selection algorithms in VISION, in order to find the
best set of features that separate the N-dimensional
feature space. These features are then used to train
one of the several classifiers in VISION, including a
back-propagation neural network. 5 These techniquies
have beon successfully used for detecting and locat-
ing buried mines using dual-band, infrared sensors
(see Fig. 4).1017

Future Work

The main goal for FY-93 is to complete the docu-
mentation for VISION ¥ to make its capabilities more
accessible to the LLNL community. We are also seek-
ing technology transfer opportunities that will allow
us to turther expand our technology base in comput-
er vision and pattern recognition. One organization
from Pacitic Gas and Electric Company is currently
very interested in using VISION as its internal proto-
typing environment for applications in pattern recog-
nition. We also expect current projects using VISION
to contribute new algorithms and capabilities.
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Biomedical iImage Processing

Laura N. Masclo
Defense Sciences Engineering Division
Electronics Engineering

We have developed a bio-imaging application for a genetics study and have made advances
in projects related to automated fluorescence, microscopy, and mammography.

introduction

In FY-92, we used funds from a small grant to
make contributions to several biomedical research
projects, including (1) colony filter analysis for ge-
netic studies; (2) the human genome project; and
(3) the detection of microcalcifications in digitized
mammography.

Progress

Colony Filter Analysis for Genetic
Studies

We have made progress in the automation of
quantitative colony filter analysis (CFA), an im-
portant and versatile tool used by biologists for a
variety of rescarch goals. One application is to
pinpoint interesting regions in human DNA  so
that more highly detailed analyses, such as se-
quencing, can be applied directly to these regions.
Another goal is to very precisely determine the
expression patterns of a gene. Using these patterns
for comparison can provide a measurement of the
genetic differences between distinct groups, such
as male vs female, discased persons vs non-dis-
eased persons, or young persons vs old persons.
One of the many other designs for a CFA experi-
ment can yield the location of a certain DNA se-
quence, or gene, along a chromosome.

Because of its versatility, the CFA is a powerful
tool in today’s genetics studies. Also because of its
versatility, however, the analysis is highly com-
plex, and automating this analysis is a technical
challenge. One format for the data is an array of
18,000 radioactive data spots generated from a
robotically prepared 20-cm-x-20-cm filter paper.
Each of the 18,000 spots contains a signal of impor-
tance, although many signals may not be visible
when imaged, and some are even difficult to de-

tngineering Research Development and Technology

tect computationally. When the filter paper has
been imaged and digitized, it can form a data set
up to 23 Mb in size.

To automate the quantitation and location of
each of the 18,000 signals, we first developed an
image-processing algorithm that locates the spots
that are detectable, and then predicts the location
of those that are not. This algorithm and its plat-
form (SCIL-Image) are capable of handling 23 Mb
of original data plus 4 to 5 times that for intermedi-
ate results.

Morphological image processing is the promi-
nent methodology used in the automated CFA
tool. The maximum (gray-scale dilation) and mini-
mum (gray-scale erosion) operators are used in
various combinations to provide background in-
formation, as well as texture or frequency informa-
tion, for detecting the DNA colonies. These
methods are documented thoroughly,! and out-
lined briefly in Fig. 1. Once the algorithm has de-
tected all spots, the image may be rotated so the
colony array is aligned with the image. Then, long,
thin, maximum filters are used to ‘smear’ the dots,
first horizontally, and then vertically. The intersec-
tion of the smearing lines predicts the location of
undetected spots. The grid is then rotated to fit
over the original data. The rotated data cannot be
used, because we are interested in quantifying the
colonies. The affine transform that performs the
rotation uses interpolation methods to assign each
pixel a new value in the rotated image.

Next, we use the smearing lines to form a dy-
namic grid (non-uniform) over the data set, so that
each grid square contains only one DNA colony.
This grid provides the framework by which cach
DNA colony can be assigned a coordinate posi-
tion. That is, while it is trivial to know the pixel
coordinates of a spot, it is much more useful and
difficult to know its grid position. The assignment
of coordinates to the grid squares is not as trivial as

® Thrust Area Report FY92
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Maximum operator (MAX} \

Upper ¢envelope (UPP)
= MIN(MAX)

Original
signal ————p
(ORD)

8

Minimum
operator
(MIN)

Lower envelope (LOW)
= MAX(MIN)

Figure 1. Maximum and minimum filters combined for powerful Image processing.
Shown is a one-dimensional signal and the effect of various max-min operator combi-
nations. For the colony filter application, the lower envelope is used to estimate
background values, so they can be subtracted before quantitation of the colonies. A
low-detall image Is computed, so that the image-intensity characteristics can be sinr
plified before the high<etall image is computed. The high-detail image ylelds texture
information, so the 'spots’ formed by the colonies can be detected.

Figure 2. An exam-
ple of a small filter
with computer-gen-
erated grid-lines sep-
arating the objects.
Each grid square
must be assigned a
grid coordinate, so
that the results from
each grid square can
be related to the oth-
ers.

9-22

Grid coordinate

the oby ious solution, because the grid is not neces:
sarily square with the image, and in addition, the
prid is not unitorm (see Fig, 2).

Once cach spot s localized and assigned grid
coordinates, the total integrated intensity ot the
signal inecach grid square s sunumed. This intensi-
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v medsuremient must account for (subtract) plobal
and local background intensities, which would act
as o de otlset” to the signal. Atter subtradting the
Dackground, any intensity from o surrounding,
signal must also be removed. Intensity values tor
cach grid square can be reported, o queried indi-
vidually by the investigator.

Upon turther mteraction with biomedical sci-
entists, a tinal application can be customized tor
use with their data-acquisition routine,

Automated Fluorescence Microscopy for
DNA Mapping (Human Genome
Project)

We have undertaken the reconstruction of an
automated: tuorescence microscope. The equip-
ment needed to constract this instrament, i, mi-
croscope, cooled COD camera, automated tilter
wheel, automated stage, and controlling comput-
or software, has been assembled, and the control-
ling sottware is nearly complete. We will use this
instrument and a sottware application previously
developed to demonstrate the potential to auto-
mate DNA probe mapping in metaphase chromo-
SOMes as a part of our human genome project.

Detecting Microcalcifications in
Digitized Mammograms

We have made signiticant contributions to a
research ettort tor carly detection ot cancer-warn-
ing, sipgnals in mammograms. Fhis project is one
that makes use of existing, but under-tsed equip-
ment from nondestructive evaluation ol weapons
parts, e, o high-resolution digitizer for radio-
graphs. By digitizing radiographs of breast imag-
es, computational methods, such as the
morphological methods described in Fig. 1, canbe
used o analvze mammograms and to highlight
areas that mav require o radiologist's attention,
Fhe aim of this projectis to help reduce the num-
ber of missed diagnoses of canceer in cases where
WAarning signs exist ona mammaogram.

Lo WO Nerbeek, TEA Vivoman, and 110 Van Viet,
“Fow Tevel Image Processing by Mav-Nin
Filters,” Seenal Process 18, 249 (1USS)



Multisensor Data Fusion Using

Fuzzy Logic

Donald T. Gavel
Laser Engineering Division
Electronics Engineering

We have developed an expert system based on fuzzy logic theory to fuse the data from
multiple sensors and make classification decisions for objects in a waste reprocessing stream.
Fuzzy set theory has found successful application in a number of decision and control
applications in recent years. We have found that a fuzzy logic systemvis rather casy to design and
train, and that with proper training, classification accuracy is quite high. We performed several
tests sorting radioactive test samples using a gamma spectrometer to compare fuzzy logic to

more cun\'cntional schemes.

Multisensor Data Fusion Using Fusey Logic + Remote Sensing, Imaging, and Signal Engineering

introduction

The Department of Energy (DOE) has an urgent
need for the development of waste processing and
cleanup technologies. Over the past few years, the
Advanced Process Technology Programat Lawrence
Livermore National Laboratory hasbeendeveloping
robotics and automation technology tosupport clean-
up and reclamation efforts, In our Interactive Con-
trols Laboratory, we have developed a sensor-based
robot systenm for material sorting tasks.

Robotic sorting of materials in a waste stream has
been largely motivated by the DOE cleanup needs. A
large fraction of the buried radioactive waste must be
dug upand repackaged because contaminants are leach-
ing into underground water tables. Hazardous waste
stored in barrels at local sites must be resorted, accord-
ing to federal guidelines, into categories of high-level,
Jow-level, transuranic, and mixed waste, and disposed
of accordingly. Certain materials, such as lead and stain-
less steel, can be reclaimed after being, cleaned of radio-
active contamination. Low-level and mixed radioactive
waste must be sorted into categories, such as burnable
or vitrifiable, for later volume reduction and storage.
Using robots instead of radiation-suited workers reduc-
es the risk to humans, and also improves the reliability
and speed of operation.

Weapons dismantlement is now another impor-
tant issue. Technologies need to be developed to
handle the waste materials derived from dismantle-
ment. In particular, recyeling of depleted uranium
allovs  has  historically - not - been  done,

Foprnevrony Koesearct Deveropment and Teobnolopgy

but new federal guidelines will require it. The recy-
cling of alloys U-Ti and U-Nb will require segmenta-
tion and tracking, to prevent cross-contamination,

Robot Sorting System

Wehave assembled a demonstration robotic waste
sorting, and classification svstenm (Fig. 1). This auto-
mated workeell consists of a PUMA 560 articulating,
robot arm, a machine vision system, a conveyor sys-
tem, a suite of remote sensors, and - a - hierarchical
computer control system that coordinates the activi-
tics within the workeell. A network of computers
located within the laboratory allows real-time control

Figure 1. Interactive Controls Laboratory at Lawrence
Livermore National Laboratory. The scrap conveyor is shown
in the foreground along with the sensors used for material
characterization. The PUMA robot arm with its wrist force/
torque sensor is In the background. Not shown

is a stereo camera pair mounted on the celling.

Thrust Aroa Report FY92
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instruments:
- Signal
Radiation sensor (":3?“,:0“
C .
Metal detector . Fuzzy Robot
N '—"h ( 'S "'"" . eh —"> N '-" 100
Force sensor electronics classifier driver Robot
Profiler computer
1 4 Sy
Vision system interface

Hierarchical
Control System

Figure 2. Block diagram of the robot control system. input signals from various
sensors are processed to determine the robot's next course of action. The fuzzy
classifier categorizes the incoming material and provides this information to the

robot driver.
m(x)
1
And (intersection) a b
m, (x) = Min[m.(x), mb(x)] 0

Or (union)

m,(x) = Max[m,(

x), mb(")]

al
Compliment
m,=1-m, z
b
Containment
AcBem,<m, a

Figure 3. Operations on fuzzy sets. x Is a measured quantity. The membership func-
tion m (x) defines the boundaries of the fuzzy set ;. Membership in ordinary sets
take on values in (0,1}, whereas fuzzy sets allow membership in the continuous

range (0,1].
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of the workeell through a three-dimensional graphi-
calintertace. Remote teleoperation of the robot armiis
supported, with “telepresence” information such as
contact forces and stereo vision ted back to the opera-
tor!= Autonomous sensor-directed operation is be-
ing developed to handle difficult unstructured
problems such as the scrap-sorting, application de-
scribed in this report.

Fuzzy Set Classifier

Robotic sorting of materials having unknownsize,
weight, and compasition is a very ditferent task from
that of the usual picking and placing of known com-
ponentsin typical assembly lincoperations, Theserap

materials must tirst be scanned by sensors located
upstream in the convevor system. The robot control
systemmust then decide what action totake based on
the sensory inputs. We have developed an expert
systenm based on tuzzy Togic theory to fuse the data
from the multiple sensors and make classification
decisions. Figure 2 shows a block diagram of the
robot controlsystem. Sensing instruments include an
optical profiler, gamma spectrometer, metal detector,
force sensor (for weight), and machine vision system.
From these meastrements, we caninler size, density,
metal content, and radiation content. Then, using the
rule base, we can determine it the object is lead, stecl,
plastic or other light materials, or radiation-contami-
nated versions of these. The rule base consists of
linguistic inference statements such as:

(if weight is heavy and size is small then density
is high)

(it density is high and metal content is high then
object is lead).

These rules are derived from experience by hu-
manoperators using detectors and asetof known test
items. These rules can be coded into a computer so
long, as the computer has an exact definition of terms
like “heavy™ and “high.” As humans, we associate
vaguely defined propertios with these terms, To use
this same idea of vagueness in a rigorous mathemati-
cal conteat, a theory of fuzzy sets has been devel-
oped. ¥ This theory introduces anew type of set, called
atuzsy set, which generalizes the concept of an ordi-
nary set. Fuzzy set operations, analogous to the logi-
caloperationsonordinary sets, are defined accordingly
(see Fig, 3). [tis then a simple matter to implement a
fuzzy logic interence engine on a computer. A fuzzy
logic system takes input data from an experiment,
applies the rules inits rule base, and comes up with
conclusions. The output is a list of possible conclu-
sions along with their degrees of confidence. 1fa hard
decision must be made, as is the case i the waste
sorting application (where the robotarm is instructed
to place objects in various waste streams), then the
conclusion with maximum confidence is taken.

Experimental Results

We pertormed experiments using gamma spec-
trometer data to compare the fuzzy logic inference
technigue to a detection threshold method in catego-
rizing radiation sources. Inthisexperiment, four spee-
tral bands resolvable by the sodiuny iodide detector
were selected o correspond o strong emission lines
of americiim 241 (30 1o 70 keV), thorium 232 210 to
270 ke V), costum 137 (600 10 730 keV), and cobalt o0
(127010 H30KkeV), respectivelv. However, sinee the
emission spectra for these sources overlap, there is a
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Table 1. Results from a isotope identification experiment.

Band1 Band 2 Band 3 Band 4
Am 1789 -50 -43 4 1 uCisample Q
by, ] 24 100 2 g
Cs 15 5 2020 23 1 uCi sample
by 15 48 33 -16
Am 1719 48 20 6
by 6 66 23 -21
Co 24 112 3 -16 I puCisample
by 11 58 3 -16
Am 243 28 -88 -24 smoke detector
by, 24 -le 11 -2
Th 2243 1298 =377 -37 Coleman lantern mantels
bg 17 161 -59 7
Th 88 120 -368 40 welding rods (under box)
Th 303 1187 -1699 52 welding rods (on top of box)
by, -6 72 2 4
Th 520 13309 7058 146 lens g
Th -891 3 -107) 86 mantels g
Co -16 120 -26 953 I uCisample

The highlighted arca indicates where the threshold algorithm with a 100-count threshold produces a false alarm:
background (bg) misidentitied as thorium 232 (Th). The fuzzy logic system, relying more on pattern recognition, correctly
indicates this as background radiation, i.e., no source present. Some “counts’ are negative because of data preconditioning

and normalization.

possibility that information concerning the presence
of thorium, for example, is present in the cesium
band, and so on. Therefore, information useful in the
categorization of radioisotopes is contained in the
pittem of the counts, not just in the counts per inei-
vidual band. The rulesinthe fuzzy rule base were set
accordingly. Forexample:

(if band 4 is high or (band 4 is high and band 2 is

high), then source is cobalt 60).

Results from one test are shown in Table 1. We
tested sample sources located from 80 to 150 mm
from the detector, and also made an equal number of
tests with no source present. The fuzzy logic system
correctly identified the isotopes with 1007 accuracy,
while the threshold svstem had only 89"« accuracy
{one miss and one incorroct classification) with a 200-
count threshold, and 72”0 accuracy (three incorrect
classifications and two false alarms) with a 100~count
threshold. As the sources are separated from the
detectorby larger distances, the signal becomes weak-
er, o thesensor and fuzzy logic svstem begin to fail to
detect the radiation. However, even with weak sig-
nals, the isotope signature is often still present. We set
up the fuzzy Jogic svstem to guess the isotope, even it
the radiation count was low. At average separations
of roughhy 300 mm, the threshold system was failing
nearlv 10070 of the time, while the fuzzy classifier was
making correct guesses with about 307 accuracy.

g e g Researo b Dy e tapment o Lo ooy

Future Work

Sorting and classification of materials will be a
crucial task in the weapons dismantlement pro-
cess. Special nuclear materials resulting from dis-
mantlement need to be identified and tracked by
an automated system to prevent unauthorized
diversion from the recycle stream. Depleted urani-
um alloys should be segmented from each other to
prevent cross-contamination. We see this as a fu-
ture growth area for multisensor fusion and fuzzy
classification systems such as the one we have
developed.

1. DT.Gaveland S.-y. Ly, “Telerobotics and Machine
Visian,” Engineering Research, Developmient, and Tech-
nology, Lawrence Livermore National Laboratory,
Livermore, California, UCRL-53868-91,9-6 (1992).

]

A Dougan, D.T. Gavel, D. Gustaveson,
M. Holliday, R. Hurd, R. Johnson, B. Kettering, and
K. Wilhelmsen, “Demonstration of Automated Ro-
botic Workcell for Hazardous Waste Characterization,”
submitted to 1993 IEEE International Conf. Robot-
ics and Automation (Atlanta, Georgia), (May 1993),

3. LA Zadeh, Inf. Control 8,338 (1963), 2
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We are investigating advanced concepts in adaptive optics (AO) systems and developing a
comprehensive analysis and modeling capability to predict the performance of AO systems. In
FY-92, we demonstrated the generation of a Na guide star and verified our models of its
formation. We have made the first Hartmann-sensor wavefront measurement from a Na guide
star, and evaluated its potential as a reference for a closed-loop AO system.

introduction

Turbulence in the atmosphere blurs images seen
in ground-based telescopes and places a severe
limit on their angular resolution. Typical atmo-
spheric blurring is so severe that even a 10-m
telescope has no better resolution than a small 8-in.
telescope, despite the fact that the larger instru-
ment gathers far more light.

There are two methods for gaining dramatical-
ly improved resolution. The first is to go above the
atmosphere, as did the Hubble Space Telescope.
This approach has the addinonal advantage that
regions of the spectrum such as the ultraviolet,
which cannot penetrate the atmosphere, are acces-
sible. However, going into space is expensive and
inherently less flexible than observing from the
ground. The second alternative is to use a tech-

nique called ‘adaptive optics’ (AO) to improve
resolution for ground-based telescopes. We are
investigating advanced concepts in AO systems
and developing a comprehensive analysis and
modeling capability to predict the performance of
AQ systems.

AQ systems have been demonstrated for astro-
nomical applications.! These systems use a bright
natural star as a reference to correct the dimmer
astronomical object. One of the major problems
with applying AO to astronomy is the scarcity of
natural stars close enough and bright enough to
serve as references. Our approach to solving this
problem is shown in Fig. 1. We will use the cop-
per-vapor pumped dye laser system, developed
for laser isotope separation at Lawrence Liver-
more National Laboratory (LLNL), to illuminate a
small circular area of the atmospheric sodium lay-

(a) Galaxy %, (b)

¥

Galaxy (& [} (©) Galaxy %),

Laser guide star " Laser guide star N

Lascr light causes sodium
atoms to glow, creating
an artificial star

'~

80 mia

Laser
building

Telescope
Laser
beam

B & 2 S S |

Computer adjusts
a flexible mirror to
compensate for
atmospheric
turbulence

Image of
galaxy is
now clear

Underground pipe to transport laser beam
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Figure 1. Use of
the laser guide star
system to remove
atmospheric distor-
tion and improve the
resolution of ground-
based telescopes.
(a) Laser guide star
is created.

(b) Adaptive optics
correct for atmo-
spheric distortion
using the reference.
(c) Corrected astro-
nomical image is
formed.
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Figure 2. Na guide
star. The laser guide
star is the small
round spot on the
right end. The long
streak leading to it is
Rayleigh scatter
from a point lower in
the atmosphere.

Figure 3. A Hart-
mann sensor image
from the laser guide
star, in which each
small spot corre-
sponds to a part of
the telescope aper-
ture. By analyzing
the motion of the
spots, we can recon-
struct the atmo-
spheric turbulence.

Figure 4. The pre-
dicted sodium emis-
sion intensity (solid
line) vs the experi-
mental measure-
ments (squares)
from the Na guide
star at several laser
power levels.
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cerata heightofabout 100 km. Whenthe laser is tuned
to the proper wavelength, the sodium will glow
and produce a point-like reference source. An ob-
serving telescope on the ground measures in detail
the light coming from this ‘laser guide star’ and, with
the aid of a computer, deduces what distortions have
been placed on the wavefront by atmospheric turbu-
lence. The computer then calculates the corrections to
be applied to a deformable mirror in the optical train
of the telescope to correct for the turbulence. The light
from a nearby astronomical object is also corrected
by the deformable mirrorso that an improved image
is formed.

The basic technologies for laser-guide-star AQ
systems have been demonstrated over the past ten
vears.2 34 Success with Na guide stars has been
limited by the lack of an appropriate laser. How-
ever, the LLNL copper-vapor pumped dye laser is
well-suited for the demonstration of astronomical
laser guide stars. It has more than enough power
atthe Nawavelength (1.5 kW at 589 nm), excellent
reliability, and high beam quality. We are per-
forming a series of feasibility experiments on laser
guide stars using this laser. From the data ob-
tained in these experiments, we will be able to
design a smaller and more economical system
optimized for use at an astronomical observatory.
Our long-term goal is to establish a technology
base in AO that will allow us to implement a
system for a large astronomical instrument such as
the 10-m Keck Observatory telescope.

The laser guide star experiments at LLNL are
being done in two phases. In the first, which began
in July 1992, we have generated a Na guide star
(Fig. 2) and have measured its intensity and mo-
tion.> In the second phase, currently underway,
we are developing an AQ system to demonstrate
closed-loop correction of an astronomical object
with a Na guide star

Progress

In FY-92, we demonstrated the generation of a
Na guide star and verified our models of its forma-
tion. We have made the first Hartmann sensor
wavefront measurement from a Na guidc star,
and evaluated its potential as a reference for a
closed-loop AQ system.

Wavefront Sensing
An important part of an AQ system is the sen-
sor that analyzes the laser guide star wavefront in

real time. Over the past vear, we have developed a
new high-speed Hartmann wavefront sensor” ca-

Pl nnoiapy
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pable of measuring local wavefront slopes at one
thousand frames per second. In a recent series of
experiments, we made the first Hartmann-sensor
wavefront measurements of a Na laser guide star.
A typical Hartmann image is shown in Fig. 3. The
motion of individual spots in these images is ana-
lyzed to estimate local wavefront slopes. These
slopes are ultimately integrated into the wavefront
phase distribution, which is used to control the
deformable mirror. We are in the process of ana-
lyzing this preliminary data and performing more
experiments to characterize the performance of
this system.

We have also performed a series of wavefront
sensing experiments using natural stars, to deter-
mine requirements for AQsystemsat LLNL. These
experiments will be expanded to include the Uni-
versity of California’s Lick Observatory on Mt.
Hamilton as the first step towards implementation
of an AO system there.

Analysis and Modeling

Our long-term goal is to develop laser guide
star systems for 10-m-class telescopes like that of
the Keck Observatory. The initial development,
however, will take place on smaller telescopes
both at LLNL and at Lick Observatory. It is vital
that we use computer simulations to understand
the scaling of the results from our demonstration
experiments, to what we should expect from large
astronomical telescopes. The initial experiments
will allow us to validate our simulations, so that
we can have a greater degree of confidence in the
results for 10-m telescopes.

Some problems that will arise on large tele-
scopes will not be evident in our smaller sys-
tems. For example, as the telescope gets large, a
single laser guide star can no longer be used to
correct the entire aperture, because of the finite
height of the laser guide star. Multiple laser
guide stars must be generated to accurately cor-
rect the images. A complete simulation will al-
low us to develop these techniques even before
we have access to a large telescope.

To date, implementation of astronomical AO
systems has been devoted mainly to svstem devel-
opment. Very little actual astronomy with adap-
tively corrected telescopes has yet been done
anywhere in the world. Because of the change in
quality of the correction across the field of view
and with changes in atmospheric conditions, stan-

Fngincering Research Development and Technulogy % Thrust Area Report FY92

dard astronomical measurements such as pho-
tometry and spectroscopy may become more com-
plicated. Our simulation tools will allow us to
explore these problems before large-scale AO sys-
tems are designed.

One of our first tasks in model validation has
been to compare the results of our initial laser-
guide-star experiments with the predictions of our
simulations. The comparison of predicted Na emis-
sion intensity with the experimental measurements
is shown in Fig. 4. The excellent agreement in-
creases our confidence in other simulation results.

Future Work

In FY-93, we will demonstrate closed-loop
AO correction of a small telescope at LLNL us-
ing a Na guide star. This demonstration experi-
ment will require the wavefront sensing
technology that we have developed. It will also
allow us to verify our analysis and simulation
tools. We are beginning to apply these tech-
niques to a variety of new problems in high-
resolution imaging and beam control.

1. G Rousset, J.C. Fontanella, I Kern, D. Gigan,
F. Rigaut, P. Lena, C. Boyer, I’ Jagourel, |.P. Gaffard,
and F. Merkle, Astron. Astropliys. 230, .29 (1990).

2. R.Fugate, D. Fried, G. Ameer, B. Boeke, S. Browne,
P Roberts, R. Ruane, G. Tyler, and L. Wopat, Na-
ture 353 (September 12, 1991),

3. C Primmerman, D. Murphy, D. Page, B. Zollars,
and H. Barclay, Nature 353 (September 12, 1991).

4. C.Gardner and L. Thompson, Proc. IEEE 78 (11),
1721 (1990).
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