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ABSTRACT

The effects of resonant tunneling between bound quantum states of a macroscopic

system is studied both theoretically and experimentally. The macroscopic system studied

theoretically is the current-biased Josephson tunnel junction. Several novel effects are

predicted to arise as a result of resonant tunneling, including a series of voltage peaks

along the supercurrent branch of the current-voltage characteristic, and the enhancement

of the rate of escape from the zero voltage state to the voltage state at particular values of

bias current. A theoretical model is developed which is used to estimate the magnitude

and duration of the voltage peaks, and to estimate the enhancement of the escape rate,

which appears as peaks in the rate as a function of bias current.

An experimental investigation was carded out in an attempt to observe these

predicted peaks in the escape rate distribution. The device used in this study was the

current-biased DC SQUID, which is shown to be in the appropriate limit dynamically

equivalent to a Josephson junction with an adjustable critical current. DC SQUIDs with

capacitances of 15 to 37 fF and critical currents of 160 to 300 nA were fabricated from

aluminum using electron-beam lithography and bilayer resist shadow mask techniques.

Electrical contact to each SQUID was made through high resistance thin film leads

located on the substrate. These resistors provided a high impedance at the plasma

frequency which is shown to be necessary for the isolation of the SQUID from its



electromagnetic environment. Measurements were carried out on a dilution refrigerator

at temperatures as low as 19 inK. No evidence was found for resonant tunneling. This is

attributed to effective temperatures of hundreds of millikelvin, as indicated by the

observed SQUID behavior. The behavior is well explained by a heating model where the

high effective temperatures are generated by the ohmic heating of the electron gas of the

isolation resistors, which decouples from the phonon system in an effect known as the hot

electron effect. The prospects for further theoretical and experimental research are

discussed.
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Introduction

In exploring the validity of the applicationof quantum mechanics to macroscopic

systems [1, 2], one often chooses the current-biasedJosephson junction as a system to

study, both theoretically and experimentally. The phase difference _ between the

superconducting condensates in the electrodes obeys an equation of motion identical to

that of a particle moving in a cosine potential that is tilted in proportion to the bias current

[3, 4]. The kinetic energy of the particle is characterized by the charging energy

EC = e2/2C of the junction capacitance C, while the amplitude of the cosine potential is

characterized by the Josephson coupling energy Ej = _iIc/2e, where Ic is the critical

current of the junction. For bias currents below Ic, this "tilted washboard" potential

consists of a set of wells in which the particle can be trapped, whereas above the critical

current the particle can move freely down the potential. Treating this macroscopic

system quantum mechanically, one expects to find distinctly non-classical features. Two

" such features occur in junctions having Ej >> EC and have been verified experimentally.

One is the existence of quasi-bound states in the wells with discrete energy levels [5],

demonstrated with microwave spectroscopy techniques. The other is the macroscopic

quantum tunneling of the particle from one of these bound states into the continuous
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spectrum of free running states [6-10]. In this limit, the phase _)is localized and can be

treated semi-classically.

In the past several years a great deal of both theoretical and experimental research

[11-13] has been focused on the opposite low-capacitance (femtofarad) limit EC >> Ej

where the barriers are reduced to the point where the particle is free except for a weak
t

periodic potential. Here the charging energy becomes the dominant energy scale, and the

charge transfer process dominates the dynamics. In the quantum mechanical description,

the charge on the junction capacitor which is the variable conjugate to _ becomes a highly

localized semi-classical variable, while the phase wavefunction becomes extended, as

dictated by the uncertainty principle. One of the novel quantum mechanical effects

predicted for such a system is coherent Bloeh wave oscillations [11].

In the intermediate regime EC - Ej each well contains only a few states. These

states are still quasi-bound, but the coupling between states in other wells is greatly

increased. The possibility of another quantum-mechanical process occurring in this

regime has been suggested [14, 15], namely the quantum tunneling from one of the bound

states of a potential well into another bound state in an adjacent well. This process,

called resonant tunneling, occurs when the bias current is such that the ground state

energy of one well is equal to the energy of an excited state in the adjacent well. The

tunneling between the two states is coherent; when the system is prepared in one of the

states, which are not eigenstates of the Hamiltonian, it will oscillate in time between the

two. This is analogous to the well-known ammonia molecule resonance, and to the

predicted macroscopic quantum coherent superposition of states of an If-SQUID [1, 2].

One important distinction between the case of the SQUID and the problem at hand is that

in the former case the resonance studied is between two local ground states, whereas in

the latter case one of the states is excited.

Once the system has undergone a resonant tunneling transition to an excited state,

it can either decay to a lower state, or continue to tunnel. These competing processes
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each lead to observably distinct results in the behavior of the junction. IL after tunneling

to the excited state, the system decays to the local ground state, the entire process may

repeat, resulting in the movement of the particle from well to well down the potential

. (path A in Fig. 1-1). Because this motion corresponds to a nonzero voltage across the

junction, we expect that the resonant tunneling process will be reflected in the
),

supercurrent portion of the current-voltage characteristic as a series of voltage spikes

(Fig. 1-2 (a)), each spike corresponding to an aligned pair of states. This structure is

unusual in that it can occur for bias currents which are much less daanthe critical current.

This macroscopic process is similar to that occurring in semiconductor superlattices at the

microscopic level [16, 17], where increases in conductivity are observed when a strong

electric field brings electronic energy levels of adjacent wells into alignment. In contrast

to the process of sequential tunneling and decay, additional resonant tunneling events

occurring before the decay to the ground state could lead eventually to the transition of

the system to the free running state (path B in Fig. 1-1), thereby destroying the spike

structure. Here one should instead observe a switching of the junction from the

supercurrent branch to the quasiparticle branch at a value of bias current below the

thermodynamic critical current (Fig. I-2 (b)).

Resonant tunneling in a Josephson junction is of interest not only as a novel

phenomenon in its own fight, but also because of its possible effect on the coherent Bloch

oscillations. It has been suggested [18] that for values of bias current in the vicinity of

the resonances the resonant tunneling transition to excited states will break the coherence

of the Bloch oscillations. The importance of the resonant tunneling transition was also

noted by Kondo [19], who, in order to examine the suppression of Bloch oscillations by

. Zener tunneling, numerically integrated the Schrtidinger equation for this system. The

wavefunctions he obtained explicitly show the resonance, although the dynamics of the

resonant transition were not investigated in that work.
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' HGURE 1-2. Schematic representations of the current-voltage characteristic: (a) steady

phase slips (path A in Fig. 1-1) result in voltage peaks along the supercurrent branch

which correspond to the alignment of energy levels; (b)escape (path B in Fig. 1-1)

results in a switching current greatly reduced from the thermodynamic critical current Ic.

These features are indicated by arrows.
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The study of resonant tunneling could also shed light on a long-standing debate

over whether the potential described above should be defined over the extended interval

[_oo,_] or merely over the finite interval [0, 2g]. Classically these two descriptions are

identical, but in a quantum mechanical description differences arise when the

wavefunction extends over lengths greater than 2m A gedanken experiment, which treats

a single junction as the limiting case of an rf SQUID with an infinitely large

superconducting loop, argues in favor of the infinite interval [11]. However, many hold

that the phase defined over an interval greater than a 2_ is physically meaningless.

Resonant tunneling implicitly requires an infinite interval because it is essentially the

coherent superposition of wavefunctions which are offset from each other by 2_. An

experimental verification of its existence would support the validity of the infinite

interval, although some authors have shown [20] using a finite interval approach that

certain resonances can appear at the same values of bias current that the infinite interval

treatment predicts resonances to occur.

In this thesis, I present my studies of the phenomenon of resonant tunneling, both

theoretical and experimental. The theoretical studies were undertaken ftrst in order to

develop the framework necessary to design an experiment intended to demonstrate the

existence of the effect. Although other authors had undertaken theoretical studies of the

resonant tunneling phenomenon in Josephson junctions, these early studies [15, 21] had

not taken into account all the features of the problem which we believe to be important.

Most notable among these are the coherence of the tunneling, and the competition

between decay and successive tunneling. The coherence of the transition from one bound
-t

state to another must be included because the probability of return tunneling is not

necessarily negligible, implying that Fermi's Golden Rule may be invalid in some

situations. Although decay and successive tunneling rates are directly compared in ref.

[21], I suspected that these quantities require a more detailed consideration within the

context of the dynamics of the system. Zhuravlev and Zorin [22] concurrently developed
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a theory employing a similar approach to mine which includes the coherence of the

resonant tunneling transition. Ho,vever, they did not estimate _e energies of the states in

the wells beyond a harmonic approximation. The anharmonicity of the potential has

• importantimplicationsforthedynamics,foritcreatesa misal_gnmentof levelsat

resonancewhichactstosuppresssubsequenttunnelingonceaninitialresonanttunneling

eventoccurs,andthussuppressesescapetothefree-runningstate.To whatextentthis

misalignmentwould acttosuppressescape,and towhatextentdampingwould tendto

opposethissuppressionthroughlifetimebroadeningwas an open questionwhen I

undertookthisresearch.Becauseoftheseweaknessesintheexistingtheory,Ideveloped

themodel which ispresentedin Chapter2. Thisd_eorytakesintoaccountin a

comprehensivemanneralloftaheaspectsoftheproblemmentionedabove.However,

many importantadditionalconsiderationswereleftoutofmy modelaswell,becauseof

therelativedifficultyinvolvedinincludingthem. Becausetheseareimportantforan

experimentalstudyoftheeffect,IhaveincludedasurveyofthesetopicsinChapters3.

To my knowledgeno previousexperimentalwork had been performedon

Josephsonjunctionsinthislimitasa primaryfocusoftheresearch.One investigation

[13]whichfocusedon thecharginglimitincludeda fewjunctionsintheintermediate

limit,butthesedevicesdidnothavewellcharacterizedmeasuringcircuitry.The external

loadingofjunctionshasbeendemonstratedtobeofprimaryimportanceindetermining

thedynamicsoftunneljunctionsbothinthelargecapacitance[9,10,23](Ej>> EC) and

smallcapacitance[24,25] (Ec >> Ej)limits,so itwas most certainlya necessary

considerationin the intermediateregimeas well. This issubstantiatedby the
w

experimentalwork whichmostcloselyparalleledmy research,completedby Kautzand

• Martinis [26] at about the time I had completed my theoretical work. Their

measurements were performed on devices in a parameter range similar to mine and also

utilized a measuring setup similar to mine. Their results could be explained by models

which were entirely classical and relied heavily on the accurate modeling of the
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measuring circuitry. Although their measurementswerecarried out at temperaturestoo

great to observe resonant tunneling and the observed behavior was adequately described

by classical mechanics, their results form a very important basis for understanding

Josephson junctions in this limit as one makes the transition to the quantum-dominated

behavior where resonant tunneling is predicted to occur. For this reason their results

which are most relevant to my workarcdiscussed in Chapter3.

This background of experimental and theoretical work allowed me to design and

carry out an experiment to search for a signature of resonant tunneling. The strategy of

my approach is discussed in Chapter 4, and details of my experimental technique arc

given in Chapter 5.

The results of these measurements are presented in Chapter 6. Although I had

long anticipated it as a potential problem, my results clearly demonstrate that ohmic

heating problematically increased the temperatureof the devices I tested to well above

the temperatures where resonant tunneling is expected to occur. These devices were

constructed according to the requirements dictated by the models outlined in

Chapters 2-4, used in conjunction with the approach I chose to demonstrate the effect.

Unfortunately, the model which best explains the heating behavior also implies there is

little one can do to avoid this problem by using variants of my approach. A discussion of

some possible minor improvements is given in Chapter7.

Although these experimental results are discouraging as far as demonstrating the

resonant tunneling phenomenon, they serve to identify some of the important featuresof

devices operating in this regime, and verify the validity of several of the results obtained

in the theoretical discussion. Thus, these results will be important in directing any further

experimental work toward identifying the effect.
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CHAPTER 2

w

A Model Theory of Resonant Tunneling

In this chapter I present my model theory for the resonant tunneling effect. As

noted in the introduction, it is by no means a complete theory, but provides a significant

advance over theories existing at the time of its development, and using its results I can

conclude which effects due to resonant tunneling are observable experimentally. Most of

the results in this chapter were presented previously [27].

I estimate the magnitude, width, and duration of the voltage peak developed

before the junction switches to the normal state, and the rate at which this switching

occurs. These quantifies are computed for a range of junction parameters. My approach

is as follows: The analysis is for zero temperature, and I consider the effects of

dissipation only to supply a decay mechanism, neglecting its effect on tunneling rates [28,

. 29]. Using a perturbative technique, I calculate the energy levels of the quasi-bound

states, starting with a harmonic approximation in each well. I use the WKB method to

" estimate the coupling between states in adjacent wells and the tunneling rate to the free

running states. I then use a density matrix approach to investigate the motion of the

system when the junction is biased at or near resonance. In this way I am able to include

both coherent and incoherent transitions in a comprehensive manner.
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The results of this theory imply that the most readily observable signature of

resonant tunneling in a Josephson junction is not the voltage peaks, but rather the unique

distribution of rates at which the junction switches to the normal state. This distribution

is non-monotonic in the bias current, exhibiting peaks at values of current corresponding

to resonances.
w



I

11

2.1 The Resistively Shunted Junction Model

Many of the essential featuxes of Josephson junction behavior can be understood

• by using the resistively shunted junction (RSJ) model [3, 4], which describes the

junction's electrical characteristics through the classical dynamics of the coordinate _,
t

which is the phase difference between the superconducting condensates of the electrodes.

This model is consequently the logical starting point for understanding macroscopic

quantum behavior exhibited by the junction as well. In this model, the junction is

described by the circuit illustrated in Fig. 2-1. It consists of an ideal Josephson element

with critical current Ic in parallel with a capacitance C and a shunt resistance R. The

Josephson element obeys the currentand voltage relationships

I = Icsin _ (2-1)

and

V =__h_ (2-2)
2e '

and its critical current at temperature T is given by the Ambegaokar and Baratoff [30]

relation

r'A(T) tang A(T) (2-3)
2kBT

• in the weak-coupling limit. Here RN is the normal tunnel resistance of the junction, and

A(T) is the superconducting gap parameter for the electrode material, which I assume is

the same for both electrodes for simplicity, and kB is Boltzmann's constant. Strictly

speaking, the shunt resistance R is a constant in the RSJ model, but a common extension

of the model is to replace this element with a more general clement, possibly nonlinear,
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whichmore accuratelyrepresentsthecircuitinparallelwiththejunction,includingthe

effectsofquasiparticleand leakagecurrentsinthejunctionand otherexternalcircuitry

attachedtothejunction.Thistypeofmodel willbe consideredingreaterdetailin

. Chapter3. ForthepresentIwillassumeasimpleohmicshunt,althoughIhaveallowed

thevalueofR topossiblydifferfromthetunnelresistanceRN. When thejunctionis

biasedwitha constantcurrentIBias,Kirchoff'slawmay beappliedalongwithEqs.(2-l)

and(2-2)toyieldtheequationofmotion

This is the equation of motion for a particle with mass proportional to the capacitance

which experiences viscous damping inversely proportional to the resistance, subject to a

force which can be derived from the potential

• =-Ej cos,- (2-5)
Ic

where Ej = lilc/2e is the Josephson coupling energy. "

To quantize this system, I must obtain the Hamiltonian. To do so, I must drop the

damping term in Eq. (2-4). The damping will be reintroduced later as a perturbation to

the system. The Hamiltonian is given by

d2I7/= -4Ec d_ - Ej cos_ - Ej¢_ (2-6)

where EC = e2/2C is the charging energy for the junction capacitance. This Hamiltonian

is the starting point for the quantum mechanical description of this macroscopic system.
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2.2 Harmonic Oscillator Approximation and Perturbative Solutions

Multiple Harmonic Wells Approximation

I will now obtain approximate solutions to the time independent Schrtdinger

equation obtained using the Hamiltonian given in Eq. (2-6). Focusing on the well located

at the origin, one can separate PI into harmonic and anharmonic parts by writing

.°

FI = IIIOHo+ AIII , (2-7)

where FIs0HOis the Hamiltonian for the simple harmonic oscillator,

d 2 E_/. 2 Ej (2-8)l °vio=-4Ec + 2 ¢ - ' f

and AI:I contains the term linear in 0 together with quartic and higher order terms. If the

eigenfunctions of I:I0no are sufficiently localized, the harmonic Hamiltonian will allow

me to obtain approximate solutions for the energies of the states localized in this well of

the washboard potential, and I may consider All as a pe_urbation _to HOHo.

For ease of algebraic manipulation I define ihe parameter v = _Ej [ 2E c and let

= x_. Physically, v corresponds roughly to the number of levels in the well. In

addition, I choose the energy unit to be the zero point energy of the oscillator

_]2EcE J = htOp / 2 (tOpis 2x times the plasma frequency). I thus obtain (dropping the

tilde in these units)

d2

HOHo = -_---'2-+ x2 - V , (2-9)

which has the energy spectrum
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EO =-v+2m+l, (m=0,1,2,...) . (2-10)

. In these units, the full Hamiltonian (2-6) is given by

. d 2

H =------_-+V(x) , (2-11)

where V(x) is the potential

V(x)= vcos(x_)- sx_/2"v, (2-12)

and sisthereducedcurrents= IBias/Ic.The energyspectrumofH formsa Wannier-

Starkladder.Thus,giventhelevelsEm locatedinaparticularwell,Icangeneratethefull

setoflevels

Fn,m = Em - 27rsvn , (2-13)

wheren istheintegerwhichlabelsthenthwell.IfItakeE O asanapproximationto the

actuallevelsEra,I f'mdthatatparticularvaluesofbiascurrentIBias= Imms theground

- smtcofthenthwellisdegeneratewiththemth stateofthe(n+ l)thwell,thatis

. Fn,0 = Fn+l,m , (2-14)

when

. m = mCcop (2-15)Imms = Ic_
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This is the condition for resonance obtained previously [14, 15, 18]. Note that in

this approximation the resonance peaks will be equally spaced along the current axis.

Also, note that the degeneracies which occur at resonance are multiple. For example, at

I = Irmes, Fn+l,m = Fn+2,2m in addition to the degeneracy given by Eq. (2-14), and so on.

This implies that successive resonant tunneling events may be an important transition
t

sequence. Therefore, I next investigate to what extent these additional degeneracies are

removed by the inclusion of corrections to Fn,m.

Energy Level Corrections

I wish to calculate the corrections AEm = Em - EO for the energy levels which

appear upon inclusion of the anharmonic perturbation AH. These corrections can be

obtained using time-independent perturbe, tion theory with harmonic oscillator

eigenfunctions as a basis, and the results expanded as a power series in 1/v. This assumes

that the coupling to the states in adjacent wells is negligible, which I will show later is

justified.

T_ obtain corrections of order v-2 one must carry the linear term in AH to fourth

order in a perturbation expansion, noting that s is of order v-I at resonance. This is

unnecessarily tedious; instead I can expand the potential about the minimum of the 0th

well, which is located at x0 = _sin-ls. Letting x = x0 + Ax, I can write Eq. (2-11)

as

H = H_HO + Hs + Ha (2-16)

where

d 2

H_I-IO= _2"x2 + _ -s2 (v + Ax2)- svsin-Is , (2-17) .

Hs = _/1- s2 [V- Ax2 - Vcos(Ax 2_"v)] , (2-18)

and



17

Ha = sv[sin(Ax2_'-v)- Axe] . (2-19)

. Since Hs is of order v-1, it must be carried to second order. On the other hand, Ha is of

orderv-3/2 and need only be retained to first order, and its contribution vanishes by

parity. I can now recombine H_HOand Hs; the resulting Schri_dingerequation takes the

form of Mathieu's differential equation. Using the asymptotic expansion for the

characteristic values of this equation [31], I obtain to second order in l/v:

vs2 ws2 w2+1 w3+3w

AEm= 2 4 16v 256v2 , (2-20)

where w = 2m + 1.

The dependence of AEmon m shows the levels Emare not evenly spaced, which

means degeneracies only occurin pairs for a given bias current. This will have important

consequences for the dynamics for it will tend to suppress sequential resonant tunneling

events. By including this correction to the energy levels and using Eq. (2-14) I obtain the

value of the bias current at resonance to second orderin 1/v :

m + 1 m2 2m2 + 3m + 3]I_mS= me_px 1 8n 492V2 128v2 ,J . (2-21)

Note that because of the anharmonicity of the potential the resonance peaks are not
,m

evenly spaced along the current axis.

,t

Coupling Between Wells

Next I consider the coupling between states of different wells. I estimate the

matrix elements Hn,m,n',m'when the states are degenerate, that is, Fn,m= Fn',m'.We
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assume nearest neighbor coupling only, so that Hn,m,n',m' = 0 for In-n'l> 1. For

n'- n = 1, I use the WKB method to extend the harmonic oscillator wavefunctions into

the region under the barrier. With these semiclassical wavefuncdons I obtain estimates of

the matrix dements, which are independent of n and are given by

= l_/G(m)G(m' ) exp(-I m) , (2-22)H0,m,l,m'

where
+

Xm

Im = -j[V(x,)_Em]l/2dx, . (2-23)

G,

The limits of the integral are the classical turning points where the integrand is zero, and

V and Em are evaluated at the bias current where F0,m = F l,m'. The dimensionless

parameter G(m) is of order unity and depends weakly on the level index m:

2m_l/2[2rn----_m+c1] m+I/2
O(m) = . . (2-24)

Note that the coupling decreases exponentially with the barrier height. The coupling is

quite small for values of v of interest (v > 2), which justifies the earlier assumption that

the inter-well coupling is weak.
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2.3 Dynamics

General Considerations

. Having determined the matrix elements of the Hamiltonian in the basis of states

localized in the wells, I am now equipped to study the motion of the system. In
a

particular, I wish to answer two questions: What is the average rate of motion of the

particle down the washboard, and how long will this motion persist before the particle

undergoes a transition to a free running state? The average rate of motion determines the

voltage across the junction before it switches to the normal state, and the lifetime of the

process determines the time during which one has to measure this voltage and the

distribution of rates at which the junction switches.

I restrict my analysis to the case of the bias current IBias set at or near its first

resonance value IIres. Here the system consists of a set of bound states which can be

subdivided into groups of £maxdegenerate or nearly degenerate states, where £maxis the

number of bound states in a well, and each state in a group is from a different well. For

convenience, I label states in the kth group, or subsystem, as tFke, where k = n- m and

£ = m + 1 with k = ..., -2, -1, 0, 1, 2, ... and £ = 1, 2, ..., _max(see Fig. 2-2). Within one

of these subsystems the states _t'kearc no longer eigenstates, but axe mixed because of the

nonzero coupling between them. This results in coherent motion among states _Fkewith

the same k when the subsystem is started in one of them. In addition to this coherent

motion within a subsystem, two types of incoherent transitions out of the subsystem are

possible. One is the decay to a state in a lower subsystem, leading to motion down the

washboard, and the other is the tunneling from a state _Pktmaxto the continuum of free

. running states, resulting in the junction switching into the normal state. As I perform this

calculation in the zero temperature limit, I do not consider thermally induced transitions.

In light of the above, I adopt the following general method of solution: I associate

with each subsystem k its density matrix pk, which is of dimension gmax×gmax, and
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FIGURE 2-2.Subsystemsfortmax= 3(threestatespersubsystem).Thesubsystemsfor

k= 0andk= 1arceachenclosedbythedashcdoval.



f
21

examine the equations of motion for the entire set of density matrices. Each of these

contains terms associated with the coherent motion within that subsystem, and terms

representing the incoherent coupling to other subsystems and the set of free running

. states.

Resonant Tunneling Peak Magnitude and Shape

First I investigate the motion of the system which leads to peak structure on the

supercurrent branch of the current-voltage characteristic, shown as path A in Fig. 1-1.

The states involved in this motion are _IJkl and _Pk2 with k = 0, 1, 2, .... Here I exclude

the effects of additional states _Pkewith £ > 2, and ignore the possibility of escape. I shall

show later that in the cases where the peak structurehas a significant lifetime these result

only in a small perturbation to the overall motion down the potential; in addition the

general method is most clearly illustrated in this simple case and can be extended to

include escape in a straightforward way.

Coherent motion within the kth subsystem is described by the matrix

representation H0 of the Hamiltonian in the basis {_Pkl, LIJk2}. Before being coupled,

these states differ in energy by an amount o, which to lowest order in 1/v depends on the

bias current IBiasas

o = 2gV(IBias - I_es) / Ic . (2-25)

Taking the reference energy to be halfway between these energies, I have

" H0=I@ Z__]'_-L1 (2-26)
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Alffi
where I have def'med -_- - H0,0,1,1for brevityin notation.

The decay of a state LFk2to _Pk+l,1 is induced by damping in the system. The

term which represents damping in the classical system cannot be represented in the
b

Hamiltonian formulation used here. However, damping can be added as a perturbation

by coupling the system to a large set of harmonic oscillators which receive the energy lost

through damping [28, 29]. These oscillators replace the resistive shunt R of the RSJ

model and therefore represent the electromagnetic environment coupled to the junction.

In my model of resonant tunneling, I include the decay phenomenologicaUy by adding an

imaginary term -iFd/2 (again in units of )_o_2) to the energy of state _Fk2;this results in

a characteristic decay rate of f'd --(opFd/2 expressed in actual inverse time units. By

using the harmonic oscillator bath model of the damping, Esteve, Devoret, and Martinis

[32] calculated the complex energy shifts for a macroscopic system subject to damping.

In Chapter 3 I will review their results, and show that for the RSJ model their analysis

yields a decay rate Fd = 2/Q, where Q = RCop is the classical quality factor. This result

is obtained using a harmonic oscillator approximation for the well of the washboard

potential and assuming an ohmic shunt resistor R which provides sufficiently small

damping such that Q >> 1. This provides me with a rough estimate for Fd. The

imaginary terms representing decay can be added to the representation of the Hamiltonian

as the matrix -iF/2, where

o]F= Fd .

Now suppose that the particle is localized in state _F01 at time t = 0. The usual

equation of motion for the density matrix 90 of dimension 2×2 of the k ---0 subsystem is

modified by the presence of imaginary energy terms; it is now
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1 Fp k
dp0 = _i[H0,pk]_._[ , ]+ , (2-28)

,

• where the differentiation is carriedout with respect to the dimensionless time variable

1:= C.Opt/2.Equation (2-28) can be solved analytically. The result shows the trace of p0 is
e

not conserved: probability density leaves the k = 0 subsystem because of the imaginary

energy terms.

Consider next the subsystems with k > 0. The probability density leaving a

particular subsystem k-1 enters the subsystem k incoherently in the state Wkl, where it

again begins coherent motion and further decay. I thus include a source term in each of

the equations of motion for these subsystems, whichbecome

=-i[tto,p k] ]. + 0,_-2." - _Tr pi , (2-29)i=0

with

pk0: = 0)=0 (k>0) .

These equations can be written in a much simpler form by replacing each of the

2x2 density matrices pk by a vector _k (pkI pk2, k= , P21,PzzT', where T indicates the

transpose. The system of Eqs. (2-28) and (2-29) then becomes

d_0 = A_0 (2-301dx

and

d _k = A_k + B_k-1 (k>O) (2-31)
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with

o -_ _ o
2 2

A = 2 2 2 (2-32)
:_ 0 _+ia _
2 2 2

o _ _ -rd2 2

and

000 :ooo •ooo°oJ
These equations can be solved for any finite number of subsystems since a given

subsystem is coupled only to subsystems above it. The result for eight subsystems with

a = 0 (on resonance) and Al = Fd, computed numerically,is shownin Fig. 2-3. Plotting

the trace of the density matrix for each subsystem, one can follow the propagationof

probability density clown the washboard,noting that there is a distributionof rates of

motion due to the stochasticnatureof the decay process. This distributionappearsas a

spreadingof the quantitiesTr pk(z) in z as k increases.

Iam now inapositiontoestimatetheexpectationvalueoftherateofmotion

downthepotential.Theexpectationvalueforthephase<_>isgivenby

< * > = _ k(pkl+pk2). (2-34)2_ k=l
e

I find that, after an initial transient on the order of the transition time out of the k = 0

subsystem, <t)> is linear in 1;. I define T as the slope of <t)>/2_ in this region, that is,

(d/d1;)<_>/2_ --_7 as 1;--#_o. I take 7 to be the rate of steady motion down the potential,
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FIGURE2-3. Propagationof probabilitydensitythroughthe first eight subsystems (k = 0

throughk = 7). Shown is the time dependenceof the tracesof the density matrix in each
subsystemfor AIfFd . The time dependencescales inverselywith AI and is thus plotted
as a function of All;.
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as the initial deviation from this steady motion is simply an artifact of the somewhat

artificialinitial conditions. Thetime derivativeof <_>/21ris

d_ 2_ kTr Pk+_d'p_2el_k=l k--O "--

= _k_*(A_ k + s_k-l)+ _ _-_p2k2 (2-35)
k=l k=O

_ d
= ZFdpk + _ _-_P_2,

k--O k=O

where the inner product_ • _ of _ = (1, 0, 0, 1) anda vector_ produces the trace of the

associatedmatrix p.

Rather than solve the entire systemof Eqs. (2-30) through(2-33) to evaluate this

expression, I find that the quantity given in Eq. (2-35) can be extracted from the

following simple construction: Defining

_totE _ _k , (2-36)
k=O

whichis the sum of all the subsystemdensitymatrices(in vector form), and summingthe

system of Eqs. (2-30) through(2-33) over all k, Ican write

d otot __._tot

_i,= A + B, (2-37) "

_t°t(0)= (I,0,0,0) T .

This system, which I refer to as the reduced system, is shown schematically in Fig. 2-4.

Physically it corresponds to taking the probability density as it leaves a subsystem and
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• FIGURE 2-4. Schematic representation of the reduced system for £max- 2. The reduced

system consists of states A and B, which are coupled by the coherent transition (1).

Probability density leaves state B by decay (2) to state C of the full system. In the

reduced system this density is incoherently reintroduced at state A, as shown by the

dotted arrow (3).
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returning it incoherently to the ground state of the same subsystem. It is in fact the linear

superposition of the subsystems, which obey the same equation of motion with the

exception of the source terms. Because _ • ,_ = O, the trace is conserved in the reduced

system; the constraint that the particle remain within the set of ground states and first

excited states corresponds to probability density remaining in the two states of the

reduced system.

The reduced system has the steady state solution (in matrix form)

[1.`2 + A21+ 40 2 A 1(i + 20)]
li_m_opt°t= r,1+2  +4o2LA,(-i+2o) a] j (2-38)

giving

%4
= F_ + 2A21+ 402 " (2-39)

This result for the overall rate "tis plotted at resonance (o = 0) as a function of Fd

in Fig. 2-5. This expression can be explained intuitively for rd/A1 much less than or

much greater than unity. When Fo/A 1 << 1, the limiting process is the decay, and the

subsystem will undergo many oscillations between its two states before decaying,

spending half its time in the excited state. As the decay rate of this excited state is Fd, we

obtain T = rd/2 in this limit. In the opposite limit, rd/Al >> 1, the resonant tunneling is

the limiting process. Decay occurs shortly after the particle tunnels into the excited state,

which is lifetime broadened into a continuous density of states

D(_) = (£d/2g)/(O 2 + rd2/4), and the possibility of tunneling back to the ground state is

negligible. Fermi's Golden Rule then applies, giving y = 2_ IA1/212D(0) -- A12/l"d.

The voltage developed across the junction at or near resonance due to this steady

motion is then simply
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FIGURE 2-5. Rate of motion T down the washboard at resonance as a function of the

decay rate Fd for typical inter-well couplings of A1 = 10"2, 10"3,and 10-4.
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V = 0 0 OOp_/ 2 (2-40)

where _0 = h/2e = 2.07 x 10-15Wb is the flux quantum. Using the dependence of c on

bias current IBias given in Eq. (2-25) and treating AI as a constant, I find that V is

Lorentzian-shaped as a function of IBias, with half-width at half-maximum

: +
Alpe'ak lg p 4 " (2-41)

Note that Alpeak scales with the lifetime broadening width FO/2 of the excited state when

Fd >> A1, and with the coupling A1/2 when FO<< A1. I can evaluate the voltage given in

Eq. (2-41) at resonance in terms of the junction parameters COp,v, and R. Using the

expression Fd = 2/(RCop) and writing the capacitance as C = _v/C.OpRQ,where

RQ= nfi/2e 2 = 6.45 k.Q is the quantum of resistance, I obtain I'd = 2R_x'vR. Taking this

result along with my estimate for AI and O_p/2n= 1010 Hz, I obtain the peak voltage as a

function of v for several ratios of R/RQ, plotted in Fig. 2-6.

Lifetime of the Peak and Switching Distributions

Next I consider the consequences of additional states in the subsystem and the

escape to the free running states. The mixing of the states within a subsystem implies

that there is a nonzero probability of finding the particle in one of the states other than

_Fkl and _Fk2,and in particular, in one of the states _IJktmaxwhich axe separated from the

set of free running states by a single barrier,allowing escape of the particle to these states

via tunneling. These additional states and the tunneling process can be included by a
!

simple extension of the method used above. The additional states are included in the

basis for the subsystem. The tunneling, which is an incoherent process characterized by a
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FIGURE 2-6. Maximum voltage developed across the junction by resonant tunneling on

the first resonance, plotted as a function of v for several values of R/RQ and a plasma

frequency o_p/2g - 1010 I-Iz. The curves for R/RQ = 100 and 1000 are cut off where

_life = 1 (see text).
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constant rate, is added as an imaginary energy term in the energy of the states ti/ktma x,

analogous to the treatment of decay.

This treatment, unfortunately, cannot be continuously applied over the entire

range of v, as it is based on the assumption of the existence of an integral number of

distinct bound states in a subsystem, and this is not always a very sharply defined
e

quantity. Using Eqs. (2-10), (2-13), and (2-20) for the energy levels, I find that near

resonance there are two bound states in a s_bsystem for v roughly between 1.7 and 2.6,

and three states for v between 2.6 and 3.5. More realistically, however, for v _. 2.6 the

"third state" is actually a continuous density of states which are hybrids combining a

localized state and the free running states. In this region of v the present treatment is not

applicable. However, I may apply the method with confidence for the intermediate

values of v in the two ranges 1.7 < v < 2.6 and 2.6 < v < 3.5 and extrapolate these results

into the intermediate region v --.2.6.

In each of these two ranges of v I estimate the tunneling rate from the state _]Jklmax

into the continuum of free states using the WKB method. The expression for this rate,
WKB

expressed in units of Cop/2and denoted by Flmax , is

l"tma_ = G(£max)exp(-2Ilmax ) , (2-42)

where I and G are given by Eqs. (2-23) and (2-24), respectively.

The terms representing coherence in the equations of motion (2-28) and (2-29)

remain unchanged in form. However, the matrices H0 and F appearing in these terms

must be modified to include the additional states and tunneling rates. For the case of two

states per subsystem (1.7 < v < 2.6), H0 is as before, while F becomes

F = F d + F " (2'-43)
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In the case of three statesper subsystem (2.6 < v < 3.5), I include in the subsystem basis

the state _, which hasenergy e relative to the averageof the energies of states _Fkland

_'_' _k2,. This energy is given by
t

3s2 5 15
e = 3- 37rsv (2-44)

. 4 4v 32v_r

to second orderin 1/v. Defining A2/2_ H0,1,12,I obtain

a _ 0
,3

:o _4_a  2-452 '
0 A2 E

. 2

and

[i° :.]r - Fa • (2-46)
0 Fa+F

Note that Iol + I_:1>> A1,A2, which implies that at most two of the states are strongly

mixed at a given bias current. This tends to suppress the escape rate by reducing the

probability of several resonant tunneling events occurring in succession. Also note that I

have taken the decay from Tk3 to _Pk+l,2 to have twice the rate as that from _Pk2 to

_Pk+l,l. This is exactly true in the case of theharmonic oscillator [32], as I will show in

• Chapter 3, and I expect it to be a reasonableapproximationin the presentcase.

The source terms in Eq. (2-29) must be modified to include only the contributions

of the decay process. This is most easily done after the transformation from matrices to

column vectors has been performed. For example, in the case of two states per well, the

source matrix B given in Eq. (2-33) remains unchanged, whereas in matrix A, given by

Eq. (2-32), Fd is replaced by Fd + F_ 'B.
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Again I can transform the coupled equations of motion for the entire set of

subsystems to the equation of motion

d --.tOt_tOt= C2-47 .

I

for a single reduced system, which is identical in form to Eq. (2-36) except that now _, is

either a 4x4 or 9x9 matrix.

The reduced system (2-47) can be solved numerically. As asserted previously, I

find that the motion of the two state system is only weakly perturbed by the inclusion of

escape, except when v is small and the resistance R is large. For short times the elements

of the density matrix reach approximately the same steady state values as they had before

the inclusion of escape. For longer times, however, I find that each of the elements

undergoes a slow exponential decay, and the trace is no longer conserved. This decay of

the trace corresponds to the escape of probability density via tunneling into the free

running states.

The full solution of Eq. (2-47) is a linear combination of solutions, each

containing a factor exp(kx) in the time dependence, where _, is one of the eigenvalues of

,Z,. When escape is not included ptOthas a steady state solution, which corresponds to the

eigenvalue 0. When escape is included, this eigenvalue is shifted slightly in the negative

direction along the real axis, and is associated with the slow exponential decay of the

trace. It is the negative value of this eigenvalue that I take as the overall escape rate, and

the reciprocal of this rate '_lifegives the (dimensionless) lifetime of the resonant peak
i,

structure. Note that one obtains meaningful results from this method only when the

product L'l;life is greater than unity. This quantity is an estimate of the number of inter-

well transitions the particle makes before escaping, and when this number is less than one

the coupling to the continuum is so strong that the bound state approximation becomes

invalid and an alternative approach must be used.
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I havecalculatedboththelifetimetlife= 2_lffe/O)pattheresonanceIBias= 1Ires

and theescaperatetlife'1asa functionofbiascurrentneartheresonance,ineachcase

usingthesame setofparametersIusedincalculatingthemagnitudeofthevoltagepeak.

" The lifetimesareshown inFig.2-7,andtheescaperatesareshown inFigs.2-8and2-9.

InboththelifetimeandtheescaperatesIfindsmalldiscontinuitiesatv = 2.6whicharise
J)

betweenthetwo and threestatetreatments.Thisisnot alarmingconsideringthe

discontinuityinherentinthetwomethods.The matchisinfactremarkablygoodwhen

one considersthatsmallchangesinA I,A2,F_VKB,andl"_ "B cangreatlyincreaseor

decreasethediscontinuities,andperhapsbetterestimatesofthesequantitieswouldfurther

smooththetransition.
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FIGURE 2-7. Lifetime tlife of the f'trst voltage peak on resonance Ieias = I1res before

escape occurs, computed with the same set ofjunction parameters as in Fig. 2-6.
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2.4 Prospects for Experimental Observation

The theory presented above identifies two principal candidates for effects which

• would provideexperimentalevidence of resonanttunneling, namelyvoltage peaks on the

supercmTentbranch of the current-voltagecharacteristicand thedistinctive distributionof

rates at which the junction switches to the normalstate. In this section I wish to examine

the prospectsof observingthese primarysignaturesof resonanttunneling.

I focus my attention first on the voltage peaks. Figure 2-6 shows that the

magnitude of the voltage is on the orderof 1 IxVfor v = 1.7 and decreases exponentially

with increasingv, becomingrathersmall (10-12to 10.9 V) for v = 3.5. On the otherhand,

the lifetime of the voltage peak ranges from 10-$ to 104 sec, as shown in Fig. 2-7.

Evidently, in choosing values of v and R one must balance between measuring an

extremelysmall signal of lengthydurationand a largersignal of extremelyshortduration.

In order to analyze this apparent trade-off, I construct a figure of merit which is the

estimated voltage signal at resonance divided by the square root of a measurement

bandwidth which I take to be the inverseof the estimatedlifetime. Using this approachI

obtain values between l0 "12 and 10 "10 V Hz -1/2 for the entire range 1.7 < v < 3.5 and

1 _<R/RQ_<1000. Since the quietest semiconductor amplifiers have a typical voltage

noise of l0 "9 V Hz "1/2, this result implies that the use of such amplifiers for the direct

observation of the voltage peaks is most certainly ruled out. However, a more

sophisticated method exploiting signal averagingtechniquesmay reveal this structure.

Thus, it appears that the most readily observable effect arising from resonant

tunneling is the distribution of rates at which the junction switches to the normal state,

. shown in Figs. 2-8 and 2-9. The most unusualfeature of these distributions is that they

arenon-monotonic in the bias current,in contrastto those where switching is caused by

thermal activationor macroscopicquantumtunneling. Peaks occurin the escape ratefor

bias currentsat the resonancevalues. Inthe case of two statesper well (Fig. 2-8) a single
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FIGURE 2-8. Disu-ibution of rates at which the junction switches to the normal state as a

function of bias current for the case of two states per well, plotted for v = 1.7, 2.0, 2.3,

and2.6,and R_Q = 1and 10.
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FIGURE 2-9. Distribution of rates at which the junction switches to the normal state as a

function of bias current for thc case of three states per well, plotted for v = 2.6, 2.9, 3.2,

and 3.5, and R_Q = 1 and 1000.
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peak appears, corresponding to resonance between states _kl and _2. In the case of

_e states per well (Fig. 2-9), additional smaller peaks appear for slightly smaller bias

currents, corresponding to resonances between states _Pkl and _Fk3and states _k2 and

Wk3. The former is almost as pronounced as the primary resonance peak, while the latter

is very small and cannot be seen on the scale of Fig. 2.9. With the exception of this small

peak, which is largest for R_ _ 100, I find in general these peaks are most pronounced

for the cases of low damping (high resistance) because the panicle spends more time in

the excited states _k_msx and therefore has a higher probability of escaping through the

final barrier to the free states. The observation of these peaks in the distribution of

switching rates would be a direct conf'urnation of the existence of resonant tunneling in

Josephson junction dynamics.

Finally, I note that my results have implications for the Bloch oscillations

predicted to occur in the v << 1 limit. It is apparent that in the region where v is small

and the resistance is large the escape rate is rather high and the particle makes no more

than a few transitions to lower subsystems before escaping. Thus, as one reduces the

value of v, for bias currents corresponding to the resonance condition one should expect

the Bloch oscillations to be suppressed because of escape to the voltage state.
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CHAPTER 3
e

Beyond the Model Theory

Havin_ presented the quantum theory for resonant tunneling in the previous

chapter, which addresses several specific aspects of behavior predicted for a junction in

this parameter range, I must now examine some other aspects of small junction behavior

which have been theoretically studied and experimentally observed.

The theory of Chapter 2 describes only the motion within the set of potential

wells, and the transition out of the wells. It does not address motion of the system which

occurs just after a transition out of the wells, specifically whether the free running state

will be obtained and sustained. The model examines the relatively simple quantum

behavior of a noise-free system at zero temperature, with ohmic damping included only

phenomenologically. While providing much useful information about resonant tunneling

. dynamics, the model is far from a complete picture with regards to representing an actual

junctionoperatinginarealisticmeasurementenvironment.

" The experimental results of Kautz and Martinis (KM) [26] show there is much

that one can learn from a completely classical description of a Josephson junction. One

can expect that many of the effects which govern the observed classical behavior will

carry over into the quantum limit where resonant tunneling is likely to be observed, and



42

thus a classical description should be a good starting point for identifying behavior that

will be influence the design of an experiment to observe resonant tunneling.

The treatment of dissipation in my model was phenomenological. A more

rigorous treatment requires the inclusion of the dissipation directly as a part of the .

quantum system. The proper treatment of dissipation is important, because dissipation

not only supplies a decay mechanism, but also breaks coherent superpositions of

cigenstates and provides an additional means of coupling between these macroscopic

states.

First I will present some classical results obtained from the RSJ model in the

T > 0 limit. Then I will give a brief description of the KM model and their results,

focusing on the aspects which have bearing on a resonant tunneling experiment. In the

next section I will present a brief summary of the quantum treatment of dissipation,

including a derivation of the phenomenological decay rate I used in Chapter 2, and

discuss the correspondence between the quantum limit and the classical limit.
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3.1 Classical Models of Small Capacitance Josephson Junctions

Thermal Effects in the RSJ Model

. The RSJ model is well studied, and there exist several good references for it [14,

33]. In particular, I found the article by KM [26] gives a very enlightening description of
e.

noise-affected dynamics in the RSJ model, primarily because it provides an appropriate

background for the di_ussion of how these dynamics are modified by the addition of a

shunt element which is frequency-dependent.

The equation of motion given in Eq. (2-4) for the phase variable _ governs

classical, fluctuation free (zero temperature) behavior. In this case, the dynamics of the

system are straightforward to work out. When the particle is trapped in a well, it remains

there until the bias current IBiasis increased to a value greater than the critical current Ic.

Only then does it switch to the free-running state, where it remains until the current is

reduced to the zero temperature retrapping current Ir0. Stewart [3] found that, for low

damping

4 (3-1)
Iro = Ic _Q

where the reader is reminded that Q = RCc0p is the classical quality factor, which is equal

to _c 1/2 in Stewart's notation. Here "low damping" means Q >> 1, and when Q > 3, the

expression given by Eq. (3-1) is accurate to better than a few percent. It is useful to adopt

the terminology of KM and define the state where the particle is trapped in a well as thet

0-state, and the free running state as the 1-state.

• To include the action of fluctuations present in the system when it is in thermal

equilibrium at temperature T, a current noise source IN is added to the bias current, giving

the equation of motion
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_e 0+ _e/R + Icsin0 = IBias +IN " (3-2)

The noise source IN, which has autocorrelation
tm

{IN(t')Is (t)) = 2kRBT8(t'- t) , (3-3) .

represents the Nyquist noise of the shunt resistor.

The noise source affects the transitions between the 0 and 1-states by supplying

thermal energy, thereby allowing escape events from the 0-state to occur at bias currents

IBias < Ic and retrapping events to occur at bias currents IBias > Ir0. These thermally

activated escape and retrap processes have been studied theoretically. The escape process

has been studied by several authors [34-37] using the theory of Kramers [38]. The

lifetime of the 0-state is given by

= 2Jr .__ s2 1 Au 2xAu

t+ _p-pLk. *4--_J -_ exp _ , F< (3-4)Q(I_ s2)I/4'

Aur (Au)_ 2xAu
t+ = RC--:--exp , F > , (3-5)S2)1/4Q(1 -

Here F = 2ekBT/tilc is the reduced temperature, the reduced energy barrier Au is

Au = 2(1-s2) 1/2 + 2s cos-is , (3-6)

where s = IBias]Ic is the reduced bias current. The subscript of t+ indicates a transition in

the positive 0 direction for IBias > 0. A similar expression for transitions in the negative

direction exists, but I will neglect these transitions for they are infrequent compared to the
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positive transitionsat temperaturesand bias currentsof interest. Also, in the present

work I will only encounterparametersfor which the expression given by Eq. (3-4) is

appropriate,so henceforthI will only use this expression. The rateof escape F+ from the

. 0-state is given by the inverseof Eq. (3-4):

F+ = "q_-s2 + .'7-z,r_! exp . (3-7)

Note that the form of this equation for Q >> 1 is an attempt frequency (1-s 2)1/4o0p/2_,

which is equal to the frequency of small oscillations in the well, times an Arrhenius

factor.

The analogousanalytic results for the retrapping problem were only more recently

obtained, primarily because the 1-state represents a dynamic non-equilibrium state, in

contrast to the 0-state. Ben-Jacob has found that the lifetime of the 1-state is given

approximately by

= exp-(- , (3-8)

where

Aw = _lQ2(s- Sr0)2 . (3-9)
2

Here Sr0= IrO/lc.Note that Aw has the form of an activation energy and is approximately

. equal to the kinetic energy of the particle, which is the energy which must be dissipated

in order to trap the particle in a well. The inverse of Eq. (3-8) gives the rate of thermally

activated retrappingFl:

I I_-_" (-Aw

F1= _--__-_--ffexp,--F-- ) . (3-10)
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Note that as T -¢ 0, the current at which retrapping is likely to take place approaches the

zero temperature value given by Eq. (3-1).

The barrier Au depends only on the bias current, whereas the barrier Aw also

depends on the damping of the system through the parameter Q. These functions are -

plotted in Fig. (3-1) for several values of Q. The barriers Au and Aw appear as the

activation energy in Arrhenius factors in the expressions for F+ and FI. Thus, the relative

values of Au and Aw indicate whether escape or retrapping will dominate at a particular

value of s in the thermal limit. In addition, the available thermal energy may be

schematically drawn as a horizontal line on this plot, such that when the value of one of

these barriers drops below this line, the associated transition becomes active. In

particular, one can understand the current-voltage trace which results by slowly

increasing and then decreasing the current bias. While a detailed statistical study of the

problem of slowly changing the current bias until a transition occurs is undertaken in

Chapter 4, for now it is sufficient to note that as the temperature is raised from zero

temperature, the average escape current will be reduced from Ic, while the average retrap

current will be increased from It0.

One final note completes my discussion of the RSJ model with a simple ohmic

shunt. One might wonder whether a forward transition out of a well is quickly followed

by a retrapment on occasion, or if an escape always results in transition to the 1-state.

Silvestrini and Cristiano [39] have found that for low temperatures and Q >> 1, escape

from a well almost always leads to a complete transition to the 1-state when the current

bias is well above the value Ito. When IBias is just greater than It0, this is also the case
.p

because whenever there is sufficient thermal energy for a thermal transition out of a well

in the positive direction, there is also enough thermal energy to activate a retrapping

process, and this retrapping rate is always much greater than the escape rate for bias

currents near It0.
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FIGURE 3-1. Reduced activation energies Au and Aw plotted as a function of reduced

bias current s. The activation energy Au for escape from the 0-state is indicated with an

arrow. The activation energy Aw for retrapping is shown for five values of Q as indicated

in the figure.
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Augmenting the RSJ Model with a Frequency,Dependent Shunt Impedance

Experimental tests performed by KM on small capacitance junctions in the

parameter regime where resonant tunneling is likely to occur clearly demonstrate that a

complete model for the circuit which shunts the ideal Josephson element, including

circuit elements external to the device, must be included in a model for the junction. The
.¢

simple ohmic resistor of the standard RSJ model was found inadequate to explain

quantitatively or even qualitatively their measured current-voltage characteristics. For a

detailed discussion, I refer the reader to the work of KM directly. Although their

experiments were performed on junctions operating at temperatures too great to observe

resonant tunneling, their findings have implications for the present subject matter. I will

summarize their results which distinguish the observed behavior from that predicted by

the RSJ model and which are relevant to the resonant tunneling problem.

The extension of the RSJ model made by KM was to replace the simple ohmic

resistor R by a more complex circuit, as shown in Fig. 3-2. As a first step this was simply

an additional resistor and capacitor, as shown in Fig. 3-2 (b). While this modification

qualitativelyreproducedsome featuresfoundintheirexperimentalresults,torepresent

thedatawithquantitativeaccuracyrequiredanaccuratemodeloftheshuntimpedance,

shown asthelumped impedanceZ(¢.o)inFig.3-2(c).Thisimpedanceincludedthe

measuredquasiparticlecurrentofthejunction,whichisbothtemperatureand voltagc

dependent,theon-chipthinfilmresistorswhichserveascurrentandvoltageleads(which

area similarfeaturetomy own experimentalsetup,asIwilldescribeinChapter4),and

thecurrentbiascircuitry.

The primarydistinguishingfeatureofthismodeloverthesimpleRSJ modelisthe

inclusionofreduceddampingathighfrequencies,primarilyneartheplasmafrequency.

As a result,dynamicprocesseswhichoccuratdifferentcharacteristicfrequenciesarc

subjecttodifferentvaluesofdamping.HereIwillgiveanexampleofthissortofeffect

which alsohas ramificationsfora resonanttunnelingexperiment.KM definethe
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' FIGURE 3-2. Shunted junction models studied by Kautz and Martinis [26]. (a) The

standard resistively and capacitively shunted junction model (RSJ). (b) Junction with

simple frequency dependent shunt composed of the resistor R in parallel with capacitor

Cs and resistor Rs in series. (c) Junction with realistic model of the impedance Z(t.o)

which shunts the ideal junction elements.
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minimum escape current Im as the bias current such that, when a particle is initiated at a

potential maximum with an infinitesimal positive velocity, it will arrive at the next

potential maximum, also with an infinitesimal velocity. This is an important cutoff

current for the escape process at low temperatures, for at bias currents less than Im a

particle moving near the top of a barrier is unlikely to get the boost of thermal energy

necessary to clear the next barrier, while for bias currents greater than Im, the particle will

probably make it over the next barrier and continue to accelerate toward the 1-state.

Meanwhile, the zero-temperature retrapping current It0, whose value for the RSJ model is

given by Eq. (3-1), is defined as the minimum bias current which will support the 1-state.

In the RSJ model the currents Im and Ir0 will be equal because the motion of the particle

which defines Im will be identical to the motion defining Ir0, where the particle just skirts

the tops of the barriers of the washboard potential. Now consider a model where the

damping is dependent on frequency such that the effective quality factor Q(co) (which I

will define more explicitly later) is equal to Q(0) at low frequencies, and equal to Q(o_)

at the plasma frequency. Here, the motion involved in escape is dominated by damping

at the plasma frequency because the oscillations in a well which build in amplitude before

an escape are essentially plasma oscillations. Thus, one expects the minimum escape

current to be given by

4
Im = Ic . (3-11)

xQ(O_p)

By contrast, Ir0 is defined as the limiting case of the 1-state motion, which produces a DC

voltage component. This implies the damping at zero frequency is important to the

retrapping process, and thus

4
Ir0 = Ic-------- . (3-12)

nQ(O)
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Although this analysis is an oversimplification of the problem, it illustrates how two

processes, in this case escape and retrapment, can sample the damping at different

characteristicfrequencies. Its importancewith regardsto resonanttunneling is to help

. answer the question: If a resonant tunneling event leads to the transmission of the

particlethrougha barrier,will the particlecontinue to move towardthe free-runningstate,
,a

or will it simply become trappedin a nearby well shortly thereafter? I expect from the

precedingargument that Imas definedabove is the relevantparameterhere, that is to say

the damping at the plasma frequency must be sufficiently small that Im as given by

Eq. (3-11) must satisfy Im < Imres in order to observe the ruth tunneling resonance

manifested as an escape event.

Another feature whichdistinguishesa frequency-dependentshuntimpedancefrom

a simple ohmic shunt is that it can store energy which may come into play in the

dynamics. Forexample, performingMonte Carlosimulations based on the model shown

in Fig. 3-2 (b), KM found that the bias currentfor which the junction switched to the

1-statewas affectedby thevalue of the averagevoltage on the additional shuntcapacitor

Cs. In this case the energy storedin this capacitorgave the extra boost needed for an

escape.

The conclusion drawn from these results is that the exact form of the shunt

impedance has an important, even dominant,effect on thejunction. While it facilitates an

accurate simulation of the observedjunction behavior, the drawbackof a model such as

that given by KM is that it is cumbersome to the point where many of the results of

interest cannot be extracted without performing detailed numerical analysis or Monte

Carlo simulations. The unfortunate implication is that any quantum-mechanical

. treatment of this model will most certainly be even more involved.
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3.2 The Quantum Mechanical Treatment of Dissipation

The General Approach to Quantum Dissipation

Whereasreplacingthe resistanceR in the RSJmodel with a frequencydependent

shunt greatly increased the complexity of the classical model, merely including the

resistive shuntR itself, makesconventionalquantumtreatmentof the problemimpossible

because a Hamiltonian for the system does not exist. However, a method has been

developed to circumvent this difficulty which is readily generalized to arbitraryshunt

impedances. While I am particularlyinterestedin its applicationto the RSJ model, the

problem of adding dampingto a quantum system is quite general and was pioneered by

Caldeiraand Leggett (CL) [28, 29]. In this sectionI will present the Hamiltonian used by

CL which represents a macroscopic system with dissipation, and review the results of a

perturbative treatment of the terms in this Hamiltonian which represent the damping, as

obtained by Esteve, Devoret, and Martinis(EDM)[32]. I will then give the results of this

treatment for the case of a harmonic oscillator, from which comes the rate of decay Fd

which I used in Chapter 2.

Consider a macroscopic classical system, or panicle (with unit mass), with one

degree of freedom described by the coordinateX which obeys the equationof motion

+ I_[X(t)}= _d V(X) , (3-13)
dx

where I_ is a linear operato,-andV(X) is a potential. The dynamics of this system can be ,p

treated using the Hamiltonian formulationwith the Hamiltonian Hmacro+ HCL, where

Hm_m =lp2 + V(X) (3-14)2
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and

HCL= p +(o xj- X . (3-15)
i

The termHmacrorepresents the macroscopicsystem without damping, while the term
e

HCL representsthe environmentand its couplingto the macroscopicsystem. The effects

of dissipation are includedin HCL,whichrepresentsa set of harmonicoscillatorswith the

jth oscillator coordinate, momentum, and frequency denoted by xj, pj, and ¢ej,

respectively. These oscillatorsare each coupled with strengthcj to the coordinateX, in

analogy to attaching springs with masses to the particle. These oscillators and their

couplingsarechosen so that together they reproducetheaction of the operatorI_. This is

accomplishedwhen the spectraldensityof the oscillators

_x,_-,c_ 8(co-coj) (3-16)
J((o)= 2 _ coj

satisfies

K(z) = 2z2 r* J(o')dto'
-'_" J0 '_;'i(o)/2- z21 (3-17)

such that

K(co)= lira K(z) (3-18)
Im z_0-

where K(co) is the Fourier transform of I_. As an example, in the case where the

• damping is proportional to velocity, I_ = Xd/dt and K(co)= ikco. The damping provided

by the resistor R in the RSJ model falls under this category, which is known as viscous or

ohmic damping.

CL have argued the equivalence of these two classical representations. The

advantage of the Hamiltonian representation is that it can be quantized, while its

disadvantage is its infinite number of additional degrees of freedom. The original study
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by CL determined the effects of damping on quantum tunneling, but since then this

Hamiltonian has been used to study the motion of a quantum particle in a double well

[40], a periodic potential [41-43], and a fiat potential [44].

While one approach is to treat this full Hamiltonian immediately, EDM have

started with the states [n) with energies En of the Hamiltonian Hmacro, and treated the

coupling between the set of oscillators and the macroscopic system as a perturbation to

these systems. Using standard time-independent perturbation theory, they obtained

energy level shifts AEn, which in the limit of an infinite number of oscillators may be

complex. The real part of the energy shift of a state is the actual change in energy of the

level, whereas the imaginary part corresponds to the decay rate associated with the finite

lifetime imparted to the sta_e through its coupling to the dissipative ,'::':_ronment. EDM

found the real and imaginary parts of AEn are given by

Re(AEn)= Re(Ln)+ G n , (3-19)

and

Im(AEn)= Im(Ln) , (3-20)

where

Ln = h XMnmK*(COnm) (3-21)
m<n

and

om Im(K(co))dco
Gn- r" (3-22)

m

with

Mnm =](nlXlm)l2 (3-23) •

andt.Onm= (En- Em)/li.NotethatLn,whoseimaginarypartisproportionaltothedecay

rateofthenthstate,dependsonlyon thestatesbelow thenthstatethroughmatrix

elementsMnm ofX andthedampingattheBohrangularfrequenciesO_nm.The physical
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interpretation of this is that the finite lifetime of the nth state results from damping-

induced decay of the nth state to states lower in energy.

• The Daml_d Harmonic Oscfflator

As an example of the use of these expressions, I will find the decay rate of the
i

states of a harmonic oscillator which is subject to ohmic damping of viscosity _., that is,

K(to) = iZto. Let the potential of the oscillator be V(X) = (o02X2/2. The square of the

matrix element between the states n and m is

Mnm = 0, In - ml# 1

n (3-24)
Mn,n_1 = Mn_l, n = , In- mlffi1 '

2(00

and thus only the state immediately below In) contributes to the sum l.,n,giving

b11(_ n) = Im(Ln)= -nh-k2 • (3-25)

The real part of the energy level shift is given by Gn because Ln is purely imaginary and

does not conu'ibute. Evaluating Eq. (3-22) yields

Xd,oGn = • (3-26)
toO+to

Since this expression diverges, one could replace the upper limit of the integral of infinity

with a cutoff frequency. A physical choice for the cutoff is unimportant, because Gn does
,i

not depend on n and the energy shift will be the same for all levels. Thus there will be no

change in the energy level differences, which are the physical observables.
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Decw7 Rates in the RSJ Model

By applying the above results to the RSJ model, I can obtain the decay rates I

used in Chapter 2. The equation of motion given by Eq. (2-4) can be cast in the form of

Eq. (3-13) be _tting X = C(Ii/2e)2_. Then _.ffi1/RC and

kC(hl2 )')

When IBias = O, the harmonic potential given above approximates a well of the

n'washboard pote tial, with coo= COp.Thus, the imaginary part of the energy level shift is

given by Im(AEn) =-nti/2RC. The relationship between the imaginary energy shift and

the rate of decay is _"d - -21m(AEn) / h, so the decay rate from the nth energy level to

the (n-1)th level is given by

n

_'d =_"_ , (3-28)

which is the expression for the decay rate I used in the model theory presented in

Chapter 2. This result is obtained using the harmonic oscillator approximation, and

although the tilted washboard well is anharmonic, the corrections arising from the

anharmonicity are well within the expected validity range of the RSJ model itself.

Correspondence of Quantum and Classical Behavior
a

While I have used quantum mechanical analysis for the dynamics occurring

within the wells, I used classical analysis of the RSJ model in Section 3.1 to try to

understand the motion of the particle after escape. One might wonder how the quantum

theory of damping presented above carries over into the classical limit, and vice versa.
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To help answer this question, I present two examples of the correspondence between

quantum and classical treatments of damped macroscopic systems.

First, in the harmonic oscillator approximation for the RSJ model given above, I

- can estimate the rate of energy loss by multiplying the rate of decay of state In) given by

Eq. (3-28) by the amount of energy lost fiCOpin a decay event to state In - 1) (the only

transition allowed by the selection rule An = 1). Multiplying this rate of energy loss,

nfia_C, by 21r/COpgives the expected energy lost during a plasma oscillation. The

resulting energy loss is equal to the energy of the nth state times 2Jr/Q. This corresponds

to the behavior of a classical underdamped oscillator with an energy E, which will lose an

amount of energy 2xE/Q over one period of oscillation.

Second, Hakim and Ambegaokar [44] have used the CL Hamiltonian to solve the

problem of a quantum free particle subject to ohmic damping. They found that the center

of a Gaussian wave packet follows the classical trajectory, and the mean value of the

momentum also follows the corresponding classical equation. Their results lend support

to the CL treatment of dissipation. These results also support the use of classical

equations of motion as an estimate of the actual behavior of a nearly free particle in the

quantum limit° such as is the case for the free-running state of the quantized RSJ model.
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CHAPTER 4
Q

Experimental Strategy

The preceding chapters give some indication of the complexities involved in

theoretically modeling the dynamics of Josephson junctions operated in the limit where

resonant tunneling is likely to occur. Clearly, the subject is by no means a completed

topic. However, the theory as I have developed it so fax is at the point where I have

enough of a framework to design an experiment to search for a signature of resonant

tunneling, the hope being that preliminary experimental results could then be used to

guide further theoretical work on the phenomenon. The conclusion drawn from the

model theory was that the effect which lends itself most readily to observation is

resonance-enhanced escape from the 0-state. The goal of this chapter is to develop an

experimental strategy to measure the escape rate and to choose a design of a device such

that the resonant enhancement of the escape rate should be clear and convincing.

First I will describe the current-ramping approach one uses to measure the escape

rate as a function of bias current. Next I will show how a DC SQUID with a small self-

inductance can be used as a substitute for a single Josephson junction because the

' dynamic behavior of these two devices should be identical under the appropriate

conditions. The advantage of the DC SQUID over the single junction is that it provides a
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criticalcurrentwhich is adjustablein situ by the applicationof a magneticfield, allowing

tuning of the coupling between states in resonance and consequently the tuning of the

overall escape rate. Finally, I will show how I derivedpracticaldesign parametersfor a

- SQUID and a measuring circuit which minimizes the electromagnetic loading of the

device.
I
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4.1 Measuring the Escape Rate ,

In Chapter 21 obtained the rate of escape FEsc(IBias)from a state of steady motion

down the washboard potential to the 1-state. This escape rate was determined as a

function of DC bias current IBias, assuming the system is prepared in the steady motion
a,

state while the junction is biased at that particular cur_nt. This condition is difficult to

achieve in practice, for one cannot start with zero bias current and then quickly (on the

scale of the characteristic time for escape) apply a non-zero bias current. In addition to

the practical difficulties, this method would introduce an impulse to the system which

cannot be described by a model which assumes a quasi-static bias current.

Rather than measure the rate FEsc(IBias)directly, the standard approach [45] is to

use the following technique: The bias current is ramped up from zero current and one

records the value of current at which the junction switches. Repeating this many

(typically 103 to 104) times, one builds up a histogram which approaches the statistical

dEa'ibution P(IBias) for the probability that the junction will switch at the current IBias.

The distribution P(IBias) will in general depend on both the rate of the current ramp and

its functional form. For ease of both application and analysis, I will assume the ramping

is linear in time with constant rate dIBias/dt = IBias. Expressions describing how the

quantities P(IBias) and l"Esc(IBias) depend on each other can be derived as follows:

Suppose one performs a single current ramp starting with IBias = 0 and the junction

definitely in the 0-state. Let R(IBias)be defined as the probability that at the current IBias

the junction has not yet switched to the 1-state. In a small increment of bias current

AIBias which occurs over a time At = AIBias/IBias, the change in R is given by

R(IBias+AIBias) - R(IBias) = -R(IBias)FEsc(IBias)At, assuming the rate of retrapping is

negligible. This may be expressed in differential form as

__._= RFEsc (4-1)
dIBias IBias '
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which has the solution

[ Isiu FEsc(r)drl (4-2)
R(IBias) = exp[-! ' I'Bias' ' J

" where I have used the boundary condition R(0)= 1. The probability P is given by

P = -dR/dIBias, so I obtain the result

[" IBias I'E_ " (r)dr]
P(IBias) = l"E_(IBias)exp/- _ | . (4-3)

IBias [. o Is_s ]

The inverse of Eq. (4-3) is obtained by substituting the identity R(IBias) = f_ P(I')dI'
oxBias

into Eq. (4-2), taking the natural logarithm of both sides and differentiating with respect

to ISias. The result is

P(IBias) (4-4)

FEsc(IBias) = IBias Jls'°°i.,P(I')dI' "

As noted above, the distribution P of the continuous variable Iaias is not obtained directly

in practice. Rather, a histogram is obtained by assigning the recorded switching events to

bins along the current scale which are of equal width. Let N(Ik) be the number of

switching events observed in the current range of width AI centered at the bias current Ik,

where k is an index. In the limit AI --->0, and as the total number of events approaches

. infinity, the histogram, normalized by the number of events, approaches P(IBias). Thus

Eq. (4-4) has the discrete approximation
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FEsc(Ik) = AI _.,YN(Ij) " (4-5)
j>k

Let us now turn our attention to the inverse expression, Eq. (4-3). It can be seen

that, for a particular escape rate function, the ramping rate iBm determines both the

width and center of the P(IBias) distribution, with P broadening and shifting to larger

currents as IBias is increased. A histogram composed of a finite number of switching

events will have a minimum and maximum observed switching current. This determines

the current range over which the measurement probes the escape rate function. Because

of limitations resulting from both noise minimization and other practical considerations

(these I will address in Section 5-4), the ramp rate can be varied ovex"values coveting

only about two orders of magnitude. This implies that the range of escape rate values

probed is fixed for all practical purposes. In fact, the relationship between P and FEsc is

such that if the escape rate is changed, the range of escape rate values probed remains

relatively unchanged, while the current range shifts accordingly. This fixed range of

probed escape rate values has the following implication for an experiment designed to

observe peaks in the escape rate caused by resonant tunneling: The overall magnitude of

the escape rate depends strongly on the amount of coupling between the states in

resonance, which varies exponentially with the barrier height determined by the critical

current of the junction. If the resonant tunneling peak has a magnitude which is greater

than or less than the probed range of escape rate values, the junction will tend to switch

before or after the resonance, respectively, and the peak shape will not be observed. This

is illustrated schematically in Fig. 4-1. This presents a difficulty for the experimenter,

who is then challenged to produce a junction with a critical current which falls within a

narrow range of acceptable values.
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" 11

. 12

FEsc 13

IBias

" FIGURE 4-1. Schematic representationof the results of measuring the escape rates of

three devices with critical currentsI1 < I2 < I3. The escape rate functions are shown by

the fine lines with peaks indicative of resonant tunneling. The values of escape rate

actually measured in a typical experiment fall within the fixed range indicated by the

arrow, and areshown as bold lines.
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4.2 The "Tunable" Josephson Junction

Producing a junction with the correct critical current would be a challenging task

involving a great amount of trial and error. Fortunately, an alternative approach can be

taken by substituting a current-biased DC SQUID with a small self-inductance for the
))

single current-biased Josephson junction studied in the theory. For the purposes of

observing resonant tunneling an appropriately designed SQUID behaves in a manner

identical to its single junction counterpart, with the important advantage that it has a

critical current that can b¢ varied by the application of a static magnetic field. This

allows the tuning of the critical current in situ, and thus the adjustment of the escape rate

so that a peak in the escape rate can bc made to fall within the range of values probed by

a measurement of the escape rate. This technique, brought to my attention by Andrew

Cleland, has been applied in other studies of superconducting devices both in the classical

and quantum limits [46, 47]. In this section I will study the DC SQUID and argue how

both in classical and quantum limits it can substitute for a single junction.

In order to facilitate a detailed understanding of the connection between the DC

SQUID and the single junction, I will derive the equations of motion governing the

dynamics of the SQUID, which has two degrees of freedom arising from the two

Joscphson junctions. In this analysis I will assume the device is symmetric, which is both

adequate for the purposes of discussion and representative of the actual experiment.

Analogous results for an asymmetric SQUID can be found elsewhere [48, 49]. A lumped

circuit element model of the DC SQUID is shown in Fig. 4-2. Currents II and I2 flow in
t)

the left and fight arms, respectively, and sum to the steady bias current IBias = II + I2.

The symmetry of the device implies that the total self-inductance L can be divided in half

such that 12couples a flux LI2/2 through the SQUID loop, and similarly I1 couples a flux

-LI1/2. Each junction is described by the RSJ model and has resistance R, capacitance C,
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FIGURE 4-2. Lumped circuitelement model of a symmetric DC SQUID.
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and ideal critical current Ic. The current It through arm i is given in terms of the

junction's phase variable Oi by

h 1 • 2_ "'Ii= Ic sin _i + _e (_')_i + C_i, (4-6) .

and the voltage Vi across junction i is

V i =_.e_ i . (4-7)

Because the bias current is held constant, the inductance divides the voltages V1 and V2

so that the voltage V across the entire device is

V = vl + v2 . (4-8)
2

Defining the average phase difference 0 as

= _1 + _2 , (4-9)2

I obtain the Josephson relation in its single junction form

V= h_ . (4-10)
2e

o

The total flux • linking the SQUID is given by

O=_a +LJ (4-11)
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which is the sum of the applied flux _a and the flux due to the circulating current J

defined by

- J- I2-I1 . (4-12)
2

Because the SQUID obeys fluxoid quantization the total flux @ linking the SQUID is

related to the phases of the junctions by

Ol -q)2 = 2x_0 = 20 (4-13)

where I have defined 0 ffiltq_/(b0. The relations given by Eq. (4-9) and Eq. (4-13) are

equivalent to changing coordinates from Ol and _2 to (_and 0, which arc the coordinates

of choice for relating SQUID dynamics to single junction dynamics. I can obtain the bias

current IBias by adding II and I2. Written in terms of the variables ¢ and 0, the result is
J

the first equation of motion for the system, which is

_-(2C)_ + __h(2"_ + 2i c cos0sin ¢ - IBias = 0 (4-14)
2e\R)LC

Note that this expression is formally identical to the equation of motion for a single

junction with resistance R/2 and capacitance 2C, which are the equivalent parallel

elements of the SQUID. The significant distinction is that the critical current is replaced
¢.

by 2Iccos0: Instead of a constant critical current, the effective critical current depends on

• the variable 0. The second equation of motion is obtained by combining Eqs. (4-6), (4-

11), and (4-12). The result is

2. 2¢a--_2C}_, + 21c cos0sin¢-_+ =0 . (4-15)
2e 2e _,R ) L L
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The two equations of motion given by Eqs. (4.14) and (4-15) can be viewed as

describing the motion of a particle of mass proportionalto 2C moving in a potential

U(_,e) with damping parameterproportionalto 2/R, where the potential is given (in

actualenergyunits) by

2-_[-IO+ x -Ej ¢- 2EjcosOcos¢. (4-16)
= (,

Here the parameter 13= 2LIc/O0 is the reduced inductance, and Ej = OOIc/2X is the

Josephson energy for one of the SQUID junctions. The potential, which is identical to

the washboardpotential for motion strictly in the _ direction (also called the longitudinal J

direction), has a strongparabolicdependencein the 0 direction(also called the transverse

direction) when [3<< 1. Thus it becomes clear how a small [3device behaves classically

as a single junctionwith criticalcurrent21cCOS0:Transversemotion is restrictedbecause

it is energeticallyunfavorable,so the particlemoves alongthe washboard-shapedfloor of

a valley with very steep walls.

The effective critical current 2Iccos0 of this quasi-one-dimensional device is

controlled by applying the external flux Oa. The local minima of the potential given by

Eq. (4-16) to a very good approximationfall on the line 0 _=_7r_a in the limit [5<< 1.
_0

Thus the applied flux is almost exactly equal to the total flux through the SQUID.

Defining the maximumvalue of the SQUIDcritical currentIcmax= 2Ic and the parameter

11=20_ I have the simple relation for the modulationof the critical currentIcdeviceof
O0

the "tunable"Josephsonjunctionin the limit [_--->0:

Idevice= IcmaXlos(2Tll. (4-17)
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NotetheparameterTlvarieslinearlywithappliedmagneticfieldandtakeson valuesfrom

0 toIasthedevicemodulatesfrommaximum tominimum criticalcurrent.

As a specific,more rigorousexampleofthisquasi-onedimensionalbehaviorin

" theclassicalregime,consideraparticlewhichisinthermalequilibriumwithaheatbath

attemperatureT asitmoves inthetwo dimensionalSQUID potential.Thisisshown

schematicallyinFig.4-3.The transitionfromthelocalminimum A totheadjacentlocal

minimum B viathesaddlepointS ismade by thermalactivationoverthebarrierAUAS,

whichistheenergydifferencebetweenthesaddleS andtheminimum A. The transition

rateisgiveninthemoderatetolowdampinglimitby[46,49,50]

Herethefrequencies(OlIAandCO.LAarethosmalloscillationfrequenciesattheminimum

A formotionparallelandperpendiculartothedirectionofmotionfrom A toS,and

similarlyCOilSand COLSarethesmalloscillationfrequenciesatthesaddleS. The

parameterQ2D isdefinedasQ2D = COlIARC,which isthequ,_lityfactorforsmall

oscillationsinthebottomofthewellA intheparalleldirection.As 1__ 0,theparallel

and perpendiculardirectionsapproachthe_ and0 directions,respectively,and COlIA

approachestheplasmafrequencyofa singlejunctionwithcapacitance2C and critical

current21cCOS(gTl/2).The ratioCOLA/CO.LSapproachesunityapproximatelyasI+g13/2.

. Thus,intheverylow 13limit,the escaperateI"2Dforthetwo dimensionalpotential

approachestheescaperatefora singlejunction,givenbyF-_l.(3-7).
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a)

A S

B

FIGURE 4-3. (a) Schematic representation of the two-dimensional SQUID potential

U(_,O). Points A and B are local minima, and S is a saddle point. Thermal transitions
from A to B are made via the saddle at S. (b) The points A, S, and B in the _-0 plane.

Symbols and directions for sraall oscillation frequencies about the points A and S are

shown (see text).
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Does this classical quasi-one-dimensional behavior carry over into the quantum

limit? I expect that to a good approximation the solutions to the Schr6dinger equation

will separate into transverse and longitudinal modes, and the transverse modes will have

. such large energy spacing that excitations of u'ansverse modes will rarely occur.

Unfortunately, because of the term 2Iccosecos(_ the SchrSdinger equation is unseparable
9

and the above assertion cannot be explicitly proven in a straightforward manner.

However, because this term is small comparexi to the parabolic term which dominates

motion in the e direction, I may drop it as a first approximation and write down the

transverse portion of the now separable SchrOdingerequation:

[ °/2]d2 2E(o+ v.(o)_; Ta = En0_Pn(O), (4-19)-2Ec . %

where EC = e2/2C is charging energy of one of the SQUID junction capacitors. The

solutions _Fn(e) of Eq. (4-19) are harmonic oscillator wavefunctions with energy

eigenvalues Eenwith spaciug

E0n+l_ E0n _8EcE J htap
= .f_' =-_, (4-20)

where COpis the plasma frequency of one of the SQUID junctions. It is clear that for

13<< 1, this energy spacing is much greater than the level spacing associated with the

longitudinal _ direction, which is of order ritop. Replacing the Josephson coupling term

as a perturbation to the separable system, I can view the motion in the _ direction as an

effective time dependent perturbation to the transverse problem. The characteristic

frequency of this perturbation will be the plasma frequency which, according to

Eq. (4-20), is much less than the Bohr angular frequency connecting transverse states.
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ThusI can expect thatsystemwill remainin its transverseground state,and it will behave

quasi-one-dimensionallyin the quantumlimit.
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4.3 Choice of Parameters for a SQUID

The next step in developing an experimental strategy is to choose target

• parameters for a SQUID. The starting point is to choose values for the number of levels

in the well and the time scale for the dynamics, characterized by v and COprespectively.
e

These can be varied experimentally through the capacitance C and the critical current I¢,

as the parameter v is proportional to _-_-C, while Capis proportional to _ (Unless

explicitly noted, my notation henceforth will refer to the effective junction, so that Ic will

denote twice the critical current of each SQUID junction times the modulation factor

given by Eq. (4-17), and C will denote twice the capacitance of each SQUID junction.)

The general strategy is to pick v and COpso that the device switches to the I-state for bias

currents larger than the resonance value when TI = 0, but the resonance subsequently

"turns on" when the critical current is reduced by increasing 11. The onset of the

resonance peak would be the signature of resonant tunneling. This strategy has the

additional advantage over measuring a set of single junctions which cover a range of

critical current values in that it rules out the possibility of any peculiarities of a particular

device causing the peak, and eliminates the variation of other parameters from device to

device.

Of course, there are experimental constraints in making the choice of Ic and C.

The material of choice for making submicron (I'm giving away part of the answer here

unavoidably) tunnel junctions is aluminum because of fabrication issues which I will

discuss in Chapter 5. For a particular oxide barrier thickness d, the specific capacitance

of the tunnel junction is proportional to l/d, while the tunneling resistance decreases

. exponentially as d increases [14]. This means that for a large range of tunneling

resistances, the specific capacitance will be relatively constant. Although there is some

disagreement as to its value [51], there is some consensus that the specific capacitance is

about 45 fF/_tm 2 for native grown Al2Ox barriers [52], which is the value I will adopt.
_
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Typicalspecificresistancesobtainedviathermaloxidationrangefrom102to104f_-_m2.

Assumingasuperconductinggapof370to400 gV, thisimpliescriticalcurrentdensities

rangingfrom3 x 103to3 x 106AJm2.

I will present the parameters I obtained in the last device I fabricated and tested -

during the course of this research, which I refer to as device A. The parameters are given
IL

in Table 4-1. Parameters that vary with 11through the modulation of the critical current

have their corresponding values listed for the values of 1"1= 0, 0.8, and 0.95. Although

this set of parameters is by no means optimized, it is in the range of appropriate values

and will serve me for the purposes of discussion. Following the analysis of the results of

measurements performed on this device, presented in Chapter 6, it will also serve as a

starting point for a discussion in Chapter 7 concerning possible improvements on the

experiment.

Several of the items listed in Table 4-1 warrant discussion. Note that the energy

level spacing in temperature units are larger than temperatures that can be readily

obtained by dilution refrigeration, which is nominally 20 mK. This ordinarily implies

that the low temperature limit can be experimentally achieved, that is, the T = 0

approximation should be accurate. I will argue in Chapter 6 that for unforeseen reasons

this condition was not actually realized in the experiment. For the present, however, I

will proceed with the assumption of a 20 mK bath temperature, for it will serve to

illustrate my intended design of the e×periment. The lowest order (m = 1) resonance is

listed as I1res and is calculated using Eq. (2-15), which assumes even level spacing in

each well. Note that in this approximation, good to order l/v, the resonances will occur

at currents which are integer multiples of I1res.

In order to observe the resonant tunneling effect, the escape rate mu_t be

dominated by resonant tunneling. Other mechanisms, such as "conventional" MQT

(tunneling through a single barrier directly to the 1-state) and escape by thermal

activation, must be negligible. Because the escape rates associated with each of these two
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,,, ........... i i i

Parameter S_,mbol rl = 0 11= 0.8 rl = 0.95'11 ' ' ' I '1' I '1 ' '

Critical Current It . 226 nA 69.8 nA 17.7 nA

" Capacitance C 37 fF " "I I Ill IIIII I I II II II I I

Normal RN 1.39 kl2 " "
" Resistance

i i i i i i ,

Total Junction ATot 0.82 _tm2 " "
Area

i i ii in I I II iii

Plasma cop 1.4 x 1011 7.5 x 1010 3.8 x 1010
Frequency rad/s rad/s rad/s

ii i i i iii i i

Quantum v 10.4 5.8 2.9
Levels

Parameter
I I I I I I I I I i I ii iii iii

Energy level ht°p/kB 1.0 K 0.57 K 0.29 K
spacing

(Temperature
units.) ..............

Resonance I1res 6.9 nA 3.8 nA 1.9 nA
Current

ii i i ii i i ii i i

TA
Thermal Iswitch 225.9 nA 69.5 nA 16.6 nA

Activation
Switch Current

iii i ii ii i i i i II i ii .....

TMQT
Conventional "switch 219 nA 62.6 nA 10.6 nA
MQT Switch

Current
IIn I I I I i_

Minimum Qmin 41 23 12
Allowable

Quality Factor
in II i m i iii i II I ! I I

Minimum Rmin 11 k_ 13 kt2 17 kf2
Allowable

Shunt

Impedance .........

TABLE 4-1. Parameters of device A, for three values of 11. Critical current under rl = 0,

total junction area, and normal resistance are measured quantities; other quantities are

obtained from theoretical models by using these values, as described in the text.
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mechanisms increase exponentially as the bias current is increased, quantitative estimates

of whether these mechanisms are negligible can be obtained by estimating the bias

currents at which each mechanism, acting alone, would cause the junction to switch to the

1-state while operating with a nominal bath temperature of 20 mK. If these switching

currents are much greater than the resonance current I1res, the resonant tunneling, which

depends sensitively on Q in contrast to the other mechanisms, can be made to dominate

at the resonance current by choosing a sufficiently large Q. These two switching

currents, which I define as the currents at which the escape rates axe equal to 102 s-l, I

TMQT and TAdenote by "switch Iswitch for MQT and thermal activation, respectively. I choose the

rate 102 s-1 because it is a rate which typically falls in the middle of the values probed by

an escape rate measurement experiment. Values of TMQT and TA"switch Iswitch for device A

determined using Eqs. (2-42) and (3-7) respectively are listed in Table 4-1. They are not

only well above the resonance current values, but in fact fall within the single energy

barrier regime in which these escape rate formulas are valid.

The resonant tunneling escape rate requirements for Q could be determined at this

point, but it turns out that a greater constraint on the minimum acceptable Q is imposed

by retrapping effects, as discussed in Chapter 3. Following the lead of Kautz and

Martinis (KM) [26], I will generalize the constant quality factor Q = tapRC of the RSJ

model to a frequency-dependent quality factor defined by Q(t_) = ta_R(o)C, ::,r_re R(o)

is taken to be the inverse of the the real part of the admittance shunting the ideal junction

element and the junction capacitance. In order for the effect to be observable in a

current-ramping experiment, I must ensure that the quality factor at the plasma frequency,

Q(op), is large enough so that retrapping occurs for a current less than I1res, thus allowing

the particle to complete the transition to the 1-state and remain in that state long enough

for this state to be detected as a non-zero voltage across the device. According to the
TA

analysis given in Chapter 3, and in analogy with the definitions for TMQT and Iswitch, I"switch

TA
define the current Iretrap as the current at which the retrapping rate given by Eq. (3-10)
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with Q = Q(cop) is equal to 102 s"1at 20 inK. Using Q = Q(c.Op)effectively replaces the

RSJ parameter Ir0 of Eq. (3-1) by the appropriate parameter lm of the frequency-

dependent damping model, given by Eq. (3-11). Although it was derived for the RSJ

• model, the rctrapping rate of Eq. (3-10), when evaluated using Q(o._p)gives a more strict

upper bound on the damping since Q(cx_p)is usually bounded from above by Q(0). The
,i

TA
minimum allowable values of Q(op) for device A, determined by setting Irctrapequal to

I1res, are listed in Table 4-1 as Qmin. Note that in a practical experiment the value of
TA

Q(cOp) should be chosen much greater than Qmin to ensure that Iretrapis actually well

below I1res. The minimum shunt impedances Rmincorresponding to the values of Qmin

are also given in Table 4-1.

Finally, the value of the self-inductance of the SQUID must be chosen. A SQUID

loop with an inner diameter of a few micrometers is quite readily fabricated using the

techniques described in Chapter 5. The area ASQUID of the loop of device A was

ASQUID= 120 gm 2. Estimating the inductance L by using the formula

L = 1.25g0_AsQuI D (4-21)

gives L = 17 pH. For the critical current of device A, this gives a reduced inductance of

13= 1.9 x 10"3. This value is small enough to ensure quasi-one-dimensional behavior.

According to Eq. (4-20), the transverse mode has level spacing about 13 times greater

than the level spacing associated with the wells of the longitudinal washboard potential.
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4.4 Designing a High Impedance Shunt

The minimum requirements for the isolation of the device from its

electromagnetic environment were determined in the previous section. The experimental

challenge is to come up with a tractable scheme for accomplishing this goal. The primary

difficulty arises when one connects conventional leads to the device for the purposes of

supplying the current bias and measuring the voltage. Typical stray capacitances of

conventional leads are hundreds of picofarads, which would present unacceptably low

impedances at high frequencies. To avoid the inevitable capacitive loading from using

lengthy (lengthy here may mean only millimeters!) pieces of wire, highly resistive thin-

film leads can be fabricated on the Si chip as close to the device as is practical.

Resistances per unit length of about 20 k_ can be fabricated by using a metallic SiCr

alloy formed into a strip with a cross section which is nominally 100 nm in width and

5 nm in thickness. I will model the impedance Zlead(¢0)presented by one of these thin

film leads in order to obtain a quantitative estimate of the quality factor

Q(to) = topC/Re(I/Zlead(tO)) at all frequencies from zero frequency to just beyond the

plasma frequency. Details of the actual fabrication of these leads will be given in

Chapter 5.

The lead is modeled as a metal strip of width w, thickness t, and length A lying on

a Si substrate. For the nominal cross section of w = 100 nm and t = 5 nm, the total self-

capacitance CL of the strip is estimated [26] to be CL = (2.8 x I0 -17F/}.tm)A,and the total

inductance LL is given by [53] LL = (l x 10-12H/gm)A. The total resistance of the lead

RL depends on the resistivity of the material and the exact geometry of the lead. For

device A, which had A = 27 gm, it was RL = 770 kf2 = (28 Id2/gm)A. The distributed

elements of resistance, capacitance, and inductance form a transmission line of finite

length. A detailed analysis of this system may be found in Andrew Cleland's thesis [54].

The most important results, however, can be understood by the following relatively
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simple analysis: A short length dA of the transmission line can be modeled by the

lumped circuit elements dRL, dLL, and dCL, as shown in Fig. 4-4 (a). The entire line is

then represented by a large number of these segments. I can ignore the inductive

" elements because their impedance is much smaller than that of the resistive elements for

frequencies below 1016 Hz, which is much greater than the plasma frequency. At low
4

frequencies, the resistive elemen_*sdominate, and the impedance of the line is simply

Zline ffi RL. As the frequency increases, the capacitors begin to short the line to ground,

and only a length of the line less than A contributes to the impedance. The frequency

O)crossat which this crossover occurs is Ocross = (RLCL) "l. Above 00eross, the line can be

representexl as an infinite ladder of circuit elements as depicted in Fig. 4-4 (b). The

impedance Zladder of this network can be found by first noting that an additional rung

added to the ladder will not change this impedance. Writing the equivalent impedance of

this circuit, shown in Fig. 4-4 (c), I can solve for Zladder, and by taking the limit as dRL,

dCL ---> 0 while holding the ratio RL,/CL constant, I recover the result of the full

transmission line analysis in the high frequency limit. The real part of the admittance

1/Zline is

R(£o) 2_ (4-22)
'

Thus I have the important result that at frequencies above C.Ocross,the quality factor Q(co)

drops off as _0"I/2.

I can now use these results to estimate the quality factor for device A. First of all,

note that attaching four identical leads, two at each terminal of the SQUID, presents the

same shunt impedance as one lead. The crossover frequency for this lead was

(across= 1.7 x 109 rad/s, meaning that for frequencies below this value the impedance was

770 k_ and the quality factor for 11= 0 was 8.6 x 106. However, at the plasma frequency,
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FIGURE 4-4.(a)Circuitmodelofjunction,biascircuitry,andon-chipthinfilmresistive

leads.ThejunctionwithcriticalcurrentIcandcapacitanceC isshown atthefightofthe

figure,and thebiascircuitryconsistingofan idealcurrentsourceIBiaswithstray

capacitanceCstmyisshown attheleftofthefigure.The thinfilmleadoflengthA is

shown inthemiddle,modeledassegmentsoflengthdA,witheachsegmentcontaining

thelumpedcircuitelementsdRL,dLL,anddCL. (b)The highfrequencymodel ofthe

lead,which isa semi-infiniteladderofsegmentswithclcrncntsdRL and dCL and

equivalentimpedanceZladder(t0).(c)An equivalentcircuitto(b)whichaidsinsolving

for Zladder(t0).
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R(O_p)= 120 kF_, and the quality factor was Q(_p) = 620. Similarly, for 11= 0.95,

R(COp)= 230 kFJ, and Q(COp)= 320. Thus, _ithin the RSJ model augmented by

frequency-dependent damping, these values are large enough to ensure that reu'apping

should not occur immediately following an escape event at the resonance current when

operating at a bath temperature of 20 inK.
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CHAPTER 5

Experimental Technique

In this chapter I describe the process I used to fabricate devices representative of

the parameters I outlined in Chapter 4, and the experimental setup and measurement

techniques I used in obtaining data, with a discussion of the noise effects which are

involved in measuring the switching current.
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5.1 Fabrication of the SQUIDs

Shadow Evaporation Lithography Technique

- From a lithography viewpoint, the device parameters outlined in Chapter 4 call for

generally small features. The junction size should be submicron (,-{).5 _tm2 each), the
Q

SQUID loop must be smaller than about 10 _tm in diameter, and to obtain sufficient

resistance per unit length using manageable materials and deposition techniques, the on-

chip resistors need to be about 0.1 _tm in width and about 30 _tm long. Although these

aregenerallynotstate-of-theartwithregardtominimum attainabledimensions,theycall

fortechniquesbeyondstandardopticallithography.

The "industrystandard"techniqueforproducingsubmicrontunneljunctionsisto

use:electron-beamlithographywithabi-layerresisttocreatea bridgeofsuspe_,dcdresist

which thencan bc usedasa shadowmask forthermalevaporationsatobliqueangles.

Thistechnique,calledtheshadowevaporationlithographytechnique,was developed

primarilyatBelllaboratories[55,55].The basicconceptofhow thistechniqueisusedto

form a submicronjunctionisillustratedinFig.5-Iand describedbelow. A substrate

(showninFig.5-l(a))iscoveredwithtwolayersofresist,wherethelayerclosesttothe

substrateisaresistchosentobemoresensitivetothecxposureldevelopmcntprocessthan

theupperlayer.A beam ofelectrons,acceleratedbya voltagebetween5 and30kV and

focusedtoa spotsizeofabout20 nm,isusedtowritea straightlineontheresist,except:

fora shortinterruption.Inthisexposureprocess,theenergeticelectronsbreakbondsin

thelongchainoftheresistpolymer.A solventforthepolymerisusedtodevelopthe
,0

resistbydissolvingaway theshortersegmentsofthepolymer.The developedpatternis

, shown inFig.5-I(b).The upperlayerdevelopsinsucha way thatitformsan open

channelexceptwherethelineexposurewas interrupted.The more sensitivelowerlayer

developsintoa widechannel,undercuttingtheupperlayerincludingundemce_ththe

unexposedsegmentoftheline.Thiscreatesabridgecomposedoftheupperresistwhich
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a) _ upper layerresist
-_-= Lowerlayerresist

Substrate

b) _ Suspendedupperresist layer "

Open substrate

Bothresist layerspresent

= Electrode

L Junction _-=9-.Resist bridge Counterelectr_e

d) One layer of Al

Two layersofAI

Opensubstrate

FIGURE 5-I.The shadowevaporationlithographytechnique.(a)Sideviewofthe

bilayeroftworesistsona substrate.(b)Topviewoftheexposedanddevelopedresist.

Thetopresistlayerformsanopenchannelinterruptedbya suspendedbridge,andthe

bottomresistlayerformsa widechannel.(c)Sideview.Evaporationsfromthe

directionsindicated,labeledI and 2,form theelectrodeand counterclectrodc,

respectively,ofthejunctionasindicatedinthefigure.(d)Top viewofthecompleted

deviceafterlift-off.Thejunctionlieswherethetwo"fingers"overlap.
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spansthelowerchannel,suspendedabovethebaresubstrate.The firstelectrodematerial

isdepositedby thermalevaporationina directionwhichisintheplaneoftheexposed

line,butatananglefromthenormaltothesubstrate(typicallybetween0 and45 degrees,

depending on the application). This forms a metal line on the substrate surface except for

an interruption where the bridge has cast a shadow. An oxide layer is formed on the
Q

surface of the first electrode by bleeding oxygen into the vacuum deposition chamber.

The second electrode material is then deposited by thermal evaporation in a direction

which is also in the plane of the exposed line, but at an angle opposite the angle used for

the first evaporation and chosen so that the second electrode pattern overlaps the first

electrode pattern and forms the junction. The evaporation steps, which have the

advantage that they can be carried out without breaking vacuum, are illustrated in

Fig. 5-1 (c). A subsequent liftoff of the remaining resist leaves the pattern illustrated in

Fig. 5-1 (d). Linewidths on the order of 0.1 gm axe readily attainable with e-beam

lithography, and the evaporation angles can be adjusted to give an overlap of 0.1 I.tm or

less. As a result, junctions with areas less than 0.01 l.tm2 are readily obtained using this

technique, and larger area junctions may be formed by increasing either the linewidth or

the overlap length.

Choice of Electrode Material

Typically A1 is chosen as the electrode material because it is simple to evaporate

and forms a controllable oxide barrier by mere exposure to oxygen. It also forms

continuous superconducting films without any extra precautions, in contrast to Sn which
d,

was used in early submicron junction research [12]. Junctions made of AI in this manner

• have also been found to have remarkably stable tunnel resistance through multiple

thermal cycling and long (weeks to months) exposure to air. The disadvantage of A1 is

that its critical temperature is only 1.2 K, which is smaller than that of Sn or Pb and is

below liquid He temperatures. This is not a problem for my application, which already
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calls for millikelvin temperatures. In addition, the critical temperature of the material

will only enter into the resonant tunneling dynamics as a parameter via its relation to the

damping provided by the quasiparticle tunnel current, and this current is negligible at

these temperatures.

o

Scanning Electron Microscope Lithography Apparatus

Lithographic exposures and device inspections were performed on an Etec

Autoscan scanning electron microscope (SEM) owned by Prof. Van Duzer of the U. C.

Berkeley Electrical Engineering Department and located in room 144 Cory Hall.

Historically, this machine was originally designed to be used in standard SEM mode, but

was adapted for e-beam lithography in the 1970's by Maurice Bales and others by the

inclusion of a computer drive for the beam deflection system and the necessary electronic

interface hardware. Further minor modifications of the SEM column and sample stage

were made by Andrew Cleland and myself for subrnicron tunnel junction research carried

out prior to this work. The complexities of the exposure pattern required by the present

experiment warranted my development of a new pattern generation system, consisting of

a Macintosh I.Ix computer, interface boards from National Instruments, additional

hardware to interface this new computer to the existing interface unit, and original

software for designing exposure patterns and carrying out exposures.

The resulting e-beam lithography system had the following specifications:

Available beam currents ranged from 0.1 pA to 500 pA as measured by a Faraday cup in

a custom sample stage. Resolution was about 20 nm, corresponding to the minimum spot

size. Exposures could be carried out over a field of view which depended on the

magnification setting of the microscope. Typically the fine details of the pattern were

exposed at either 200 × or 400 x magnification, giving either a 150 _tm or 75 I.tm wide

square field of view, respectively. Contact pads were exposed at the lowest (10 × )

magnification, which gave a 3 mm field of view. The pattern generator had 12-bit
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resolution in the x and y directions, so that the field of view was covered by 4096 x 4096

pixels. Available pixel exposure times ranged from 10 _ts to 32,000 s, although typical

exposure times were on the order of 1 ms. Patterns could contain a total number of

- exposure pixels limited only by the computer memory of 4 MB, and were composed of

lines and blocks of pixels where the density of exposed pixels could be varied. No beam

blanking was available for the system. However, the computer drive I designed allowed

fast (~8 ms) switching between the lithography mode and the SEM mode. For beam

currents of use the latter mode would not expose the resist over times of less than several

hours, and thus a beam blanking option was effectively supplied by this feature.

Geometry of the Exposure Pattern

The shadow mask evaporation technique described above is readily adaptable to

more complex devices containing multiple connections and additional materials. I

devised a technique by which one can fabricate a DC SQUID with four thin-film resistive

isolation leads complete with contact pads that employs only one lithographic step and

three thermal evaporations which are performed in a single pump down. (Compare this

to a conventional Clarke group DC SQUID which requires at least five lithography

steps!) In order of deposition, the three evaporations are: First, the resistor material,

which was a SiCr alloy in the case of device A (Most of the devices I fabricated used a

NiCr alloy instead of SiCr for the resistor material, but unless specifically noted I will

refer to device A in this section.); second, the AI electrode denoted by A1-1; and third, the

AI counterelectrode denoted by AI-2.

The fine exposure pattern used to make device A is shown in Fig. 5-2, and details

- of one of its junction regions and one of the joints between the SQUID body and a

resistor are shown in Fig. 5-3. The coarse pattern used to define large contact pads is not

shown. For clarity in discussion, I will refer the pattern and angle evaporations to a

Cartesian coordinate system with the origin located on the substrate surface at the center
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FIGURE 5-2. Exposure pattern used for device A. The scale is shown at the bottom of

the figure, and the coordinate system referred to in the text is shown in the center of the

SQUID loop. The pattern is symmetric about the x axis, and extends beyond the

boundaries of the figure. Inset at top: Angles used for evaporations of SiCr, A1-1, and
AI-2.
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FIGURE 5-3. Details of the exposure pattern and completed device near a junction and a

• resistor/SQUID body joint. (a) Junction pattern. (b) Completed junction, with the three

thin film layers shaded according to the key in the comer of the figure. (c) Completed

junction, with the SiCr layer in black, and the AI-1 and AI-2 layers outlined for clarity.

The junction is the overlapping region indicated. (d) Joint pattern. (e) Completed joint,

with the three thin film layers shaded according to the key.
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of the SQUID loop. The directions x and y are in the plane of the substrate as indicated

in the figures, and the normal to the substrate is the z direction. As shown in the inset of

Fig. 5-2, the angles of the thermal evaporations SiCr, AI-1, and A1-2, which were 0.3,

-27.6, and 45.5 degrees from normal, respectively, all lie in the x-z plane.

To understand this pattern and how the junctions and interconnections are formed

as a result of the three angled evaporations, it is useful to think in terms of three "

reproductions of the pattern which are translated the following distances in the

x direction: The SiCr pattern is at the center, the A1-1 pattern is translated 0.59 l.tm in the

x direction, and the AI-2 pattern is translated 1.1 _tm in the-x direction. These lengths

are given by the height of the upper resist layer above the substrate, which is 1.1 I.tm for

my bilayer recipe (given below), multiplied by the tangent of the angle of the

evaporation. These superimposed translated patterns are illustrated for the details shown

in Fig. 5-3.

Each resist bridge used to form a junction (see Fig. 5-3) was 1.1 I.tm wide (in the

x direction) and 0.75 _tm long (in the y direction) for this pattern. The latter dimension

determines the width (in the y direction) of the junction overlap, while the junction

overlap length (in the x direction) is determined by the former bridge dimension and the

translation distances given earlier. The resulting overlap was 0.44 Ixm. While the

junction area could be varied by changing the evaporation angles, I found changing the

bridge dimensions was preferable because it allowed me to avoid affecting other parts of

the device fabrication which depended on the evaporation angles. The exposed boxes

located just outside the SQUID loop near the resist bridges served as aids to the

undercutting process beneath the bridges both by giving an additional exposure dose to

that region and by creating an additional path for the developer to get in and for the

developed resist to rinse away. Note in Fig. 5-3 (c) that the bridge shadowed the resistive

material deposited in the first evaporation in such a way that this material was away from

the junction overlap, which thus occurred over bare substrate.
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The resistors were formed by the SiCr evaporation. Since the resistor channels

ran in the y direction, the Al-1 and A1-2 evaporations produced superconducting lines

running parallel to and on both sides of each resistive strip. These A1 strips were

+ connected to the contact pad. In order that these A1 strips would not short out the resistor,

I devised a scheme so that only the Sier connected to the SQUID body, specifically to the

layer A1-1. The geometry of one of these resistor/SQUID body joints, which were all

identical, is illustrated in Fig. 5-3. The resulting contact was made over an area of

approximately 0.1 gm × 1.8 gm. The fact that this small area was sufficient to make

good contact between the SiCr and the AI-1 illustrates one of the advantages of the

shadow mask lithography technique: Because these evaporations were performed in a

single pump down and there were no intervening lithography steps, the surfaces remained

clean and oxide free. By contrast, getting good contact between different layers was a

problem resulting from combined optical and e-beam lithography in my previous research

effort [25].

At all four joints, the SiCr resistors connected to the A1-1 layer. On the x > 0 side

of the device, contact between the A1-1 layer and the A1-2 layer was made over the large

area overlap of these layers which constituted the body of the SQUID on the x > 0 side of

the junctions. Because the AI-1 surface was oxidized before deposition of the A1-2 layer,

this contact actually formed a large area Josephson junction in series with the SQUID.

Because this junction had an area much greater than the combined areas of the SQUID

junctions while its oxide barrier had the same thickness, its critical current was much

greater than the maximum critical current of the SQUID.
.r

Finally, note in the geometry of the pattern that the SQUID loop was defined by

+ arms which were at angles about 45 degrees from the x direction. This shape of the loop,

which I call the "diamond" shaped loop, was an important feature of the design. Many

devices which I fabricated employed NiCr for the resistor material and had a loop which

was rectangular in shape with sides parallel to the x and y directions. These devices did
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not show the modulation of critical current with applied magnetic field which is

characteristic of a DC SQUID. I discovered this was probably the result of the absence of

a coherent superconducting path around the loop of the SQUID. In the rectangular loop

case, the A1-1 layer laid directly on top of the NiCr layer for distance of about 5 gm on

each side of the SQUID loop. I believe the NiCr layer caused the coherence of the

superconducting order parameter to be broken along these paths either by magnetic "

scattering or by proximity effects. By contrast, the geometry of the diamond shaped loop

was designed so that a width of at least 0.4 gm of the inner edge of the loop was

composed of A1 on top of bare substrate. This was sufficient to provide a coherent

superconducting path around the loop to give fluxoid quantization. Additional evidence

in support of this hypothesis is provided by two test devices I made with rectangular

loops, one with AI substituted for the NiCr, the other with a CuAu alloy (which has no

magnetic component) substituted. Both of these devices showed critical current

modulation.

Finally, as a general strategy for pattern design, the order in which the various

parts of the pattern were exposed was chosen so that adverse effects of defocusing, lateral

(x or y directional) beam drift, and beam current variations would be minimized. For

example, the resistors were exposed first, since they were the features most sensitive to

defocusing and dosage variation, and the exposures defining the junction resist bridges

were performed in immediate succession because their positioning was critical.

Device Processing Techniques and Recipes
w

Because lithography in general, and e-beam lithography in particular, is

something of an art as well as a science (some may even call it black magic), I will try to

describe in some explicit detail the complete process I developed for fabricating a device.

While all the parameters are not necessarily optimized, the recipe presented reflects a

great deal of development and improvement over the techniques reported previously [54]
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which I used for previous research projects. Following the recipe, I will present

additional discussion about some of the discoveries I made during the course of my

research concerning the exposure/development process.

, The devices were fabricated on individual 11 mm × 11 mm Si chips, cut from 2"

diameter (100) orientation wafers with resistivities of 1 to 10 f_-cm and with 1000 nm of

oxide grown on their surface as an insulating layer. Resists were spun on chips

individually to avoid bilayer resist thickness variations resulting from the spin-coating

process, which tends to produce a thinner coating at the edge of a large wafer than in the

middle. The preparation of the substrates with bilayer resist was carried out in the U. C.

Berkeley Microfabrication Facility. Before dicing, the wafer was coated with Shipley

1400-31 photoresist spun at 6000 rpm for 30 seconds and baked on a 70 C hotplate for 2

minutes to give a clean protective covering in anticipation of the relatively dirty dicing

process. The wafer was diced using the Disco diamond saw, and rinsed with water. The

photoresist wts removed with acetone, then the chips were left in clean acetone for 5

more minutes. The chips were placed in an ultrasonic bath of concentrated RBS-35

detergent (Pierce Chemical Co.) for 5-10 minutes, then rinsed with &ionized water and

blown dry.

The e-beam resists were obtained from OCG Microelectronics. The lower layer

of resist was the copolymer Poly(methylmethacrylatc/methacrylic acid)

(P(MMA/MAA)), type I, 9% in cellosolve. The upper resist was the polymer

Polymethylmethacrylate (PMMA), 950K weight, 4% in chlorobcnzene, which I thinned

to 2% with chlorobenzene. The P(MMA/MAA) was spun on each chip at 2000 RPM for

30 seconds, and then the chips were placed on a glass slide and baked in a hotplate oven

for 15 minutes at 150 C. A second layer of P(MMA/MAA) was spun on, also at 2000

RPM for 30 seconds, and baked in the same manner for 45 minutes. This layer was

added to give additional thickness to the copolymer layer. The PMMA was spun at 3000

RPM for 30 seconds and baked at 150 C for 60 minutes. During this procedure I allowed
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sufficient time to ensure that the chips were at room temperature before applying each

additional layer of resist. Measurements of the thickness of PMMA resist applied in the

manner described above, performed by Cleland, indicate that the upper layer resist

thickness was about 100 nm. From angle evaporation tests I inferred that the upper resist

layer was at a height of 1.1 lam above the substrate. Chips prepared by this procedure

were found to give good results even after months of storage.

The exposure depended critically on sharp focusing of the e-beam. To facilitate

this, I placed a small (-1/2 mm) patch of submicron sized Ag particles which were rough

in shape at a point near the center of the chip using a sharpened wooden applicator which

had been dipped in a mixture of the Ag particles and methanol. This provided an

excellent subject at the surface of the resist on which to focus• The chip was then placed

in the SEM chamber on the sample mount. The accelerating voltage was set to 18 kV.

After allowing the beam a minimum warm-up time of 10 minutes, the condenser current

was adjusted to give a beam current of 1.0 pA. The beam current was found to be stable

to within about five percent over the time required for a typical exposure (a few minutes).

The beam was then focused on a Ag particle near the edge of the patch to the best

possible resolution, at least to about 50 nm (the focusing was performed at 40,000 x or

greater magnification). The magnification was then set to 400 ×, and the stage was

moved a distance of about 50 ktm away from the Ag patch, which placed the entire patch

outside the field of view to ensure that the pattern would not coincide with any of the

particles. I found it was important not to move the stage too far, however, for a small tilt

of the stage away from normal to the beam would result in the chip surface falling outside

the focal plane. (I found the depth of field was about + 2 _tm, so a tilt of up to 1 degree

would be acceptable for a translation of 50 _tm.) The fine pattern described above was

then exposed using pixel dosages which I will discuss later• Upon completion of the fine

pattern exposure, the magnification was set to 10 x, the condenser was set to give
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maximum beam current (about 300-500 pA), and the coarse pattern was exposed to

define contact pads.

The exposed chip was blown with dry N2 to remove the bulk of the Ag particles.

" The remainder were removed by spraying the chip with distilled water, and in difficult

cases, by an ultrasonic distilled water bath. I discovered this step was important for

increasing yield, for on several occasions during the wet development process a single Ag

particle lodged in a newly developed resistor channel and could not be cleared. (Using an

ultrasonic bath at that point was found to destroy the delicate bridges and overhangs.)

The chip was developed in a 1:1 mixture of cellosolve (CS) and methanol

(MeOH), and rinsed in a stop bath of isopropyl alcohol (IPA). The ceUosolve I used is

also known as 2-ethoxyethanol, ethyl cellosolve, or ethylene glycol monoethyl ether (The

Saclay group is rumored to have experienced difficulties for a few weeks by unknowingly

using a different type of cellosolve, so I have taken care to be very specific here!). The

development procedure, which I will discuss later in greater detail, was a repeating

sequence of dipping the chip in CS/MeOH, then IPA, then blowing it dry with N2,

performed as follows:

1. CS/MeOH, 4 seconds;

2. IPA, 15 seconds;

3. Blow dry;

4. CS/MeOH, 4 seconds;

5. IPA, 15 seconds;

6. Blow dry;

7. CS/MeOH, 3 seconds;

8. IPA, 15 seconds;

9. Blow dry.

The chemicals were held at a temperature of 21 + 0.05 C by placing their containers in a

water bath.
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Thin-film deposition was performed in an evaporator for which I had constructed

an apparatus which allowed tilting of the substrate without breaking vacuum. This

allowed thermal evaporation at angles up to 50 degrees from the normal to the substrate.

The evaporator was diffusion-pumped with a liquid nitrogen cold trap, and had a base

pressure of about 2 x 10-6 Torr. Material thicknesses were monitored using a quartz
M

oscillator. Although the calibration for rids monitor was not known to better than a factor

of abo'at 1.5 for most materials evaporated, this system provided excellent reproducibility

in thickness measurement, which was much more important for this experiment than

exact knowledge of film thicknesses.

The thin films were deposited in the following procedure: The resistive film (of

either SiCr or NiCr) was deposited first. Then the evaporation angle was adjusted, and

the electrode AI-1 was evaporated. The oxidation procedure was performed, during

which the evaporation angle was again adjusted. Finally, the counterelectrode A1-2 was

evaporated.

The NiCr films were made by placing three to four 100 mm pieces of #20 gauge

Nichrome wn-e (of exact composition which remains a mystery, for it was obtained from

a poorly labeled spool in the electronics shop, and the so-called Nichrome alloy comes in

a myriad of compositions) wrapped into tight balls, into a conical-shaped 3-stranded-wire

W basket (from the R. D. Mathis Co.). Thicknesses of 5 to 30 nm were obtained at

deposition rates of 0.05 to 0.2 nm/s. These films had resistivities of about 120 g_-cm.

The SiCr films were obtained by placing three small pieces (about 1 mm in

diameter each) of a SiO-Cr sinter into a W evaporation boat. This sinter, which was 65%

Cr by weight, was prepared by Andrew Cleland, who mixed Cr powder and SiO powder

together and had the mixture pressed and fired in an oven at LBL. The boat was heated

to just below the evaporation point, then quickly heated using highest power. In this

manner, an effective "flash" evaporation took place, which was done to avoid an

inhomogeneous film resulting from the differing evaporation rates of Si and Cr. The total
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volume of sinter evaporated was consistent with the thickness of the films obtained

(~6 nm). The resistivity of this material was about 2600 _tf_-cm, more than twenty times

the resistivity of the NiCr.

• The AI films were deposited by placing a 150 mm length of 1/16" diameter

0.9999 purity A1 wire into the same style 3-stranded-wire W basket used in the NiCr

evaporations. Fast deposition rates of 5 to 15 nm/s were used to avoid oxidation during

deposition caused by residual gas in the chamber. Film thicknesses were usually 25 to 35

am.

The electrode was oxidized by introducing 3 Tort of 30% O2/Ar into the chamber

for 5 minutes. By varying the pressure by a few Tort or the oxidation time by a few

minutes, junction resistances could be varied in a reasonably controlled manner.

Liftoff of the resist and f'flmswas accomplished by placing the chip in a boiling

acetone bath for about 15 minutes. (A liftoff in room temperature acetone usually

requires several hours). The chip was rinsed in clean acetone and blown dry. This step

completed the device fabrication.

Details of the ExposureDevelopment Process

The exposure and development processes are of course central to electron beam

lithography. These two processes are very sensitive to an endless number of parameters,

and recipes for these must be developed concurrently, for each is intricately related to the

other. Although a great deal of research has been done in this area, applications and

equipment vary so widely and the process is sufficiently complex that in practice each

researcher must develop his own particular recipe. I have listed some of the references

which I have found most useful in developing my recipe: These are refs. [57-64].

The classic challenge of e-beam lithography is to achieve minimal linewidth.

This was of course the case in my experiment, specifically because I needed to achieve as

large a resistance per unit length as possible for the lead resistors. A constraint added
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when performing shadow mask lithography is that one also has certain minimal

requirements for undercut, and the upper and lower layers of resist are exposed and

developed in the same process. Finally, the height of the upper resist above the substrate

needs to be of a similar length scale as the pattern translations. In my particular

application most of the device features were relatively large from an electron beam
q

lithography viewpoint, so the thickness of the lower layer had to be scaled up

accordingly. This meant a large amount of the copolymer had to be removed in the

exposure/development process, which was difficult to achieve while keeping the

linewidth defined in the upper resist small.

The actual cross-sectional profile of the developed region depends in a

complicated manner on the spatial dependence of the energy deposition and the rate of

solubility of the exposed resist. A number of simulations of this process have been

carried out [61-64]. Greeneich has given the relationship for the amount of energy a

given number of electrons accelerated by a particular voltage will deposit in the resist as a

function of depth [61]. Where this function peaks, the development rate will be greatest,

and this peak moves to greater depth as the energy is increased. I performed a series of

exposures using different accelerating voltages, adjusting each dose for minimal upper

resist linewidth. The effect of varying the accelerating voltage on bilayer development is

schematically illustrated in Fig. 5-4. Using a smaller accelerating voltage results in resist

removal near the top of the lower layer, as shown in Fig. 5-4 (a), while using a larger

accelerating voltage results in a more columnar profile, as shown in Fig. 5-4 (b). Neither

of these profiles is acceptable for they do not have an appropriate undercut. The ideal

profile is illustrated in Fig. 5-4 (c): Using an appropriately chosen accelerating voltage

results in most of the electron beam energy being deposited near the middle of the lower

resist layer. In my experiment, I found that profiles similar to the cases shown in

Fig. 5-4 (a) and (b) resulted when I used accelerating voltages of 16 kV and 20 kV,
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FIGURE 5-4. Side view of bilayer, schematically illustrating the result of exposure with

three different accelerating voltages. (a) Low voltage (-16 kV). (b) High voltage

(-20 kV). (c) Optimal voltage choice (-18 kV).
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respectively, while the optimal behavior illustrated in Fig. 5-4 (c) was achieved using

18 kV.

I obtained the best results by using a beam current of 1.0 pA and operating at

400 × magnification, which gave a pixel spacing of 0.018 _tm. For large regions such as

the body of the SQUID I used a pixel density such that every pixel in the region was

exposed for a time of 0.56 ms (corresponding to an average area dosage of about 1.7

Coulombs/m2). The resistors were exposed as a strip two pixels wide, with each pixel

exposed for 1.1 ms.

I experimented with several developing processes before settling on the process

described above. In addition to mixtures of CS and MeOH, I tried combinations using

Methylisobutylketone (MIBK), also a commonly used developer. I found that MIBK,

while having the advantage of acting on a much longer time scale, did not in general give

the extent of undercut I required, although others have obtained good results using MIBK

with thinner bilayer systems. In my earlier work [25] I had used a 1:2 ratio of CS/MeOH

as a developer with MeOH as a stop rinse. However, I found that MeOH by itself acts as

a developer (although weaker than pure CS) and was creating some of the undercut

during the "stop" process. For this reason I switched to IPA, which seemed to behave

effectively as a true stop rinse. Also, I found pure CS did not give sufficient undercut,

and I concluded that CS and MeOH must be used together to obtain the best results for

my application. This behavior is not unusual; the improvement of developers by mixing

different types has been studied previously in similar processes [60]. My development

process also takes advantage of my discovery that more undercut was obtained by using

several develop/rinse/dry steps than by using a single step having the same total

development time. I attribute this effect to the saturation of the developer chemicals near

the developing regions when the single step approach is used. Multiple steps allow the

developer to "refresh". Finally, I found that good temperature control of the developer

chemicals was paramount to a reproducible process. While I did not search for an
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optimal temperature, I found that even a few degrees of temperature variation would

change development times quite a bit and in extreme cases of elevated temperature would

ruin the process altogether.
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5.2 Sample Mount and Measurement Environment

Dilution Refrigerator Setup

The low temperature measurements were carried out using the Oxford Model 75

dilution unit and cryostat (built in-house) that was used for the MQT experiments [5].

The 3He/4He circulation system used with this refrigerator was designed by myself and

constructed with the help of Mark Ferrari.

Since the time that the MQT experiments were comp!eted, I performed a great

deal of rewiring of the cryostat's experiment leads and replaced several of the heat sinks

included with this wiring.

In total, I provided the refrigerator with sixteen wires dedieatecz for experimental

measurements. These wires are arranged as four sets of wires, where each set of four

wires was intended for a four point measurement of a sample. Each set of four wires,

shielded from the other sets, was twisted together whenever possible, and kept as closely

together as possible otherwise, to reduce interference. In the He bath shielded 4

conductor cable was used because I found it generated the least amount of microphonic

current noise, which was an important consideration because of the high impedance

(~1 Mr1) of my devices. Removable low-pass RC filters were installed just above the

vacuum can top in the He bath. These filters, potted in Stycast 2850 FT mixed with

stainless steel powder to attenuate microwave frequency transmission around the filters,

have their 3 dB point at 16 kHz. Inside the vacuum can, the wiring consists of 0.003"

diameter manganin wires, and each set of four wires is shielded from the other sets. The

wires are heat sunk at the heat exchanger plate (which is at a temperature of about 120

mK) as described below. More 0.003" manganin wire was used to make the final

connection to the sample mount at the mixing chamber. In total each lead has a

capacitance of about 1 nF, which is dominated by the capacitance of the filter. Without

the RC filter installed, the capacitance is about 300 pF.
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My heat sinks were made by making a laminate of 0.002" BeCu sheet (chosen

primarily because it is a resistive alloy), a Kim-wipe tissue, and a 1/8" Cu plate (to be

clamped to the sinking point) bonded together with Stycast 2850 FT epoxy. The BeCu

• was then patterned into 1 mm × 20 mm strips using standardprinted circuit board

lithography techniques. The porous Kim-wipe aided in avoiding electrical shorting

between the BeCu stripsand the Cuplate while providing no effective additionalmaterial

interfaces presenting Kapitzathermalresistance. A simple model by Andrew Cleland

shows thatthis systemforms an effective heat sink whenused atthe heat exchanger plate

or the mixing chamber.

A carbon resistor, made by the Matsushita Corp., was used for the mixing

chamber thermometry. Its resistancewas measured using a Rochlin [65] bridge which

also had a feedback system to provide temperatureregulationof the mixing chamber by

heating a metal film resistoralso mounted on the mixing chamber. Unfortunately, the

calibration of a carbon resistance thermometer tends to drift in time, and this particular

thermometerhas not been calibratedin five years. Forthis reason,the temperaturesnoted

in this work areprobablyat best nominaltemperatures.

The refrigeratorcan (but not necessarilyon demand!)attain temperaturesbelow

20 mK. Typical cooling power is about 1 _W at25 inK.

The dilution refrigeratoris suspendedby bungeecords to reduce vibration, and is

housed within a Cu screenroom to shieldradiofrequency interference. Mu metal shields

can be placed aroundthe cryostat to reducemagneticfield noise. The gas manipulation

system is located outside of the screenedroom, andcarewas taken to avoid mechanically

couplingvibrationsproducedby the pumpsto the refrigerator.

a

Sample Mount

Leads made of 0.003" manganinwire were attached to the A1contact pads with

pressed-on pieces of In. The chip was mounted with silicone grease to a chip carrier
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consisting of another piece of Si which was epoxied to a Cu plate with Stycast 2850 FT.

Also epoxied to the chip carrier was a metal film resistor for current sensing which had a

resistance of 1.00 Mf_ at room temperature. Three of the wires attached to the device

contact pads directly connected to the wires which ran up the cryostat as described above.

The other pad was connected to the current-sensing resistor, which had wires connected

to its ends which also ran up the cryostat. (See section 5-3 for the full circuit

description.) The chip carrier was clamped to a Cu body which attached to the mixing

chamber with a tapered Cu thread joint. This setup ensured good thermal contact

between the chip and the mixing chamber. An estimate of the current noise induced in

the SQUID by the Johnson noise produced by normal metal in close proximity to the

device [66] indicated this noise would not bca problem, primarily because of the very

small loop size of my SQUID and the very low temperature of the normal metal found in

the device mount. The SQUID was enclosed in superconducting shield made of an

aluminum tube of square cross section. This tube, which was open at both ends, was

sufficiently long to attenuate external magnetic fields [67] by a factor of greater than 104.

To modulate the critical current of the SQUID, a 30-turn persistent current magnet was

placed inside the shield near the sample. This magnet was operated in persistent current

mode while data was taken to ensure no current noise would be coupled into the SQUID.

Because the heat switch for this magnet dissipated too much power for it to bc mounted

on the mixing chamber, it was instead mounted on the 1 K pot. The superconducting

leads of the magnet were run up to the heat switch inside CuNi tubing tinned with Pb/Sn

soldertomake a superconductingshield,and theswitchitselfwas locatedinsidea Pb
%

shield.Thiswas toensurethattheseleadswouldnotactasthepickuploopofa flux

transformerandinjectnoiseintotheshieldedsamplemount.
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5.3 MeasurementSetup

The bulk of the measurements performed _vere either of current-voltage

. characteristics or of switching current distributions to determine the escape rate. The l

circuit used to obtain the current voltage characteristics is schematically illustrated in

Fig. 5-5, and the circuit used to obtain the switching current distributions is shown in

Fig.5-6.

Each circuitcontainsseveralcommon features.A linearvoltagesweep was

providedby a Hewlett-Packard3325A functiongenerator,locatedoutsidethescreened

room. To checkfortheeff_tsofnoisegeneratedbythissource,Ioftensubstitutedeither

a simplebatteryandpotentiometervoltagedriveoran analogbattery-poweredlinear

voltageramp generatorforthedigitalfunctiongenerator,placingthem withinthe

screenedroom. Ifoundnodifferenceinthedataobtainedby thesemethodsandthedata

obtainedusingthefunctiongenerator.The voltagedrivewas fedintoa voltagesplitter,

which consistedofan op-amp follower((+)output)and an op-amp inverterwith

adjustableamplitude((-)output).The splitterwas necessarytoavoidproblemscaused

by limitedcommon mode rejectionofthevoltagesensingamplifieremployedtomeasure

differentialsignalswhichwereverysmallcomparedtothevoltagesdevelope_acrossthe

highresistance(-750kf_)currentleadresistors.The amplitudeofthe(-)outputwas

adjustedsothatthevoltagesofthejunctionvoltagesensingleadsremainedascloseto

groundaspossibleduringthevoltagesweep.The wiresleadingoutofthecryostatwere

doubleshieldedand connectedtotheinputsofEG&G PARC model I13 low-noise
u

amplifiers,which werepoweredby batteriesand couldbe placedinsidea mu-metal

• shield.

The current sensing resistor for the current-voltage characteristic measurements

was typically a room temperature 1.00 Mr1 metal film resistor. By contrast, the current

sensing resistor for the switching current measurements was the metal film resistor
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located on the chip carrier as described in the previous section. At low temperatures this

resistor both increased in resistance by a factor of about 1.3 and also developed minor

nonlinear behavior. This nonlinearity was taken into account in the analysis of the escape

rate data. Although burdensome, this arrangement was necessary to increase current

measurement sensitivity by reducing stray capacitance and the Johnson noise produced

by the resistor, as I will discuss in further detail in the next section.

Current-voltage characteristics were digitally recorded on a Hewlett-Packard

7090A x-y measurement system, and data were transferred to a Macintosh IIfx computer

using a IEEE-488 interface bus dliven by a National Instruments NB-GPIB board. No

change in the data was observed when an analog oscilloscope was substituted for the

digital x-y recorder.

To obtain switching current distributions, a sawtooth voltage ramp at frequencies

between 5 and 50 Hz was applied so that the device was certain to switch to the 1-state on

the positive-going portion of the cycle and retrap in the 0-state on the r_,turn. The current

output was connected to a battery-powered A/D converter located within the screened

room which was triggered by the voltage output signal when the device switched from

the zero voltage 0-state to the 1-state, with the trigger level adjusted to as small a value as

possible such that the noise in the voltage signal would not trip the circuit. The digitized

signal was sent via fiber optic cables to the computer to ensure that the computer was

electrically isolated from the circuit. These electronics were the same as those used for

previous MQT experiments, except for some minor modifications I made which were

necessary to interface the existing electronics to the Macintosh computer which replaced

the antiquated original PDP-LSI-11 computer.

In addition to the 4K RC filters described above, in several instances I tried other o

filters to test for noise effects. These included microwave frequency filters at the mixing

chamber constructed in a similar manner to those used in the MQT experiments [5], and
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FIGURE 5-5. Schematic diagram of circuit for performing measurements of current-

voltage characteristics.
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RF filters used at room temperatureat the top of the cryostat. No change in device

behaviorwas ever notedin these tests.
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5.4 Noise Considerations for an Escape Rate Measurement

Measuring the escape rate as a function of current is a process which is sensitive

to noise over a wide range of time scales, from the time it takes to accumulate a

histogram (which is on the order of one hour), to times up to the lifetime of the zero-

voltage state. In this section I will explore some of the sources of the noise associated

with this measurement, and estimate the current resolution I obtained with my setup.

Ideally, the measurement is performed by increasing the bias current linearly in

time. As the voltage _ across the device switches in value from zero to the gap voltage

Vgap, the amplified output voltage GV (G is the gain of the amplifier) is compared to an

external reference voltage Vtrig. The measurement of the current by the A/D circuit is

triggered when GV reaches the value Vtrig. This ideal situation is shown schematically in

Fig. 5-7 (a). A more realistic description is shown in Fig. 5-7 (b) which illustrates the

following points: Not only is the bias current noisy, the current measured by the resistor

Rsense may differ from the current which actually passes through the device because of

the capacitive loading from the line connected between the current sense resistor and the

device. The voltage actually observed is rolled off at the characteristic frequency

1/RLCw, where RL is the thin-film lead resistance, and Cw is the cryostat lead

capacitance. This voltage signal is also noisy, containing both high frequency noise and

low frequency drift. The trigger reference voltage itself is also noisy. Because of the

finite RLCw charging time, there is a time delay At between the time the junction

switches and the time the output voltage reaches the value Vtrig. In this time, the current

bias continues to increase and fluctuates, so the current measured when the A/D converter

circuit is triggered is different from the value of bias current at the time the device

actually switched. Some of these effects produce constant offsets which can be taken into

accormt through additional calibration procedures. However, some act to reduce the

current resolution of the measurement,
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The RLCW product for my setup was about 8 x 10.4 s. Although a large time

constant contributes to error in the current measurement, this roUoff was unavoidable

since the thin film lead resistances of about 750 kfl were required, and it would be

difficult to substantially reduce the approximately 1 nF capacitance of each cryostat wire.

(The capacitance CW might bc reduced by the use of JFET amplifiers located as near the
o.

device as possible (probably at the 1 K pot) and by using guarded lead wires which are

kept as short as possible. These steps could reduce the capacitance of each lead to 10 to

30 pF. However, I did not undertake these steps.)

I chose the current-sensiag resistanceRsens¢ to bc 1 Mf_ because it is nearly the

optimal value based on the noise characteristics of the PAR 113 amplifier. When this

resistor is cooled to 20 mK, the RMS voltage fluctuation of this resistor has a spectral

density of about 1 nV/Hz -1/2, about an order of magnitude smaller than the input noise

spectral density of the PAR 113 which is about 10 nV/Hz -1/2. I minimized the

contribution of the amplifier noise by choosing a 3 kHz bandwidth, which was only

slightlywiderthanthebandwidthofthemeasuringcircuit.The resultingamplifiernoise

fluctuationscorrespondedtoabout0.5pA RMS. Ifoundthelow frequencydriftofthe

PAR 113tobeabout40 gV (referredtotheinput)overa timeperiodofanhour,which

translatesto4 pA ofdrift.In ordertominimizethedifferencebetweenthecurrent

passingthroughthesensingresistorandthecurrentpassingthroughtheSQUID, Iplaced

thesensingresistoron thechipcarrierclosetothedevice.Inthisconfiguration,external

currentnoisesuchasthatproducedby microphonicsinthecryostatleadsshouldalsobc

rolledoffat1/RLCw. IfthetriggerdelayAtischosensothatAt<< RLCw, thenthese

currentsshouldbecorrelated.InthislimitthetriggerdelayisgivenapproximatelybyAt

- RLCWVtrig/GVgap.The delayAtcanbcminimizedby choosingVtrigasclosetozero

voltage as possible without allowing the fluctuations of the amplified voltage output to

trigger the A/D converter, and this noise of the voltage output can bc reduced by

choosing the voltage amplifier bandwidth as near as 1/RLCw as possible without
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contributing further to the existing roUoff. I chose 3 kHz, which resulted in RMS voltage

fluctuations of about 0.5 IJ.V,referred to the amplifier input. With this choice of

bandwidth, the output voltage was dominated by low frequency noise and drift, which

• was about 40 gV over an hour, also referred to the input. I used the maximum gain of

G = 104 to minimize the effects of a noisy trigger reference voltage and additional
a,

interference picked up by the circuit after amplification. The minimum trigger voltages I

was able to use typically ranged from 50 mV to 100 mV, giving a trigger delay At on the

order of 10 gs. This was much less than the characteristic RLCw time.

One should note that drift in the voltage output signal not only increases At, but

also directly causes uncertainty in the switching current measurement. A drift of 40 _tV

over an hour corresponds to a variation St in At of about St = 10 gs. Assuming a typical

ramp rate of 2 ttA/s (which corresponds to a 100 nA sweep at 20 Hz), this drift of the

voltage amplifier creates a loss in resolution of about 20 pA. This is an order of

magnitude larger than the contributions of the other sources to the uncertainty in the

current. To avoid this drift, one might consider filtering the voltage signal with a simple

high-pass filter having a low frequency roUoff. While this approach removes the drift, it

actually creates an additional error stemming from the retrapping event which occurred in

the previous cycle. Because the retrapping is stochastic it precedes the escape event by a

length of time which varies from cycle to cycle. Because this is the time period over

which the filter capacitance discharges following the retrapping event (with a

characteristic time equal to the inverse of the rolloff frequency of the filter), this results

in the variation of the value of the voltage signal at the time of the escape event, and thus

in the time between the escape event and the triggering of the A/D converter. A more

• complex scheme for removing the drift of the voltage signal involving active elements

could be used, but I did not pursue this.

One additional source of error in the switching current measurement arises

because the high frequency noise of the voltage signal causes a triggering error. This
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type of situation is studied in the literatureand is sometimes called the "zero-crossing

problem"[68]. As the amplifiedoutputvoltage GV, whichhas noise fluctuationsof root

mean square amplitude 8VRMS, increases toward the trigger threshold, positive

fluctuationson the averagewill triggerthe currentmeasurementat a time Atpretrigbefore

the equivalent noise-free signal would. These fluctuations also create an uncertainty

8tpretriginthetimeatwhichthetriggeringoccurred.Thisisillusu'atedinFig.5-7(c).

ThevaluesofAtpreu,igand8tpretrigareroughlyequalforthecaseofGaussiannoiseand

havethevalueAtpre_g= 8tpre_g= 8VRMSRLCw/(GVgap).Thistimewasabout1Itsin

my setup.Againassuminga2 ItA/scurrentrampingrate,thiscreatedanapproximately2

pA lossinresolution.

Notethatineachofthecaseswherenoisewasassociatedwiththevoltagesignal

an uncertaintyintriggertimeproducedan uncertaintyinthecurrentwhichwas

proportionaltothecurrentramprate.Errorsofthisnaturethuswilltendtoscalewiththe

criticalcurrentofthedevicebecausetherampingratescaleswiththecriticalcurrent,

becausetypicallytherepetitionrateiskeptroughlythesameorderofmagnitude.

Inconclusion,thedriftofthevoltageamplifiercausedthegreatestlossofcurrent

resolutionintheswitchingcurrentmeasurementsIperformed.TheresolutionIobtained

wasapproximately20pA. BecausetherecordedswitchingcurrentsfordeviceA ranged

overvaluesofaboutI0to20nA,thiscorrespondedtoaresolutionofaboutonepartin

103.Thiswasaboutone-fourththeresolutionofthe12-bitA/D converter,butItypically

combinedchannelsoftheA/D converteringroups,orbins,of16channelsinorderto

provideenougheventsineachbinforgoodstatistics,thatis,toreducescatterinthe

resultingescaperatedisu'ibutions.Thus,thissetupprovidedadequateresolutionformy

purposes.
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CHAPTER 6
I

Results, Analysis, and Discussion

During the course of this research, about two dozen devices of the hundreds

started as e-beam exposures were actually run on the dilution refrigerator. Of these, I will

report on various measurements performed on three different devices as they are relevant

to this chapter's analysis. Parameters for these devices are given in Table 6-1. Many

were preliminary or diagnostic and for this reason the devices cover a range of parameters

and are not necessarily of the ideal design described in the previous chapters. The benefit

of this is, of course, the resulting wide variety of behavior in current-voltage

characteristics and switching dynamics. This afforded a great deal of insight into

understanding the processes which are important in determining the behavior of devices

in this parameter range.

. In this chapter I show that in spite of this variety in the devices measured, the

most important common thread is that their behavior can be described by a general model

• in which the effective temperature of the device is not determined by the mixing chamber

temperature, but rather by the power being dissipated in the thin-film leads of the device.

I will present evidence that this temperature is much greater than the typical mixing

chamber temperature of 20mK, and is in fact several hundreds of millikelvin for bias
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i
i i

Device A B C

RN 1.39 ld'l 987 f_ 1.80 ld2
6

2A/e 400 _tV 375 gV 379 _tV

Ifmax 226 nA 298 nA 165 nA

C 37 fF 15 fF 20 fF

Lead SiCr NiCr NiCr

Material

Lead 770 kfl 8 kfl 13.3 kfl

Resistance

Lead length 27 l_m 30 l_m 62 l_m

Lead_width 150 nm 220 nm 220 nm

Lead 6.1 nm 21 nm 20 nm

i thickness

TABLE 6-1. Parameters of devices A through C.
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currentswhereswitchingeventstypicallyoccur.Ibelievethatonlytheelectrongasisat

thishightemperature,whilethephononsremainata temperaturenearthatofthemixing

chamber. Thishappensbecauseofan energyflowbottleneckwhich occursatthe

" interaction between the electrons and phonons at low temperatures. This effect, which

was studied by Fred WeUstood in connection with heating in the normal metal shunts of a

DC SQUID operated at low temperatures [69, 70], is referred to as the "hot electron

effect", and was previously sudicd in thin fdm systems by Roukes et al. [71]. During the

preparation of this thesis, I became aware of the recent results of Kautz et al. [72], who

found self-heating in a Coulomb-blockade electrometer and successfully explained their

data using the same model. All these results indicate a fact of universal importance: One

must bc keenly aware of hot-electron effects when operating thin-film devices at

millikelvin temperatures.
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6.1GeneralFeaturesObservedintheDevices

In order to be specific, I will focus on device A in this section, although many of

the features noted were common to all devices tested. A current-voltagecharacteristic of

device A is shown in Fig. 6-1, which illustratessome of the typical features of all the

devices measured. Here the temperatureof the mixing chamber, denoted by Tmix, was

Tmix = 40 mK and the applied magnetic field was such that the critical currentwas at a

maximum, which corresponds to ¢1= 0 in Eq.(4-17). The quasiparticle branch of the

current-voltagecharacteristic was well pronounced,and had a gap voltage 2A/e of about

400 I.tV. Gap voltages typicallyrangedfrom 370 I.tVto 400 _tVin the devices measured.

These values are consistent with gap voltages of AI-A1203-AItunnel junctions reported

in the literature[73]. The normalresistanc_RN of this particular device was 1.39 kfAas

measuredby the slope of the I-V at voltages approximately3 to 5 times the gap voltage.

Unfortunately this resistance included in series the normal resistance of the parasitic

junction formed duringthe fabricationof the device. However,because of the large ratio

of this junction's area to the total area of the SQUIDjunctions, this resistance is assumed

to be small. A small "glitch" can be seen in the quasiparticle branch which I attribute to

the switching of the parasitic junction. This fortunatelyoccured at values of bias current

higher than those of interest in the experiment, again because of the relative difference in

junction areas. Using the measured gap voltage and normal resistance, I found the

predicted maximum thermodynamic criticalcurrent Icmax= 7tA/2eRNfor this device was

226 nA. However, the value of bias current for which switching events typically

occurred during a current-ramp was about 13 nA, which corresponded to a reduced

current of s = 0.06. Although device A in particular demonstrated switching at very low

values of s, all devices investigated switched at values of s << 1, with the greatest

demonstrated by device B with s _ 0.35.
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FIGURE 6-1. Current-voltage characteristic of device A taken at Tmix -40 inK. The

critical current was at a modulation maximum (11- 0), and the current ramping rate for

this sweep was about :!:60 nA/s.
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Device A showed a modulation of the switching current which was periodic as a

function of the applied magnetic field. This modulation, characteristic of a DC SQUID,

was seen in all devices reported here. Because the switching to the l-state occured over a

wide range of bias current values when modulated to the maximum critical current

(I] = 0), the period was best measured by finding the modulation _ma (rl ffiI), where

the switching occurred over a narrow range. The values of 1] could then be determined

by assuming a linear variation with the magnet current. The period of modulation for all

devices was found to be consistent with the estimated area of the SQUID loop. The

symmetry of the two junctions of SQUID A was tested by taking time-averaged current-

voltage characteristics at applied fields of BI ± 0.18AB, where B I was the field

corresponding to a modulation minimum and AB was the period of modulation. These

current-voltage characteristics were found to be identical to within limits set by the

uncertainty in finding B 1, which was approximately + 0.004 AB. The value 0.18 was

chosen because it was near the point where the switching currents varied the most as the

applied magnetic field was varied, and thus gave this test the greatest possible sensitivity.

Another indication of both the symmetry of the junctions and the low inductance of

device A was the fact that the switching currents at 1] ffi 1 were found to be less than

0.6 % of those measured at 11= 0. This degree of modulation was typical of all the

devices measured and it implies that the model described in Section 4.2 is reasonably

accurate for these devices.

The resistances of the NiCr thin film leads used on devicas B through E showed

virtually no change as the temperature was varied from room temperature to millikevin

temperatures. The SiCr leads used on device A showed only a small increase in

resistance upon cooling to millikelvin temperatures. In fact, the temperature dependence

of the SiCr was very consistent from lead to lead. Although room temperature resistances

of the four leads ranged from 480.3 kfl to 572.2 kfl, the resistance ratios upon cooling

from room temperature to 77 K were all equal to 1.125 to within a tenth of a percent.
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Similarly, the resistance ratios for the leads upon cooling from room temperature to

42 mK were all equal to 1.275 to within three tenths of a percent. I interpret this uniform

fractional increase in the resistances as an indication that the SiCr alloy deposited was

• very homogeneous, _d the variation in resistance among leads was caused by differences

in dimensions only. Note also that this behavior indicates the alloy behaves as a metal
R

and not a semiconductor.

L
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6.2 Evidence for Joule Heating of the Leads

Current-voltagecharacteristicsfor device A takenwith several values of applied

magnetic field are shown with the current axis expanded in Fig. 6-2. The mixing

chambertemperaturewas 19inK. Each sweep shown in Fig. 6-2 (a) was taken with a

currentrampof 2.5 nA/s. Here one can see thatas the bias currentwas increased, the

device did not make a single switch to the 1-state, but rathermade several jumps back

and forth between the 0 and 1-state. Similarly, when the bias current was decreased,

several voltage jumps were made in the same range of bias currentsbefore the device

• stabilizedin the 0-state. The numberof jumps observedduringa sweep depended on the

time period over which the sweep was taken,with a longersweep time resulting in more

jumps. In fact, I found thatfor each value of critical currenttherewas a range of values

of DC bias current for which the device would switch between the 0 and 1-state,

indicating that the system was in a hi-stable configuration. As the critical currentwas

reduced, the number of jumps in a given time period increased, indicating that the

characteristictimeof switchingwas decreasing.

This hi-stable behaviorwas at first perplexing. As discussed in earlierchapters,

this device was designed to have a very high shuntimpedanceto reduce the damping. In

a high-Q device such as this, a range of bias currentsexists for which both the 0 and 1

statesarestableat low temperaturesbecause theenergybarriersAu andAw for transitions

between these states, defined in Section 3-1, areboth large. This results in a hysteretic

current-voltage characteristic. However, if there is enough thermal energy available,

these barriersmay be surmounted,andthe states become unstable. In the RSJmodel, this

thermalenergy is included in the dynamics of the model as Nyquist currentnoise from

the shunt, as was discussed in Chapter3. At temperaturesof 19 inK, however, this

device should definitely be in the limit where it shouldhave a hysteretic current-voltage

characteristic, as discussed in Section 4-3.
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FIGURE 6-2. Current-voltage characteristics of device A taken at Tmix= 19 rnK for

several values of applied magnetic field. (a) T1= 0. (b) 11-- 0.375, 0.675, 0.750, and 1.00.
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Because external noise sources could mimic the thermal noise in supplying the

extra energy required to surmount the barriers, I took steps to eliminate as many of the

potential external noise sources as possible. All computers and 60 Hz line-powered

electronics except for an analog oscilloscope were shut off, and all power to the screened

room was di,_connected and the door was shut. Thermometry and heating wires were
t,

disconnected at the top of the cryostat. Refrigerator pumps were stopped to eliminate any

vibration they might cause. The measuring circuit, containing one battery-powered

amplifier for sensing voltage, was driven by a simple battery and resistor source, and RF

filters were inserted into the lead lines at the top of the cryostat. Both the refrigerator and

the amplifier were shielded with mu metal. After all these precautions had been taken, no

change in the switching behavior was observed. Thus I was led to conclude that the

switching behavior was inu'insic to the device.

These results lead me to examine the transition from a hysteretic behavior to a bi-

stable switching behavior using the RSJ model. By examining Eqs. (3-4) and (3-8),

which give the characteristic times t+ and tl for the thermally activated escape and retrap

processes, I note that the argmnents of the dominant exponential term in each of these

expressions are of the same form, namely, a reduced energy barrier (Au or Aw) of

magnitude which depends on the bias current divided by the reduced temperature

F = 2ekBT/hIc. Although these times might be extremely long for low temperatures or

high critical currents, there is a bias current for which the characteristic times t+ and tl are

equal, Following previous authors [26, 74] I define this reduced current as Se, which is

found by setting Au and Aw equal. Referring back to Fig. 3-1, the current Se is at the

intersection of the curve Au(s) and the curve Aw(s), which depends on Q. An

approximate expression for Se is given by [26]

se = (2_: + 4)IQ + (2 + _:)IQ2 . (6-I)
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Now imagine a junction biased at se. As the reduced temperature F is then increased,

either by an increase in the actual temperature T or a decrease in critical current Ic, both

characteristic times t+ and t l decrease until a point is reached where the 0 and 1 states

• both become unstable because of thermal activation. This is roughly where hysteretic

behavior crosses over to the bi-stable behavior with a characteristic switch time tswitch
a

defined by t+ = tl = tswitch. A further increase in F results in further reduction in tswitch.

Since device A shows just such a reduction in switching time as Ic is reduced by the

application of a magnetic field, I want to get a rough estimate of how I might expect

tswitchto vary with Ic. I found that the hi-stable switching behavior observed in device A

would occur with a duty cycle of 50% (that is, the total time spent in the 0-state was equal

to the total time spent in the 1-state) when the device was biased at a reduced current of

about s = 0.035. I will take this to be the value of Se. Noting that Au(s) can be

approximated by Au = 2 - _rsto better than 0.1% for s = 0.035 and that in Eqn. (6-1) for

Se, Q varies weakly with Ic (as discussed in Section 4-4, Q varies as Icl/2 in the ohmic

shunt limit and Icl/4 in the transmission line limit), I will approximate Au(s) by the

constant Au(se)= 1.89. Finally, assuming the vmtation of Ic with the application of a

magnetic field follows the expression given in Eq. (4-17), I expect to fred that the natural

logarithm of tswitchvaries roughly linearly with cos(_rl/2) with slope 1.89 tiIcmaX/2ekBT.

In order to test this model, detailed measurements of the bi-stable switching were

carried out. The device was biased with a DC current chosen so that the duty cycle was

nearly 50%. A time trace for the voltage across the junction taken under the condition

11= 0 is sb.own in Fig. 6-3 (a). It had the appearance of a random telegraph signal (RTS),

that is to say, jumps of magnitude AV (here AV corresponds to the gap voltage) were

• made randomly at characteristic times t+ and tl between the 1-state and 0-state. The

noise power spectrum of such a signal is Lorentzian, given by
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FIGURE 6-3. (a) Voltage across device A measured as a function of time with a DC

current bias of 7.2 nA, at the critical current maximum rl ---0. (b) Noise power spectrum

for the signal described in (a). The smooth line is a fit to this spectrum using Eq. (6-2)

for a Lorentzian with AV = 319 gV and t+ = tl - 0.382 s.
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4(AV)2 (6-2)Sv(f) =

Here f is the frequency. A measurement of the noise power spectrum of this signal

. revealed that it was in fact Lorentzian. By performing a fit of Eq. (6-2) to this power

spectrum and assuming that for duty cycles close to 50% (say within 10%) I could use the

approximation t+ + tl = 2tswitch,I was able to obtain tswitch. This measured noise power

spectrum is shown in Fig. 6-3 (b) along with a fit using Eq. (6-2) with AV = 319 _V and

tswitch = 0.382 s. Continuing in this manner for several values of applied magnetic field,

I was able to obtain tswitchas a function of tl over the range _ = 0 to 0.44. (For _ > 0.44,

the frequency 1/tswitchwas approaching the RC rolloff of the device thin-film leads and

stray capacitance of the cryostat wires, resulting in a signal that was no longer a RTS.)

The measured values of tswitch are plotted on a logarithmic scale versus cos(_q/2) in

Fig. 6-4. Although there is some curvature at the higher values of TI,the general trend is

linear over almost two decades. A line fitted to the upper six points, also shown in

Fig. 6-4, gives a slope indicating a temperature of T = 0.50 K, assuming Icmax= 226 nA.

Because this temperature is so much higher than the mixing chamber temperature

of !9 inK, I cannot assume that the temperature T = 0.50 K is an actual temperature in the

sense of all macroscopic or even microscopic components of the system being in thermal

equilibrium at this temperature• For this reason, I will refer to a temperature inferred

from the junction behavior as an "effective temperature" and denote it by Tell. However,

• I am free to speculate that the high effective temperature is associated with the ohmic

heating of the thin f'dmleads connected to the device, and more specifically, to the ohmic

heating of the conduction electrons in these leads. I will defer discussion of this topic,

and the mechanism by which bias currents of this magnitude might produce temperatures

this high, to Section 6.4.
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FIGURE 6-4. Characteristic time of switching between the 0 and 1 states observed in

device A, plotted versus cos(_'rl/2), the modulation factor for the critical current given by

Eq. (4-17). Measured values are shown as symbols. A linear fit to the upper six

measured values is shown as a solid line.
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In order to make an independent and more direct test of this hypothesis regarding

the high temperature of the leads, a measurement technique was attempted based on

measuring the Johnson noise produced by the leads of the device. According to the

• Nyquist theorem, the noise power SV per unit bandwidth produced by a resistor R at

temperature T is given by Sv = 4kBTR. The thin film leads of device A each had a series

resistance of about 750 kf_, so two in series measured about 1.5 Mf_. Thus, at a

temperature of T = 0.5 K I expected to the leads to generate RMS voltage fluctuations of

spectral density Sv I/2 = 6.4 nV/Hz I/2. By contrast, at T = 20 mK, the noise should only

be Sv I/2 ---1.3 nV/Hz I/2. Thus, by measuring the noise both with and without a DC bias

current applied, I expected to be able to tell whether the bias current was indeed heating

the leads. Unfortunately, because of the limited sensitivity of my amplifier and problems

with external noise pickup and microphonics, I was unable to get an accurate

measurement of the noise increase. However, the results I obtained were consistent with

the hypothesis of lead temperatures of hundreds of millikelvin. A detailed discussion of

this particular measurement and this approach in general can be found in Appendix A.
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6.3 Further Estimates of the Effective Temperature

In Section 6-2, I showed how the hi-stable switching behavior observed in device

A implied a high effective temperature, and obtained an estimate of the temperature using

the characteristic rate of switching. Next I would like to study device B, for it allows me
i

to obtain a better quantitative estimate of the effective temperature.

Current-voltage characteristics of device B, taken at Tmix - 36 mK for several

values of TI, are shown in Fig. 6-5. The measured gap voltage was 375 _tV, and the

normal resistance was RN = 987 f_. Device B provides a marked contrast to device A for

several reasons. Most notably, the current-voltage characteristics were hysteretic except

near critical current minima. This may seem counter-intuitive considering the leads of

device B were lower in resistance than the leads of device A by a factor of nearly 100.

By presenting greater damping, a lower impedance shunt ordinarily would reduce the

amount of hysteresis. In this case, the opposite is true. From an analysis viewpoint, the

advantage of having a substantial hysteresis is that it implies the escape and rctrapping

processes never compete, that is, for a bias current where one process is likely to occur,

the reverse process is highly unlikely to occur. A second distinction between devices A

and B is their values of reduced switching cun_nts. The measured values of gap voltage

and normal resistance imply a critical current of Icmax= 298 hA. When modulated to a

critical CmTentmaximum, switching events typically occurred at bias current values near

105 nA, corresponding to a reduced current of s = 0.35. This was much greater than the

corresponding value s = 0.06 observed in device A,

The escape rate as a function of bias current was measured for several values of

applied magnetic field and for temperatures of Tmix = 26 inK, 200 mK, and 300 inK. The

results for Tmix = 26 mK and 300 mK are shown in Fig. 6-6 plotted on a logarithmic

scale. Scatter in the data at the ends of an escape rate distribution is caused by poor

statistics since these data points represent very few escape events. Several features of the
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FIGURE 6-5. Current-voltage characteristics of device B taken at Tmix = 36 mK for

several values of applied magnetic field: 1] = 0, 0.25, 0.50, 0.75, and 1. For clarity, each

characteristic is plotted with an incremental shift of 25 laV as _ is increased from 0 to 1.
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FIGURE 6-6. Device B: Rate of escape to the 1-state as a function of bias current

measured for Tmix = 26 mK and Tmix -'- 300 mK and eight values of applied magnetic

field. Tmix = 26 rnK data are represented by symbols, while Tmix = 300 mK data are

shown by solid lines. Each value of rl is indicated on the figure with an arrow pointing to

the corresponding 26 mK escape rate distribution, and an additional arrow points to the

300 mK distribution when these data are significantly different from the 26 mK data.
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data may be noted, and I will focus on the 26 mK data first. The escape rate at any

particular value of IBias increased smoothly as Ic was reduced by the application of a

magnetic field. For the case 11= 0, the escape rate curve showed a slight curvature. This

, curvature tended to increase slightly as _ was increased. As 11was increased to the value

0.750, a slight downward kink can be seen in the curve at IBias = 17 hA. The curve

corresponding to _l = 0.875 was nearly vertical; in this case the kink probably occurred at

an escape rate greater than that probed by the measurement. I attribute these kinks in the

escape rate curves and the greater slope of the curves to the left of the kinks to retrapping

effects. For low values of bias current, the tendency to retrap overwhelms the escape

rate, and so full escape events do not occur until the bias current is increased to a point

where the retrapping rate drops precipitously, allowing the observed fast onset of

switching events. The escape rate curves obtained for Tmix = 200 mK showed almost no

change compared to the 26 rnK data. The exception was in the portions of the curves

dominated by retrapping, which were found to be translated to slightly higher current

values. By contrast, the data taken for Tmix= 300 mK showed a clear enhancement in

escape rate. This increase was small (only a factor of about 1.3) and relatively uniform

over the 11= 0 distribution. Overall, the enhancement was increasingly larger for

increasingly larger values of TI,and for a fixed value of TIa larger increase in the escape

rate was observed for smaller values of IBias.

The enhancement of the escape rate for Tmix= 300 mK is useful because it gives

me a chance to test the validity of the Eq. (3-7). Because the escape rate showed a

reasonably strong onset of temperature dependence somewhere between 200 mK and

300 inK, it is reasonable for me to assume that the effective temperature was dominated

- by the refrigerator's temperature of 300 mK. Taking the value Icmax= 298 nA obtained

from the normal resistance, C = 15 fF from geometrical estimates, and assuming the

critical current modulates acording to Eq. (4-17), I obtain the theoretical prediction for

the escape rate using Eq. (3-7). l found that, while using T = Tmix = 300 mK gives



134

results reasonably within range of the dam, a better fit to the dam is obtained by using

T = 3"/0inK. This is plotted in Fig. 6-'/. It should be noted that the theoretical curves

scale remarkably well with the data as 11is varied, which supports my assumption for the

functional dependance of the critical current on 11.

Interpreting this success as an endorsement for the rough validity of Eq. (3-7), I
Q

can proceed to attempt to fit the 26 mK data utilizing a single temperature between

26 mK and 370 mK. I find that, not only does using T = Tmix = 26 mK produce rates

well below the measured the escape rate, but in fact no single temperature in that range

gives a good qualitative fit to the data. This leads me to hypothesize that the temperature

is not constant, but varies with the value of bias current. Thus, i ask conversely,

assuming Eq. (3-7) for the escape rate, and scaling Ic with 11according to Eq. (4-17) with

Icmax = 298 hA, what effective temperature Teff(IBias) would produce the data? The

result of "working backwards" in this manner, using the escape rate data obtained with

device A while the mixing chamber was at the temperatures of 26 mK and 300 mK, is

shown in Fig. 6-8. Remarkably, for each mixing chamber temperature, several curves

corresponding to a wide range of escape rate values map into roughly a single Teff(IBias)

profile. The Teff(IBias) profile corresponding to the 300 mK data is reasonably fiat, as I

expect because of the dominant constant mixing chamber temperature. Meanwhile, the

profile corresponding to the 26 mK data shows a marked increase as the bias current is

increased. Note that no fitting parameters were used to obtain this plot. Only the critical

current, inferred from direct measurements of the normal resistance, and the capacitance,

obtained from geometrical estimates, were used. Although the result is not perfect, it
,)

supports the hypothesis that there is an effective temperature which at the lower

temperatures depends primarily on the current bias. This analysis also shows why

virtually no change in the data was observed when the mixing chamber temperature was

raised from 26 mK to 200 inK: the device already was experiencing an effective

temperature greater than 200 inK. Finally, one should note that the data originating from
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FIGURE 6-8. Effective temperature Teff of device B plotted versus bias current. Data

obtained from escape rate measurements are shown as symbols: open circles represent

datatakenwhilethemixingchamberwas at300inK,whilesolidsquaresrepresentdata

takenwhilethemixingchamberwas at26inK.The upperandlowersmoothcurvesarc

hotelectrontheoryestimatesoftheeffectivetemperatureusingphonontemperaturesof

Tph= 300 mK andTph= 26inK,respectively.
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portions of the escape rate distributions to the left of the so-called "kinks" deviate

strongly from the "left profile that most of the other data map into. This is consistent with

the assumption that these data were dominated by retrapping and should not be governed

" by Eq. (3-7).

Escape rate measurements were also performed on devices A and C. Although I
Q

demonstrated in Section 6-2 that device A showed bistable behavior with a DC or very

low frequency current bias, by using sufficiently fast ramp rates and restricting my

measurements to low values of 11I was able to obtain single-switch type behavior and

thus probe the escape rate for bias currents just greater than the bistable region. As with

all devices tested, the escape rate distributions were scrutinized for evidence of resonant

tunneling. Using Ic = 226 nA and C = 37 fF, I expect to find peaks indicative of resonant

tunneling in the current range of 7 nA to 3 nA for 11ranging from 0 to 0.875 for the first

resonance m = I. Higher order resonances should occur in a current range which scales

with m according to Eq. (2-15). No peaks or unusual features of any sort were observed,

in spite of the fact that switching events for this device occurred in a range of bias

currents which included the values predicted for resonances.

Effective temperature profiles Teff(IBias)were obtained from the low-temperature

escape rate data for devices A and C by applying the same analysis as was applied to

device B. These are shown in Fig. 6-9. Excellent results were obtained for device A,

with all five escape rate curves for 13= 0, 0.125, 0.250, 0.375, and 0.500 falling closely

together. The results for device C are not as nice; the curves do not map as nearly into a

single Teff(IBias). However, the error is within the uncertainty which arises in
i

determining 11. An accurate calibration of 13 as a function of the magnet current is

- unavailable as measurements of device C were performed early in the research.

_I _'_ I II I '_ ' ' I rlI I I IIII



FIGURE6-9. EffectivetemperatureTeffof devicesA and C plottedversusbiascmTent.

Data obtained from escaperate measurementsare shownas solid lines. (a) Device A,
data taken withthe mixingchamberat 36 inK. (b) DeviceC, data takenwith the mixing
chamberat 19inK. Smoothdashedcurvesin (a)and (b) are hot-electrontheoryestimates
of the effective temperature using phonon temperaturesequal to the mixing chamber

temperatures.
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6.4 The Hot Electron Model for Heating

The analysis of the last section revealed that the devices behavedas if they were

- operatingat an effective temperatureTeff(IBias) which was dependenton the magnitude

of the bias current. The implication is that the devices underwentself-heating. As the
t

currentis increased,),heobservedeffective temperature typicallyrises sharplyat first,and

then more gradually at higher currents. The type of functional dependence of the

temperatureon the bias currentis somewhatunusual if one considers a simple model for

heating: Suppose the power P dissipatedby one of the thin film leads carryingthe bias

currentis connectedto the mixingchamberof the dilution refigerator,held at temperature

Tmix = 20 inK, by some constant thermal conductance G. Then I would expect a

temperature dependance of T = Tmix+ P/G. The observed effective temperature is

certainly not linear in the power, however. One might suggest a particular thermal

conductance which is temperature dependent, such as the thermal conductance of the

superconducting aluminum. However, by the following argument I can rule out a large

class of such models which involve the actual superconducting device getting hot. By

examining the results of device A I note thatthe effective temperature is already 540 mK

at a bias current of 20 hA. However, for a bias current of 200 nA which represents an

increase in power by a factor of 100, the current-voltage characteristic revealed no

apparent reduction in the gap voltage. This impliesthat in some sense the device remains

at a temperature well below aluminum'scritical temperature Tc = 1.1 K, and therefore the

effective temperature Teff(IBias)does not flatten out because the thermal conductivity

"turns on" near Tc.

- One might attempt to construct a myriad of scenarios by which Teff(IBias)might

be modeled. Instead, I will focus on a particular model which gives a reasonably good

and consistent quantitative prediction for the effective temperatures observed in the

various devices I measured. This model, the hot electron model for the heating of normal
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metals at low temperatures, has been studied theoretically by several authors [71, 75, 76],

and its predictions have been experimentally verified in several systems. The first

experimental investigation of the effect in thin films was done by Roukes et al [71]. Here

at Berkeley it was studied by Wellstood et al. because of its implications for the

performance of DC SQUID based amplifiers operating at millikelvin temperatures [69,

70].

The essence of the model is to treat the electron gas and the phonon gas as

separate systems, connected by the electron-phonon interaction. The electron and phonon

systems each have their own distinct temperatures Te and Tph, respectively. Consider

one of the thin-film resistive leads, which carries a current I. A voltage V develops

across the lead, and power P = IV is dissipated in the lead. The energy dissipated through

the ohmic resistance enters the electronic system f'trst. Energy is then transferred to the

phonon system through the electron-phonon interaction. The phonon system, which is

strongly coupled to the mixing chamber [69], acts as a thermal reservoir at temperature

Tph _ Tmix. For an electron gas at temperature Te, the rate of energy loss by emission of

phonons scales as Te 5, as can be understood by the following argument: The

characteristic frequency ¢Ophof the emitted phonons is (Oph= kBTe/li, and the energy of

the phonon is proportional to tOph. For sufficiently low temperatures (much less than the

Debye temperature), the number of available phonon states is proportional to tOph3.

Finally, in the deformation potential approximation, the electron-phonon coupling

constant is proportional to O_h. Using Fermi's Golden Rule one obtains an emission rate

proportional to _ph 5 and thus to Te5. This emission rate becomes sufficiently weak at

low temperatures that the electron gas heats up to a temperature Te >> Tph. The

expression for the relationship between the applied power P and the temperatures Te and

Tph in a bulk approximation is
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where fl is the volume of the metal, and Z is a constant which is material dependant.

While Eq. (6-3) is valid for all bulk samples at low temperatures, typically the effect

becomes significant (Te >> Tph) in thin-film systems where PA2 is very large. WeUstood

" [69] found Z = 2 x 109 W/m3K 5 for the CuAu alloy commonly used in SQUID shunts,

while Kautz et al. [72] obtained the best modeling of their Al (driven normal by a

magnetic field) Coulomb-blockade electrometer by using Z = 2 x 108 W/m3K5.

I can apply Eq. (6-3) to obtain Te as an estimate of the effective temperature of

the thin-film normal-metal leads connected to my devices. Using measured lead

resistances and measured geometry of the leads (both found in Table 6-1), and using Z as

an adjustable parameter, I obtain Teff(IBias) for devices A, B, and C. Plotted in Fig. 6-8

are Te(IBias) curves obtained by using Z = 7.6 x l0 l0 W/m3K 5 with Tph = 26 mK and

Tph = 300 inK, which were the temperatures of the mixing chamber when the

corresponding data were taken. I find that the theoretical curves reproduce the general

trends of the data but give a temperature which rises too fast as the bias current is

increased. Similarly, the Tph = 300 mK curve is not as flat as the corresponding data. I

obtained similar results for devices A and C, illustrated in Fig. 6-9. The data for device A

were best fit using Z = 1.1 x l0 II W/m3KS, while the data for device C were best fit

using Z = 5 x 10l0 W/m3K 5. Although the values of Z used to obtain fits for devices A,

B, and C were factors of 38, 55, and 25 larger than the value measured by WeUstood for

CuAu, respectively, one should note that these values represent factors of only 1.9 to 2.2

in Te. The values of Z also show great consistency with each other considering that,

, among these three devices, the ratios of resistance of the leads to their volume varies from

5.6 x 10 22 _/m 3 to 3.1 x 1025 _/m 3. Comparison of the values of Z found

experimentally for Al and CuAu show that material variations could easily explain

differences in Z of this magnitude.

What could account for the differences between the hot electron model prediction

Te(IBias) and the measured Tdf(IBias)? Perhaps it would be best to take a step backward
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to try f'Lrstto understand more precisely what might define a so-called effective

temperature. Suppose, according to the hot electron model, that the conduction electrons

in the leads are hot, while the phonons are not. Because it is the electron gas which has

an associated ohmic resistance, it is the temperature Te which determines the magnitude

of the Johnson current noise produced in the leads. In the RSJ model of a Josephson

junction in thermal equilibrium at temperature T, the temperature parameter affects the

junction dynamics by the inclusion of a white noise term IN of magnitude given by the

Nyquist theorem which is added to the steady bias current IBias, as described in

Chapter 3. Thus we can see that, even though the body of the device may be physically

at a temperature Tph _ Tmix which is quite cold, it may behave dynamically as the RSJ

model predicts for a junction at temperature T- Te. This picture is supported by my

observation that there was no reduction in the superconducting energy gap at high bias

currents.

Given this picture of the effective temperature generation, one realizes that

differences between the prediction of the hot electron model and the effective temperature
I

inferredfromthedatamay dependon severalcomplexissues.Firstofall,one might

questionhow wellthebulkmodelforthehotelectroneffectapproximatestherealsystem

froma geometricalpointofview.Wellstood[69]hasdiscussedindetailtheresultsof

spatialeffectsinthehotelectronmodel.Althoughtheyillustratemuch ofthephysicsof

thetransportof thehotelectrons,thesemodelscan onlybequantitativelyappliedto

systemsof simplegeometry.Secondly,one must considerhow much of thenoise

producedintheleadsiseffectivelycoupledtothejunction,andhow much isshuntedby

self-capacitancewithinthecircuit.Finally,asdiscussedearlier,onecanmodeldevicesin

this parameter range quantitatively only through elaborate extensions of the RSJ model,

therefore a simple scalar temperature is most likely insufficient to parameterize the

complex dynamics of this system. Since all of these issues are of great complexity, they
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most likely cannot be resolved without a more detailed quantitative study of these and

related systems.

One final conclusion may be drawn by studying the effective temperature analysis

- presented in this chapter. It seems that Eq. (3-7) for the escape rate retains its validity for

all three devices A, B and C. This is remarkable because the ranges of reduced current s
O

for which switching occurred were quite different for the devices. For example, device B

switched at approximately s = 0.36 while device A switched at the much smaller value

s = 0.06. A look at the washboard potential reveals that for s > 0.216 there is a single

energy barrier for escape to the 1-state, while for s = 0.06 there are multiple barriers.

Initially I had suspected the downward curvature observed in the escape rates was caused

by the onset of multiple barrier effects as one went to smaller values of bias current and

thus to smaller values of s. However, I failed in all attempts to model this in a way that

reproduced the trends in the data. Given the overall success of the thermal activation

formula used in conjunction with a hot electron model for providing a current-dependent

effective temperaure, I can conclude that the presence of multiple barriers does not play a

dominant role in determining the escape rate in the high temperature limit.
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CHAPTER 7

Conclusion

Although the experimental investigation presented in this thesis failed in its goal

of observing a signature of resonant tunneling, it did reveal some important general

features of superconducting devices of very small capacitance operating at low

temperatures, and served to identify specific problems which need to be addressed in

order to further pursue the goal of observing resonant tunneling.

In this chapter I wish to first explore the possibility of using minor variations of

the present approach in order to avoid the problem of the heating of the isolation resistor.

Then I will outline some experimental tests designed to obtain better quantitative

understanding of the resistor heating. Next I will describe theoretical work which needs

to be undertaken, first to put the results already obtained in this experiment on a firmer

quantitative ground, and secondly, to advance the quantum theory of resonant tunneling,

especially as it is affected by dissipation.
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7.1 Can Hot Leads Be Avoided?

The primary roadblock to observing resonant tunneling using my adopted

• approach is the heating of the on-chip thin film resistors by the bias current. The question

is, can this heating be avoided by making some minor change of either the parameters of
s

the device or the parameters or design of the resistor7

First, consider a change in the capacitance C or the critical current Ic. Since the

resonant tunneling effect will only occur for v > 1.7, and because inter-well coupling will

be suppressed in the large v limit, I conclude that the value of v is constrained to values

near those it assumed in the devices already tested, with v = 4 a good value to aim for

specifically. To avoid heating, one should reduce the value of the bias current required,

which is determined by the resonance current Imres = Icm/_v and which thus scales with

Ic for fixed v. The hot electron theory for the heating of the resistors then predicts that

the effective temperature Teff will scale roughly as Teff ~ Ic2/5. However, since

v ~ (IcC) 1/2and is held fixed while Ic and C are varied, the plasma frequency will vary in

proportion to Ic. Because the plasma frequency determines the energy level spacing,

ti(ol_ B must be kept larger than the effective temperature. By examining Table 4-1,

which displays the values of tio_B for device A, and Fig. 6-9 (a), which displays the

observed effective temperature of this device, one can see that these quantities were

comparable. As Ic is lowered, the level spacing will decrease much faster than the

effective temperature, and, perhaps contrary to intuition, the heating problem is actually

made worse. Thus, there is little advantage to be gained by changing le or C.
e,

Next, consider the possibility of changing the resistor itself, first by substituting a

. material of higher resistivity for the SiCr alloy. For a resistor with a uniform cross

section of area A and length A carrying a fixed bias current, the hot electron model

predicts Teff will depend on the resistivity p and the cross sectional area as

Teff ~ (p/A2) 1/5. Meanwhile, in the high frequency limit, the impedance Zleadof the lead
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scales as Zlead~ (RL/CL) 1/2~ (P/A) 1/2,assuming the capacitance does not vary much if

A is varied by _ "ying the film thickness. It is clear from those scaling laws that it is

difficult to reduce the temperature Teff without reducing the lead impedance as well. One

can only accomplish this by increasing both p and A while keeping the ratio p/A

constant. In this case the effective temperature is very weakly dependent on p as

Teff~ (l/p) 1/5. Thus, a factor of 32 increase in resistivity results in only a factor of 2 in

the reduction of the effective temperature. Tests by Andrew Cleland indicate that flash

evaporating a SiO-Or sinter which is 50% Cr by weight produces films with resistivities

which are about a factor of 3 to 4 larger than that produced by the SiO-Cr sinter I used,

which was 65% Cr by weight. This represents only a small increase in resistivity. For

metal/semiconductor alloys too rich in the semiconductor material, conduction is by

thermally activated carriers which freeze out at low temperatures, making these materials

unacceptable for this application. I do not know of any other materials which have

significantly higher resistivity which also satisfy the requirement of conduction at low

temperatures. Thus, changing the resistor material is an unlikely solution to the heating

problem.

The geometry I used for the resistor was a line of uniform cross section. There is

a possibility that a geometry where the cross section increases with the distance from the

SQUID could be used in such a way that a lower effective temperature is realized while

presenting the same impedance to the SQUID. This would not be possible if the resistor

were in thermal equilibrium at a uniform temperature, for the temperature and the

impedance seen by the SQUID would completely determine the current noise introduced ,i

to the SQUID. However, in this case the effective temperature will vary as a function of

distance from the SQUID, and segments of the resistor with wider cross section will be

colder and will thus generate less Nyquist noise where the resistor connects to the

SQUID. It is conceivable that this increase of the cross section with distance from the

device could be accomplished without reducing the impedance Zlead significantly,
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because at high frequencies only a small segment of the resistor contributes to the

impedance. Forexample, at the plasmafrequencyof device A, a 3 _tm segment of its

isolation resistorwould present approximatelythe same impedanceas the full length of

• the resistor. A model to determinethe impedanceand effective temperatureof a resistor

with increasing cross sectioncould be devised andits treatmentof thehot electroneffects

shouldinclude the spatial effects describedby WeUstood [69]. I have not yet pursued an

analysis of this sort.

Finally, one mightconsidera pulsed measurementof the switchingcurrentwhere

the currentis very quickly increasedfrom zero currentso thatthe device switches before

the electron gas in the resistorheatsup. However, because the volume of the resistor is

small, the heat capacityof the electrongas is also small, and the heating of the electrons

takesvery little time. For the isolationresistorsof device A, I have estimated that a bias

currentpulse equal in magnitudeto the typicalswitching currentsobservedin that device

would heat the resistor to half its final effective temperaturein a few nanoseconds. This

is a time scale muchshorterthanthe lifetime of the 0-state, and so a measurementof this

naturewould not avoid heating.
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7.2 SuggestionsFor Further Research

In my analysis of my experimental data, the effective temperature was inferred

from the switching characteristics of the device. This method of obtaining the

temperature from measurements of the escape rate possesses some inherent inaccuracy,

because the thermal activation formula given by F..,q,(3-7) is not necessarily exact and is

in fact probably oversimplified, and because the escape rate depends on the inverse

temperature exponentially, which serves to magnify any errors in the formula or

measurements. Thus, an important next experimental step would be to make careful

direct measurements of the temperature of the electron gas of the resistors using noise

thermometry. This would confirm the hot electron behavior, provide a more accurate

measurement of the effective temperature, and perhaps give a better understanding of the

geometrical effects involved in the heating, thereby allowing the possibility of intelligent

modifications to the resistor design. The process of carrying out a noise thermometry

measurement is the subject of Appendix A.

The primary need for further theoretical work at this point is to provide accurate

quantitative modeling of the device behavior as a support to further experimental

research. The first step would be to perform detailed modeling along the lines of the

Kautz and Martinis model in order to understand the complex classical behavior of the

devices I have tested, and devices proposed for testing in the future. I envision a Monte

Carlo simulation of the combined system of the SQUID, the isolation resistors, and the

measurement setup, which utilizes a more accurate model of the heating in the resistors
¢

obtained through the noise thermometry experiment described above. The analysis of

Section 7.1 showed that it is unlikely that a major improvement could be made by any

single change in the design of the device or resistors. However, by using this simulation

as a tool one could explore the effects of a combination of several minor variations in

device and resistor design, and perhaps an accurate simulation would also reveal that
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some of the constraintsimposed by the analysispresented in this thesis may be relaxed

enough that it is possible to move to within thelimit where resonant tunnelingcould be

observed.

While the quantumtheory presentedin Chapter2 gives anoverview of what son

of effects one could expect to observe whicharisefromresonant tunneling,some features
o

must be added to the theory before firmquantitativepredictions can be made. I believe

the primarydeficiency of the theory is the propertreatmentof dissipation and the effects

of temperatures greater than zero. The most significant effect that dissipation and

nonzero temperaturehave on the system is to cause direct incoherentrelaxationof the

system from the groundstate of one well to the groundstate of the adjacent well. These

effects have been thoroughlystudiedby severalauthorsfor the doublewell system which

is illustratedin Fig. 7-l (a). A review of the theoreticalstudies of this system is given by

ref. [40]. The assumptionmade in these studiesis that the excited states in each well can

be neglected because they are of energies which are much greater than the available

thermalenergy, the energydifference betweenthe two local groundstates,and the tunnel

splittingbetweenthe states. While theanalysis is quitecomplex, the qualitativeresultfor

ohmic dampingis that the coherent oscillationscharacteristicof resonance occurbetween

the two states only for very low dampingandvery low temperatures. Eventually, these

oscillations aredampedout, and the systemrelaxes to a steady-state configurationwhich

also depends on the damping and temperature. While the behavior of the two well

system gives one some feeling for the effects of damping and nonzero temperatureon

nearly degenerate states which are weakly coupled, the two well system is far enough

removed from the resonanttunnelingsystemI havestudiedfor these results to be applied.

• For this reason, I proposea theoretical studyof the asymmetrictwo well system

illustratedin Fig. 7-1 (b). In this model thefirst excited stateB of the right well is nearly

degeneratewith the groundstateA of the left well. Solving the dynamicsof this system
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shouldrevealthecompetingeffectsoftheresonantcouplingbetweenA and B andthe

incoherentcouplingbetweenthegroundstatesA andC providedbydissipation, i

To obtaina senseoftheimportanceofthisincoherentrelaxation,Ihaveestimated

- therateI"relaxofrelaxationofthesystemshown inFig.7-I(b)fromstateA directlyto

stateC usingtheperturbationtheoryofdampingdescribedinSection3.2.Iwishto
b

comparethisresulttotheratel'RT/decay= top),/2,where¥isgivenbyEq.(2-39),whichis

therateofsteadymotiondown thewashboardpotentialachievedthroughresonant

tunnelinganddecay,shown aspathA inFig.I-I.inordertomake thiscomparisonI

assumethatthedoublewellpotentialisequaltothewashboardpotentialovertheregion

of thetwo wells,and definetheparametersofthethreestatesystemin an fashion

analogoustotheparametersfortheRSJ modelwhichweregiveninChapter2. inactual

inversetimeunits,Iobtainedtherelaxationrate

['relax -- _-_QA2 • (7-1)4 m

As usual, tOp is the plasma frequency, R is the shunt resistance which provides the

damping, and RQ is the quantum of resistance. Here, however, A/2 is the matrix element

of the Hamiltonian between states A and C in units of fitop_, which is distinct from the

matrix element between states A and B, which I again denote as A1/2 as in Chapter 2.

Values for the coupling A I and the decay rate Fdare typically in the limit AI << Fd, so

the rate FRT/decayis given by

= gt_P v R A21. (7-2)
l"RT/decay 4 RQ

The expressions for the rates ]"relax and r'RT/decayare very similar. Apart from a factor

of v and differences in the couplings A and A1, the important distinction between these
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rates is that Frelax is proportional to RQ/R, whereas FRT/decayis proportional to R/RQ.

While my estimate for Frelax is admittedly crude, the point to be made is that although

these rates may be comparable under some circumstances, I expect that by decreasing the

damping the incoherent relaxation may be suppressed while the resonant transition rate is

enhanced. A full theoretical analysis of the three state system is necessary to obtain
,j

accurate predictions regarding these effects, which have important implications for the

observation of resonant tunneling.



153

7.3 Epilogue

The subject of resonant tunneling in a current biased Joscphson junction remains

- an interesting problem, primarily because it is simple in conception, yet as one looks at

the problem with greater scrutiny, its complexity does not cease to grow.
ii

The research presented in this thesis is a good example of the complementary

development of theory and experiment. Although my experimental work failed to

produce a signature of resonant tunneling and thus provide a test of the theory I

developed, I did achieve my goals which were twofold: first, to perform a

straightforward test based on the predictions of my theory for whether the effect was

readily observable, and second, to direct future theoretical research toward the most

crucial areas of study.

The heating of the isolation resistors caused by the hot electron effect serves as an

important guide to any experimenter operating thin film devices at millikelvin

temperatures. Although this heating creates a substantial difficulty for advancing the

experiment to observe resonant tunneling using my approach, the possibility remains

open for taking other approaches to achieving this goal.
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APPENDIX A

Noise Thermometry

According to the Nyquist theorem, the voltage across a resistor RL which is in

thermal equilibrium at temperature TL randomly fluctuates. This is modeled as a

fluctuating voltage source VL in series with the resistor RL. The noise power spectrum of

these fluctuations is frequency independent, with mean square fluctuations per unit

bandwidth given by

SVL =4kBTLR L . (A-l)

Thus, through a measurement of the noise power, the temperature TL can be obtained.

This method of measuring the temperature is referred to as noise thermometry,

and it is a technique of general usefulness. Specifically, it was used by Wellstood [69]

for measurements of the hot electron effect in thin films of AuCu, the material commonly

used to form resistive shunts for SQUID magnetometers. This was also the method I

used in an attempt I made to directly measure the effective temperature Teff(IBias) of the

isolation resistors as a function of the DC bias current IBiasthey carried.
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The switching behavior discussed in Chapter 6 implied that the effective

temperature was on the order of 0.5 K to 1 K. Assuming a temperature of TL = 1 K to be

definite, the noise power produced by a resistor of value RL = 1.5 Mf_ (which was

" approximately the series resistance of two of the isolation resistors) should be

8.3 x 10-17 V2/Hz.

I experienced several difficulties while carrying out this noise measurement.

Some of these problems were associated with my particular setup, while others were

more fundamental. First of all, the PAR 113 amplifier I used had an input noise power of

about 5.6 x 10-17 V2/Hz, which was comparable to the noise level I expected to measure.

Through the use of signal averaging, this problem could conceivably be minimized. The

second main problem was more fundamental in nature, and that was the fact that a current

source had to be used to provide the DC bias current which was sufficiently quiet that it

did not overwhelm the noise of interest generated by RL.

To understand this, consider the circuit illustrated in Fig. A-1 (a). The resistor RL

and its associated noise source VL is shown at the right of the circuit, and is at a

temperature TL. The current source supplying the current IBias, shown at the left of the

Figure, is at the temperature TB and has a finite impedance RB. The current source also

obeys the Nyquist theorem, and can be modeled as having a fluctuating current source IN

which has the noise power spectrum

4kBTB

SIB =- RB (A-2)

The fluctuating voltage measured at the terminals Vout shown in the figure contains
,f

contributions from both VL and IB. The total noise power which appears at the output

terminals is
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FIGURE A-1. (a) Circuit diagram for a noise thermometry measurement of the effective

temperature of the resistor RL, shown at the right and assumed to be at a temperature TL.

A DC current bias IBias is provided by the current source shown at the left of the Figure,

which has a finite impedance RB and is at the temperature TB. (b) Circuit diagram of an

actual circuit used in an attempt to measure the effective temperature of the isolation

resistors of device A.
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" which can be written in terms of SVLas

[ ]( )2TB RL RB ..... (A-3)
Svout = SVL 1 + TL RB RL + RB .

In order to avoid the detrimental effects of the current source noise, the second term in

the square brackets must be made negligible. This precludes the use of a room

temperature current source because the large ratio of TB/TL forces a choice of source

impedance RB >> 450 M_, which creates great experimental difficulty. The alternative

is to use a cold current source.

For this reason I attempted to use the circuit setup shown in Fig. A-1 (b) with the

bias resistor RL = 100 Mf_ located at the end of a long piece of coaxial cable so it could

be submerged in liquid He contained in a storage dewar separate from the dilution

refrigerator cryostat. Unfortunately, the problem with this setup was that the microphonic

current noise generated in the coaxial cable and the cryostat wires combined with the high

impedance of RL created too much noise to observe the desired signal. Substitution of a

10 Mf_ resistor for RE did not improve the situation much. Because these tests were

performed while the dilution refrigerator remained running with the device in situ, I was

not able to set up a circuit which avoided long cable lengths for the express purpose of
I

making this noise measurement.

, Instead, I turned to the current-sense resistor already located on the chip carrier,

which was at a temperature of approximately 20 mK and had a resistance of 1.3 MfL I

used this resistor as the bias resistor RB. Unfortunately, the small value of RB meant that

the term in the right parenthesis in Eq. (A-3) was equal to about 0.2, which made the
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signal at Vout even weaker compared to the amplifier noise. Also, some microphonics

generated by the cryostat leads remained to obscure the signal further.

In spite of these difficulties, the measured noise spectrum was found to display a

definite systematic increase when a bias current of about 15 nA was applied, compared to

the noise spectrum observed when zero bias current was applied. The noise power

increasewas about2.1x I0"17to3.5x I0-17V2/Hz,startingwitha basenoisepower of

about1.6x 10"16V2/Hz.Thisincreaseisnotinconsistentwiththeestimatednoisepower

increaseof1.7x 10"17V2/HzbasedonanassumedeffectivetemperatureofIK forRL.

A carefullydesignedmeasurementsetupcouldbe devisedwhich avoidsthe

problemsdescribedaboveby usinga largerbiasresistanceatlow temperaturesand a

quieterpreamplifier,withthecircuitdesignedtoreducethemicrophonicpickupasmuch

aspossible.
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