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FOREWORD

It is a verydifficult task to assess the extensive amountof work that is representedby the
SandiaNationalLaboratory'sTen FederalRegion Model (TFRM). It is even moredifficult to
evaluatehow the results of that model will simulatefuture scenarios. To accomplish these tasks,
the panelists studiedall available documentsandpresentations,and had comprehensive
discussionswith the modelers, at meetings andvia telephone. In addition,the modelersmade
special sets of sensitivityruns which were of interestto the assessment panel. These runs
includedchanges in inputs,parametersand model components,as well as the additionof new
model outputcategories.

Based upon their areasof expertiseand interests,the panelists then chose primaryand
secondaryresponsibilitiesfor the assessment of variousTFRMmodules and capabilities:
Demand& Load,Capacity Expansion,Dispatch/ProductionCosting, Storage, Renewables,
Transmission,Reliability, Finance& Regulatory,EnvironmentalEffects, Policy Controls,
Scenario Costing, and Structure/Feedback/Tradeoffs.The assessment of each of these modules
and capabilitieswas discussed individuallyand with regardto the implicationsfor the other
sections of the model, and with regardto the overallresults of the model. Variousareas were
combined as a resultof these discussions.

The individual assessment sections include discussions of quality of information,alternative
methodologies, endogenous/exogenoustreatments,differentlevels of detail, test results and other
model runs, evidence of performance, treatmentof risk,possible biases of data and methodology,
appropriateand inappropriateapplications,quality of documentation,usability of model, future
enhancementsand improvementsthat would be suggested, and the bestguess onpayoffs in terms
of increasedapplicability,accuracy,and so on.

The assessment panel did anexcellent and thoroughjob of assimilatingall the information
and discussing the ramifications. They deserve greatthanks for their efforts, as do the following
people. The timeand information of Joe Galdoand other Departmentof Energy people was
extremely helpful. GaryGordonand Joe Bakerprovidedoutstandingsupport,and Joe Baker, in
particular,was the perfectleaderand facilitatorfor this difficultproject.

JimGruhl
EvaluationPanel Chairman
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Chapter 1
INTRODUCTION AND SUMMARY OF FINDINGS

PROJECT DESCRIPTION

TheEnergyPolicyActof1992establishesaprogramtosupportdevelopmentofrenewable
energytechnologiesincludingaproductionincentivetopublicpowerutilities.IBecausethereis

awiderangeofpossiblepolicyactionsthatcouldbetakentoincreaseelectricmarketsharefor

renewables,modelingtoolsareneededtohelpmakeinformeddecisionsregardingfuturepolicy.

Previousenergymodelingtoolsdidnotcontaintheregionalorinfrastructurefocusnecessaryto
examinerenewabletechnologies.As aresult,theDepartmentofEnergyOfficeofUtility

Technologies(OUT)supportedthedevelopmentoftoolsforrenewableenergypolicyanalysis.
Threemodelsweredeveloped:TheRenewableEnergyPenetration(REP)model,whichisa

spreadsheetmodelfordeterminingfirst-orderestimatesofpolicyeffectsforeachoftheten

federalregions;theTenFederalRegionModel(TFRM),whichemploysutilitycapacity

expansionanddispatchingdecisions;andtheRegionalElectricPolicyAnalysisModel

(REPAM),whichwasconstructedtoallowdetailedinsightintointeractionsbetweenpolicyand

technologywithinanindividualregion7SandiaNationalLaboratoriesStrategicTechnologies
developed the TFRM andREPAM; PrincetonEconomic Research Inc. (PERI) developed the
REP model. These models were developed to provide a suite of fast, personal-computerbased
policy analysis tools; as one moves from theREP model to the TFRMto the REPAM the level
of detail (andcomplexity) increases. Thus, an analyst could use the REP model to define several
likely policy actions from a large group of candidatepolicies; the TFRMandREPAM could then
be used to furtherexplore these likely policies.

In 1993, the Office of Utility Technologies supportedthe Oak Ridge Institute for Science and
Education(ORISE) to form anexpert panel to providean independentreview of the PEP model
and TFRM. This panel was to identifymodel strengths, weaknesses (includingany potential
biases) in the models and to suggest potential improvementsin the models. This reportcontains
the panel's evaluation of the TFtLM;the REPmodel is evaluated in a companion report. The
panel did not review the REPAM.

InNovember of 1993, the panel was briefed on the TFRM and the REP model by modelers from
Sandia National Laboratoriesand PrincetonEconomicResearch Inc. The panel then developed a
set of simulationsfor the models to assist in the evaluation(see Appendix B). Thepanel met for
a second time in January1994 to discuss model simulationsandto deliberateregarding
evaluationoutcomes. This reportis largely a resultof this second meeting.



The report is organized as follows. The remainder of this chapter provides a description of the
TFRM and summarizes the panel's findings. This chapter is followed by individual chapters that

examine various aspects of the model: demand and load, capacity expansion, dispatching and

production costing, reliability, renewables, storage, financial and regulatory concerns, and
environmental effects.

TFRM DESCRIPTION 3

The heart of the TFRM is the Sandia Capacity Expansion and Energy Production and Costing

module (CEPC). The TFRM is a simple shell that drives the CEPC. For each of the ten federal

regions for a given year, the TFRM provides inputs regarding load, technology base, operating
costs and other characteristics. These input data are then fed to the CEPC, which returns the

energy production by technology for that year. The TFRM shell also provides input to the CEPC

regarding future costs, technology characteristics, and load; the CEPC then determines a capacity

expansion plan. The model keeps track of construction schedules and retirements of existing

capacity and thus updates existing technology mix and capacity. This sequence is then repeated
for the next year. Each of the ten federal regions is examined separately with no erosstalk
between regions.

Technologies are divided into dispatchable technologies and intermittent renewable technologies.
Dispatchable technologies include fossil technologies, hydro, nuclear, geothermal, and biomass.

Intermittent renewable technologies include wind, photovoltaic, solar thermal, and pumped

storage. Policy effects on the amount of electricity dispatched or capacity constructed for each of

these technologies can be simulated by the TFRM. Any policy that changes capital or operating
costs of any of these technologies (including increasing the cost of conventional technology) earl

be tested. TFRM is a supply side model; demand is exogenously determined.

The CEPC uses the same concepts as existing utility capacity expansion models (e.g., EGEAS

and PROVIEW) including dispatching intermittent sources when they are available, meeting

loads using the lowest operating-cost technologies, and minimizing total system life-cycle costs. 4
The CEPC applied these concepts to a regional level. The CEPC contains two basic

components, an energy production module and a capacity expansion module.

The energy production module operates in three steps: (1) it dispatches all intermittent source

power by treating intermittent sources as negative loads; (2) it optimizes system operating costs
and dispatches storage by treating discharge power as a negative load and charge power as a

positive load; and (3) it dispatches dispatchable source power using merit order. Thus, a load

profile is presented to the energy production module; from this intermittent source power
available is subtracted to generate net load. If storage use is economic, this net load is further

reduced. The remaining load is then divided among the dispatchable sources in merit order to
reduce total system life-cycle costs.



The capacity expansion module analyzes utility generation asset, future load, and future

technology costs to determine the combination of new capacity by technology that will minimize

the electric generation cost for the utility system. The capacity expansion module uses iteration

with trial sets of capacity additions to search for this optimal mix.

SUMMARY OF FINDINGS

The TFRM is an appropriate and valuable tool for conducting energy policy analyses of

renewable energy scenarios. In its current form, the model requires a user who has invested

considerable time in learning about model operation. The panel feels that with moderate effort,

the model could be made substantially more user-friendly. This effort includes both streamlining

and developing menus of the input procedures, as well as providing more comprehensive
displays and post-processor interpretation of the outputs.

Intended Applications

TFRM was built to provide relatively quick turnaround results for an analyst who wants to

conduct a somewhat detailed study of the impacts of renewables on a specific set of federal
regions.

The evaluation panel feels that the TFRM provides a new kind of model that is intended to deal

with renewable energy technologies in the context of regional electric systems. Some of the

renewable energy issues that can be investigated include the effects of capital cost and operating

cost improvements, renewable tax incentives, fossil tax disincentives, efficiency improvements,
regional variations in performances and site availability, competition between renewables and

between fossil technologies and renewables, changes in risks associated with renewables, and
other policies and issues.

The panel feels that the greatest value for this model is in the mid- to far-term. It will require
some costs to develop, refine, test, maintain and make it into a user-friendly tool that will be

accessible to a wide community of analysts. The TFRM is dependent upon the quality of input

data, support analysis from overview models (such as the PERI REP model), and the familiarity
of the user with the constraints and requirements of the model. The panel feels the limitations of

TFRM will lessen in time, if additional work is conducted to improve the elements and usability
of the model.

Structure

The structure of the TFRM was somewhat dictated by the initial assumption that a relatively

quick turnaround regional model was needed to investigate the impacts of renewable energy

technologies on the electric supply sectors. Feedbacks of cost of energy to change the level of



demand, and other feedback relations, must be accomplished by the user in out-of-model

feasibility checks, output-to-input calculations, and additional scenarios. Occasionally, some

model results are dictated by constraints and ratios, such as with renewable growth rates of 20

percent per year for attractive technologies. For the most part, however, the nonlinear optimal
search of the TFRM leaves most variables in the active basis and is much less directed by

constraints than linear programming or other dynamically solved models.

Several features of the model (e.g., the capacity expansion, dispatching, and especially the

renewables areas) employ methods that differ from previous modeling approaches and are very

creative and innovative in nature. The major advantage to having a different methodology is that

it may offer new insights. The disadvantage is a public relations problem in educating analysts
about the uses and applicability of the new methodology.

One major concern of the panel was the way in which the renewable space was searched to find

an optimum allocation of available renewables. The concern is that the whole economic and

policy space be searched. Although it is a little hard to determine from the documentation, it

appears as if the search is beginning at the origin, or the zero use of renewables point. If the

model then settles in any local optimum, it will probably be in the vicinity of the start of the
search, and this would bias against the use of renewables.

Demand

Demand modeling requires close attention from the user; it is entirely exogenous. Conservation,
independent producers, and demand-side management effects must all be backed out of the load

seen by the electric system. Without this attention, the model will obviously bias in favor of

supply-side solutions, including renewables. A helpful addition here might be to use a post-
processor to generate the demands that would be consistent with costs of electricity in various

years. The user could then immediately see if changes in demand inputs were necessary. There
is also some concern about the accuracy with which demand seasonality is modeled and the way
that correlations are missed with seasonal fuel cost variations and seasonal renewable

performance variations.

Capacity Expansion

The capacity expansion offers a very creative, alternative approach to other methodologies. It

incorporates renewable resource depletion. It is well documented and has been validated against
the Electric Generation Expansion Analysis System (EGEAS), a widely used electric industry
expansion tool. _

Regional models are, however, difficult to validate against reality. The gap method, in

particular, needs additional documentation, especially with regard to its problems: occasionally

choosing uneconomic technologies, periods of disequilibrium, and biases. Repowering,



especially repowering with combined cycles, also needs to be offered as an alternative to
retirement.

Reliability

The conceptual approach to reliability in TFRM is an important improvement over the full-
capacity/no-capacity credit approaches that some other models use for intermittent renewable

energy technologies. There are, however, some issues and weaknesses that require investigation.
The use of intermittent renewables as negative loads makes some reliability and reserve issues

more difficult to study. This treatment also does not account for forced outages as a function of

unit size or correlation of renewable energy productions.

The biases are difficult to sort out. Not accounting for some renewable technology reliability

problems would tend to overestimate the use of renewables. However, biases toward lower

reserve margins and lack of unit-size outage considerations would bias against renewables.

Dispatch

The dispatch logic of the TFRM is a traditional, deterministic, merit order dispatch. It seems to

fit the renewables' needs impressively and reacts properly to many different sensitivity tests.

It seems clear that with the national screening objective, the TFRM has to operate on regions (10

versus 13 regions is a debatable issue). And with regional modeling, it seems appropriate to use

a deterministic technique, rather than a laborious probabilistie method.

The modelers are to be commended for testing their dispatching model against a Booth-Baleriaux
probabilistic method and against a Lilienthal probabilistic method. 6 The method used in the

TFRM consistently underestimates energy displacement from gas turbines. 7 Based upon a

November 15, 1993 briefing by Sandia staff, the TFRM method underestimates these peaking
energies displaced by wind and photovoltaics by a factor of 4 to 6. The approximation used

probably is a little crude at the peak upswings. The quantities and costs are small (about 2

percent), but still worth concern if storage or peaking renewables are being modeled, or if there is

a significant quantity of renewables. The bias here is toward the use of more gas turbines, and
less attractive renewables.

It is clear that with a substantial amount of intermittent renewable capacity, such as wind and
solar, that a system or region might need more than the usual 7 percent spinning reserve. The

fight value may even be as high as 15 to 20 percent. In order that the spinning reserve be tied to

the renewable capacity decision, it might be necessary to construct renewable turbine hybrids or
renewable storage hybrids.



The TFRM results are often tightly constrained by operating and capacity assumptions. The

operator must be aware of pressures and strains within the model. For this reason, it seems very

important that the model output routinely print capacity factors (or percentage operating levels),

cost of electricity, and other outputs that will make it easier for the user to make exogenous
feedbacks.

Storage

In the comparison of the TFRM wi'.h EGEAS, the TFRM builds about 80 percent more pumped

storage in the year 2006 but is aboat 10 percent lower by the year 2012. 8 This should be

considered to be a bias in favor of building storage in the near term.

Storage may not be an important issue to correct if the questions revolve around renewables.
However, there are two indications from the storage model run that storage may not be handled

properly in the model. With the use of storage, the decrease in the use of baseload coal is
counterintuitive, as is the increase, especially, of the peaking gas turbines. The modelers have

looked at this and determined that this behavior is appropriate since, given the numbers in the
trial run, coal is competitive with combined cycle at capacity factors as low as 25 percent.

Hydro- storage is added in the storage scenario that was run, but the cumulative capital costs and
the cumulative operating costs are higher, leading to some question about why it was built. The
explanation for this problem seems to come from the fact that, although not optimal in the

current year, storage is economic in the long-term average. It is impressive that the model can

capture such subtle concepts.

Transmission

TFRM has no real transmission modeling capability. It is recommended that this model

incorporate a technique similar to that used by the REP model. 9 Its simulations look reasonable
and appear to be consistent with areas where there are good data, such as California.

Finances

The model incorporates technological and financial risks in a rudimentary way. Models that do

not include these risks at all are likely to miss the main issue involved in the selection of
renewables. Riskless models will overestimate the use of renewables, and so TFRM has much

greater accuracy in this area.

However, the model does not take into account the varying cost of capital by utility, type, private
or public. Some of the financial risks of new technologies are not accounted for, as they are in

the REP model. A better study of the value of gamma (the cost diversity parameter "t)would be

helpful. It appears that the TFRM results are in nominal dollars, but this requires further

checking into the dollars and the accounting.



Environmental Concerns

The TFRM does an excellent job in modeling the effects of the various carbon tax possibilities.
On other environmental issues, however, the model may have some difficulties. One such area is

that the total sulfur ceilings of the Clean Air Act can be exceeded in the model. These would

probably have to be modeled with surrogate sulfur taxes, which would have to be adjusted until
the sulfur caps were met.

Another untreated issue is the total life-cycle carbon implicit in the construction of facilities,

although the carbon implicit in the production of fuels was accounted for in the trial runs.

National carbon-limiting scenarios would have to take account of these implicit carbon
emissions. The costs of materials and fuels would also go up with carbon taxes. This is a data

problem rather than a methodological problem.

Additional untreated issues include land use, aesthetics, habitat destruction, and many other

issues which are not amenable to a national modeling methodology. Values or proxy values

must be generated before such externalities could be analyzed.

It is difficult to approximate the bias involved in not treating these environmental issues. Not
including regional or national sulfur caps would bias against renewables. Life-cycle carbon

accounting would probably bias slightly in favor of existing units. Land use, aesthetics, and

habitat concerns might bias against renewables.

Usability

The temptation seems to be to make the TFRM act like an exact utility planning model, such as
EGEAS. There are several reasons why this would not be the ideal model. First, EGEAS has

none of the mechanisms necessary to properly treat renewables. Second, EGEAS, and other

more detailed utility capacity planning models, were developed to suggest the next optimal unit

to add to a system. Putting together a whole string of such next optimal units and adding the
other utilities in a region would not provide a good predictor of the future of that region. It

would be knife-edge in its selection of generation types, that is, all of one kind. It would not

capture the risks, financial or technical, or the fuel diversity which is another important risk

hedge used by utility planners. In short, a more statistical approach will do a far better job of

forecasting regional capacity planning. TFRM incorporates those more statistical techniques.
Not only would the addition of individual utilities and individual units be the wrong direction for

TFRM to take, but it would make the model unusable for simulations of regions or the United
States.



SUGGESTED MODEL IMPROVEMENTS AND ENHANCEMENTS

With the operating levels so tightly constrained, small movements ought to be watched as signs
of needed changes in operating and capacity assumptions. It is necessary that the operator be

aware of pressures and strains within the model. For this reason, it seems very important that the

model output routinely print capacity factors (or percentage operating levels), cost of electricity,
and other outputs that will make it easier for the user to make exogenous feedbacks (such as

ye"rly reporting of peak load, energy demand, all costs, installed resources, reserve margin,

carbon, sulfur, nitrogen oxides, particulates, technology mixes, and perhaps some jobs forecast,

which is of major interest to much of the policy community). Perhaps some of the hard
constraints could be made softer with the addition of penalties for exceeding various constraints.

Other kinds of back-end diagnostics would also be very helpful in guiding the user into

comfortable areas. One possibility is to have the model flag the constraints that are limiting.

In addition to back-end improvements, an area of moderate cost and high potential payoff would

be the addition of a front end to the model that would make it more user-friendly as well as

increase the user understanding of the model workings. It is almost always worthwhile to have a

new programmer or systems analyst, specializing in foolproofing and user aids, spend the startup
time to make the model more usable. Transparent, easily understood, and easily ch,_r,ged inputs,

formats, menus, defaults, and other helpful devices would help make this model more accessible
to analysts. A more complete and succinct disclosure of assumptions, inputs, valid application

areas, limitations and concerns should be part of a user's guide or part of the automated front end
information.

Another low-cost/high-payoff project would be the investigation of the gamma mechanism ('t).
The gamma could be used to cover variations in decision-making between investor-owned and

municipal utilities, variations in market allocations, and fuel diversity issues. It would be a good

project to try to sort out the issues, and perhaps do some statistical fits to determine empirical
values and sensitivities of gamma. The user deserves more verification of the value of gamma

than "no one has ever used anything different."

TFRM needs input information from an overview model, such as the PER/REP model, that can

direct the policies and operating space around which the TFRM will operate. The exception to

this would be if the TFRM user is knowledgeable enough to define this policy space without an

overview model. Some discussion of the use of these models in tandem is given in the
documentation, but the PER/REP model is not user-friendly enough at present to offer a viable

partner to the TFRM model, m°The panel knows of no other potential overview screening model

that has the renewables capabilities of the REP model. Thus, a REP type model would be
helpful for screening policy options so that the TFRM could take a more detailed look at a

smaller policy set. Even though the TFRM presently runs 10 regions in 10 minutes, there was

_f' n



talk among panel members of possibly creating a fast switch, (or adding the capability to skip

years) which could be used to simplify the model and allow hundreds of runs to be made for

certain searching problems.

The TFRM modelismissingseveralimportantfeedbackmechanisms,which,ifincorporated,

woulddestroythenecessarilyquick-and-simplenatureofthemodel.One oftheseimportant

feedbacksistheeffectofthecostofelectricityonthedemand. A helpfuladditionheremightbe

to use a post-processor to generate the demands that would be consistent with costs of electricity

in various years. The user could then immediately see if changes in demand inputs were

necessary, especially if input demands and cost-consistent demands were printed side by side.

The reliability treatment in the model could use some improvement and standardization. This

would be a medium cost, high value activity. Perhaps some price tag could be associated with
different levels of reliability. Reliability measures must also be responsive to the amount of

intermittent renewable capacity in a region, otherwise there will be concern about the accuracy of

its treatment. If REP and TFRM are to complement one another, then standardization in the

approach each model takes for assessing reliability is important because each model produced

significantly different resource capacity expansion plans during the simulation runs.

In the capacity expansion section of the TFRM, the gap method, in particular, needs additional

documentation, especially with regard to its problems: occasionally choosing uneconomic
technologies, periods of disequilibrium, and biases. Repowering also needs to be offered as an

alternative to retirement. There was some concern in the panel that the model should try to

improve its performance and accuracy in the short run. This might involve changes in the gap

method, or more variation in the time step sizes. The fact that the capacity expansion model has
no look-ahead capabilities, puts more responsibility on the model to get the short term correctly

simulated. These types of enhancements would probably be of high cost and uncertain

improvement.

TFRM has no real transmission modeling capability. It is recommended that this model

incorporate a technique similar to that used by the REP model. I_ Transmission might well bc the

limiting factor in the siting and proliferation of renewables.

The model apparently runs with about 12 supply technologies. This would have to be increased

to 20 or more supply technology slots to allow for adequate coverage of the conventional and
renewable technologies. Repowering, especially rcpowering with combined cycles, also needs
to be offered as an alternative to retirement.

When comparedtoa Monte CarloSheralitechnique,theTFRM methodshowsaboutthecorrect

capacityexpansionforbascloadandpeaking,butisabout10percentlowon theintermediate

capacities._2Thismightbca faultoftheproductioncostingandshouldbeinvestigated.



There are some substantial biases in favor of building storage in the near term. If storage
becomes an important option, by itself or in concert with renewables, then the model should be

checked to see if it is handling the storage option properly.

I

Several seasonality concerns were expressed by the panel. Without any look-ahead capability, it

would be counterproductive to put the model on a seasonal roller coaster, as opposed to the
smooth annual ride. The real world has seasonality in loads, fuel costs, hydro availability, and
other information. Working on incorporating such seasonalities into the model is an area which

would probably be high cost and with uncertain payoff. The concern here is more one of

credibility than accuracy. The industry has spent time disaggregating their models to account for

seasonality, and they have had important payoffs. Without seasonality, TFRM may be judged to

be too simplistic by industry norms. It might be possible to use the comparative studies done in

California to prepare some evidence for the sufficient accuracy of the annual time steps.

10



Chapter 2
DEMAND AND LOAD

Chris Marnay
Center for Energy Studies

University of Texas

GLOBAL PERSPECTIVE

Forecastingcustomerload is the first of the threeanalysissteps in utility,planningdescribed in
the capacity expansion section (see Chapter3). This first step appearsstraightforward,but has
many complexities that can tripup the analyst. Because the inability to storeelectricity requires
that the power system meet both energyandcapacityrequirements,it has been traditionalin the
industrythat both componentsof fu_e loadsbe forecasted. Both forecastsare typically made on
a ground-upapproach: predictednumbersof customers,sizes of variouscomponent demands,
etc., are inflatedto the system level and convertedinto bus bar loads that the utility's assets must
meet.

However, any sort of detailed productioncosting requiressimulationof actual operationsthrough
time, usually on an hourlybasis. The peakand energyforecast is, therefore,usuallyconverted to
an hour-by-hourload forecast by the adjustmentof loads from an historic year that is considered
in some sense typical, especially weatherwise. The peak and energyforecastdefines the load
factor of the system but providesno moredetail on how hourly load shapes shouldbe adjusted
throughtime, which means most models use variousheuristics to shapefuture loads into
compliance with the forecast. One of the problemswith this approachis that assumptions used in
the formationof the load forecast are the least likely of all modeling assumptions to be
questioned later by sensitivity analyses. Therefore,some quite questionableassumptions about
futureload shapes are often burieddeep in data bases and neverrevisited. Since capacity
expansion results can be quite sensitive to unit capacity factors,which directlydependon load
shapes,results can be affected.

Once the customer load has been defined, the system has to be operated to meet that demand.
Forall but the shorttime-horizon-simulation, that is, less than one year, a full simulation of
system operations for every hour of the year is neitherfeasible nordesirable. Rather,
information in the load curvemust be condensedinto a reducedand moremanageableform.
Hereinlies one of the greatschisms in the industrybetween those models that reorderthe loads
into a load durationcurve (LDC) representationand those that representthe year with short
representativeperiods of sequential data. The latermodels are usuallycalled chronological.The
LDC approachpermits the use of computationallyefficient algorithms that approximatesystem
operations,as are describedby Sandia in the TFRMmanual, while the chronological models can
claim to better representrealworld operationalproblems._3The magnitude of the problem at
handhereprecludesany load characterizationbeyond the simplest level. Therefore,a load
duration curveapproachis the most detailed analysis possible.

11



DEMAND AND LOAD IN TFRM

Sandia's load forecasting and load characterization are conducted in the TFRM shell and the data

fed to CEPC. The origin of the data sets is Electric Power Research Institute (EPRI) profiles forI

six National Energy Regulatory Commission (NERC) regions, which was converted to federal
region data using population ratios. The original data includes one representative week in each
month, which Sandia reduced to three typical days per month, or an 864-hour representation of
the year. Load forecasts are developed using a simple growth rate. The manual provides no
information on how the LDC is adjusted to meet the demand forecast.

Results

Simulation Results. Sandia Laboratoriesdid a numberof simulations with varying
assumptions regarding growth in demand. The results of the test case where demandgrowth is
reducedare reasonable, with installed capacity of most assets falling dramatically. Sandia also
conducted test cases in which the load was leveled and load curve variability was accentuated.
Again, the simulation results seem reasonable.

Usability. The panel has not used the model and cannot comment on usability.

Recommendations. Given the questionable origin of the original load curves as adjusted
NERC shapes and the sensitivity of capacity expansion results to load and capacity factors,more
attention should be paid to the basic load shape. The model user, for example, should be able to
change the load factoras an input.

Some capability for endogenous load forecastingshould be considered. Given the usefulness of
policy models for simulatingextreme cases, such as the $200/ton carbontax case, a price
elasticity effect to simulatecustomerresponsewould be valuable.

The flattened (or levelized) load case was motivated in part by interest in possible future load
management and demand side management (DSM) implementation. To represent the current
industry, these effects need to be directly representedin the model in some fashion.
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Chapter 3
CAPACITY EXPANSION

James Davidson
Pacific Gas and Electric Company

Chris Marnay
Center for Energy Studies

University of Texas

GLOBAL PERSPECTIVE

At the simplest level, the problemof electricutility planning can be reduced to three steps:
(1) forecasting customerdemand, (2) operatingexisting assets to meet current load through time,
and(3) constructiagor contractingfor new capacityadditions to meet future needs. Historically,
the firstand third steps have been linked;however, the process of deciding what type and how
muchnew generatingresourcesto buy or construct,and when and where to add them within a
given electric utility system, was somewhat divorcedfromstep (2), currentcompany operations.
Capacityexpansion plans weredeveloped using crudelinearized approximationtools and
intuition that overlookedthe fact that the value of new additions is determinedin partby the
natureof the preexisting capacityin place, that the interactionbetween new and old capacity is
complex, and that upgradingthe preexistingcapacity is a common approachto system
improvement.Thatthe simplicity of the planningdid not tie the hands of futureoperatorswas |
moreor less a fortuitousresultof the predictabledemand growth, the homogeneity of the mostly
thermal generationbeing constructed,and persistenteconomiesof scale that mitigated the burden
of overbuilding.

The nucleardifficulties of the 1970s, the exhaustion of economies of scale in thermal generation,
and the recognized need to better account forthe special characteristics of non-thermalresources,
such as renewables,promptedthe developmentof improvedplanningmethods that could
integrate the three steps above into one unified process. The problemimmediately encountered,
namely the high computing cost of planningmodels, still dominatesworkin this area today.
That problem,simply stated, is that enormous computing poweris neededto repeatedly simulate
system operationsfor the long planningperiods necessaryin an industryin which investments
can be in place for decades. The large computingrequirementarises for the most partfromthe
difficulty of storing electricity, which unlike other products cannot be produced in a smooth flow
and kept on hand until demand clears the shelves. Rather,enough generatingcapacity must be
available at all times to instantaneouslyserve the varying load. A conflict has, therefore,emerged
between the desire to carryout the most accurate simulationpossible of the system in question
taking all of the effects of timing correctlyinto account and the need to develop many plans with
long time horizons.
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The EGEAS model developed by EPRI andlater commercializedby Stone and Webster andthe
commercialproductof EnergyManagementAssociates,PROSCREENII®, are two commonly
used models in the industrythatsolve the planningproblemin some detailusing dynamic
programmingexpansionalgorithmslinkedto a simplifiedBooth-Baleriauxequivalentload
durationcurveproductioncosting. This combinationrepresentsmoreor less the limit of current
computingcapabilityat reasonablecost, and such a combinationwould certainly be impossible
at the regional level.

Dynamic programmingsolves futureadditions in a stepwiseannualprogressionthat finds the
optimal expansionpath in termsof minimumnet presentcost of revenuerequirements. Most
importantly,dynamic programmingprovides a mixed integersolution,which in this application
simply means thatunits addedto the system are whole practicalsized units and not idealized
fractions.Thisdistinctionis importantbecause the trade-offbetween the abilityto absorb large,
lumpy capacityadditionsand economies of scale was a recurringproblemto the industry.

The models currentlyunderreview here,then, addto a long and richhistoryof research and
practiceof electricutil:ty capacityexpansion planning.Themodels' authors encounterthe same
conflict between computingrequirementsand accuracy,and with a particularvengeance, because
the systems under review extend to the regional level andbecauseparticularattention is focused
on the renewablesthat have beendealt with poorly in the past.

The extension of capacity expansion planningto the regionallevel representsa majordeparture
from industrytraditions. The only precedentsfGrregionallevel capacityexpansion planningare
reliability planningclonefor the NERC regionsand planningat the powerpool level. The
additional problemsinvolved in planningregionally are as follows:

(1) Industrystructureis heterogeneous. It is somewhatinaccurateto assume that a
regional investor-ownedutilityexists andthat planningfor the region canbe based
on the same principlesas mightbe used by a single company. In areas where
locally controlled municipalutilities or larger governmententitiesare major
generators,inaccuracies would be the most severe. Notably, the lower costs of debt
of these institutionsis likely to skew technology selection in favor of higher capital
cost options._4

(2) In additionto industryheterogeneity,creepingderegulation is leading to a growing
share of generation going to independent generators whose decision making is
based on project finance and differs significantly from investor-owned equity
financing.

(3) Localized constraints within service territories can be quite important in
determining utility decisions, and yet these concerns are lost at the local level. A
key example is availability of sites.
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(4) Utility dispatch is usually solved as a company-levelproblem. To the extent that the
sum of individual utility dispatches differs from a hypothetical regional dispatch,
modeling regionally can introduce substantial differences in results.

CEPC DESCRIPTION

The objective of TFRMis straightforward but challenging,namely to develop a capacity
expansion methodology that can providereasonableresults for an entirefederalregion to a long
(30-40 years) time horizonand yet gives fairand equitabletreatmentto renewables. This
objective must be obtainedwith datarequirementsfar below those typical of single utility system
models, and, like the production-costingalgorithms discussed in Chapter4, the approachmust be
detailed enough to appearcredibleto industryplannersandengineers,who are a key audience for
the policy pronouncementsto be based on the model results.

Capacity additionsare determinedannuallythroughtime by a capacity expansion module.
Results cannot be claimed to be globally optimal becausethey result from a stepwise process
involving only an annual6-year look ahead.The cost minimization is straightforward, with the
sum of all levelized capital and energycosts minimizedsubjectto the powerconstraint.

A key featureof the overall TFRMapproachof particularimportanceto the capacity expansion
is the separation of technologies into two categories, intermittentrenewablesplus storage
(IRETs)anddispatchables(DTs). The procedurebeginswith the trial specification of a
renewablestorage combination. Estimatednet outputs fromthe IRETsaresubtractedfrom ioad
to accc,unt forthe existence of these assets. The mix of dispatchableasset additions that
minimizes total cost is then found.A search of possible IRETadditions is made to find the
minimum.

Selection of the dispatchablemix is achievedby a heuristicprocess. The LDC is brokeninto
sections in orderof increasingcost. The net capacity shortfall forthe year is then inserted into
each breakin turn. Eachgap is then filled by new dispatchablecapacity based on levelized cost
minimization, subjectto a logit functionthat ensuresthe adoption of a range of cost diverse
technologies at each gap.The logit parameter_,currentlyused is -10. The full package of
additions at the lowest cost breakis adopted.Clearly, the packageadoptedis suboptimal in any
year, but because similar packagesare unlikely to be adopted in sequential years, over time the
regional system approximatesan optimalmix.

Results

As a general comment, the expansion planning algorithm has undergone considerable expert
review prior to this panel, so furthercritical review can addrelatively little in this area._5Not
only has the CEPC approach been critiqued, but it has been extensively tested and compared to
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other methods and results,notably with the EGEAS model.16The extent of this prior validation
is in keeping with the standardsof the profession, although more comparison between models is
always better than less. And, in general, the results of past validation efforts are reassuring.

Usability. The panel has not used the model.

Recommendations. There aresome areaswhere clarificationof the method is desirable.

(1) StorageSelection. Both in the initialtrialIRETcontributionand in the subsequent
trials used in the searchroutine it is unclear how the split between IRETsand
storageis established. The operationof storageis explained in detail in the
documentationbutnot how the installed storagecapacity is established Clearly,
this representsa key analysis step, if we accept that the existence of storage in a
system makes it moreamenableto intermittentresources.The importanceof this
detail is magnifiedby the EGEAS validationtest, in which storagewas the only
IRETselected in a significant amount. Given that the productioncosting in
EGEAS is based on a simple LDC approach,its storagealgorithmsmust be viewed
with skepticism andreplicatingthem is not necessarilyan achievement worthy of
merit.

(2) Search Algorithm Work.17The authors needto show in more detail that the search
procedureused to find the minimum cost solution is accurate.

(3) Possible Biases in the Gap Method. An obvious concernof the gapmethod is the
adoptionof a full packageof DT capacityadditionsat a certainbreakin the LDC.
While the authorshave shown that over the long term, in comparisontests with
other models, the mix is comparable, the shortrunremainsa concern. It seems that
majoradditionsatone endof the LDC could leave the regional system imbalanced
for a numberof years. The naturalconstrainton the imbalance, of course, is the
limited size of the annualcapacity addition.The refinementdescribedin a March
16, 1992 memo, in which the cost of addingall new capacity at one break is
comparedto an alternativeof addingit equallybetween all technology pairs,
appears to be a reasonableenhancement.Is Otheralternativesalong these lines
shouldbe considered. If the computingburden of morefragmentedadditions is too
high, a moreprecise selection couldbe donefor the early years only.

(4) The Golden Rule (Cost Diversity Parameter ,t= -10). There needs to be more
sensitivity analysis on this value, perhaps a more explicit invitation to the user to
change it.
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(5) Retirement Rate. CEPC uses a retirement rate for existing capacity. This is not
unreasonable given the scope of the model, but forecasting retirements can often be
quite tricky, and repowering should be used as an expansion alternative to mitigate
the errors that would result from accelerated retirements.

(6) Decaying Site Qaality. The documentation of how the model takes care of
declining site quality for renewables is in the TFRM documentation.19 That
document covers wind, geothermal, and biomass resources. There is currentlyno
modeling of the depletions of the two types of solar energy, based on the
assumption that solar is widespread. With the advent of bettertransmission and
distributionmodeling, better data and modelingcapabilities may be necessary on
decaying site quality.
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Chapter 4
DISPATCH AND PRODUCTION COSTING

James Gruhl
Gruhl Associates

MODEL DESCRIPTION

The TFRM uses a deterministic, merit-orderdispatchtechniqueon a net-loaddurationcurve
from which the intermittentrenewabletechnologies havebeen removed. It is assumedthat these
renewablesareof such low operatingcost that they operatewheneverpossible. This is a
standardtechnique andseems consistent with the level of detail of the inputdata (regional),and
of the outputspecificity that is requiredof the model (regionaltotals, as opposed to specific unit
additions).

The most complete description of the dispatchingtechniqueused is contained in vohtme IV of
the Sandiadocumentation.2° An approximatehourly load profileis compared to the intermittent
sources to determinea net-loaddurationcurve to be met by the dispatchables. Storageis
accounted for after the loadhas been reord¢:edfromhighest to lowest hourly levels. Twelve
lowest-highest load pairsarecreatedfor each typical daycollapsed over time and these are used
to test the storage's economic viability. The loads arethen collapsed overtime into a load
durationcurve,power versus fraction of year. The technologies are then used to fill in this load
duration curve in cost-meritorder. Afterthis, algorithmsare used to computeenergy generation
and the effects of maintenanceoutages.

SENSITIVITY RUNS

Table 4.1 contains some of the results of sensitivity testing that the panel asked be performedby
the Sandia modelers. Additionalinformationon these model runscan be found in the
Appendixes. Partof the problemwith interpretingthese numbersis that these are annualresults.
Some of the results areaccumulatedand shownin Table4.2.
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Table 4.1 Carbon Tax Case Studies for Years 2015 and 2030

Costs in Billionsof Dollars
- - .................. Carbon

Emissions

Capital Operating Total in MetricTons C' Carbon ........

Total Net Total Net Tax Total Net

$25/Ton
CarbonTax

Surprise
2015 10.6 -0.6 12.4 2.0 1.2 128 -13
2030 5.4 -0,3 13.9 0.8 0.9 178 -8

No Surprise
2015 10.6 -0.6 12.4 2.1 1.2 128 -13
2030 5.5 -0.3 13.9 0.8 0.9 178 -8

$200/Ton
CarbonTax

Surprise
2015 9.8 -1.4 17,0 6.6 4.0 102 -39
2030 5.1 -0.7 16.4 3.3 3.5 161 -25

No Surprise
2015 9.7 -1,5 17.0 6.6 3.9 100 -41
2030 5.1 -0.7 16.4 3.3 3.5 161 -25

Note: "Surprise"impliesthatthetaxwasimplementedwithouta leadtime;"NoSurprise"impliesthattheutilities
wereawarein1993ofa carbontaxtakingeffectin2005,

Table 4.2 Cumulative Difference Between Base Case

and Various Carbon Tax Cases, 1992 to 2030

Costs inBillionsof Dollars
__- ii |l,i. i i i,

__ Capital operating CarbonTax

$25/Ton
CarbonTax

Surprise 2.6 37.0 284
No Surprise 2.5 37.1 28.3

$200/Ton
CarbonTax

Surprise 8.0 133.6 97.4
No Surprise 7.7 133.7 96.1

Note: "Surpdse"impliesthatthetaxwasimplementedwithouta leadtime;"NoSurprise"impliesthattheutilities
wereawarein 1893of a carbontaxtakingeffectin2005.
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The lack of large differences between the "surprise" and "no surprise" cases are due to the fact
that there is excess coal capacity in the base case. This excess capacity means that there is very
little capacity decision making before the year 2005, which was the year the tax was initiated.
The "surprise" cases have slightly higher capital costs and slightly higher carbon emissions, as
one would expect. The fact that the cumulative operating cost is slightly smaller in the
"surprise" cases, but not enough to offset higher capital costs, is plausible and thought
provoking.

The TFRM results show, appropriately,that the total net cost of capital and operationwith the
tax is about 50 percent higher than the cost of the tax alone. This is very plausible, and shows
that the model is probably reacting properly to this important input.

In some of the other sensitivity runs, there was a major difference between the REP results and
the TFRM in the wind capacity. The PEP model had 13 gigawatts (GW) of wind in 2030 while
the TFRM had 87 OW. This was apparently caused by a miscommunication in the setup of the
build constraints between the two models. The difference was caused by a 20 percent annual
growth rate limit taking effect at different threshholds in the two models. "rids underscores the

need for good input data, the need for sensitivity studies, and the need for flagging the important
constraints.

As can be seen in Table4.3, the cut in natural gas prices hit coal very hard, and raised the gas
combined cycle and gas turbine capacities significantly. Wind was substantially cut, showing
that the model is correctly accounting for part of the wind in the intermediate and peaking
markets. Biomass goes down significantly, as also would be expected from the competition with
gas combined cycles.

With the increase in the cost of capital, the coal and gas combined cycles increase capacity and
usage, at the expense of the more costly wind technologies. This seems to be a very appropriate
response by the model. The wind gets harder hit in the near term, 2015, than the far term, 2030,
also as one might expect.

All of the dispatching and expansion seems to be appropnate in the reductionsand increases in
demand, except perhaps the photovoltaic and the solar thermal operating levels. These numbers
are, however, very small and possibly are due to the cornereffects of the dispatch approximation
scheme.

The carbon tax operating levels are also very appropriate. It is even possible to see some gains
that are possible in the "no surprise" case versus the "surprise" case, which is more expensive.
In the $200-per-ton carbon tax case, the coal is reduced greatly,and the combined cycle and
biomass increase to make up the difference. All of these changes seem to be entirely appropriate
activities in the model.
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Table 4.3 Dispatch Results for Region 6 Sensitivity Runs: 2015 and 2030
(all Figures in 1000 Gigawatt hours)

Gas
Combined Gas Photo- Solar Bio. Geo-

Sensl.tivity Run Year Coa......J_l Cycle Turbin.____.._e.Wind. vol_ic Thermal mass thermal

Baseline 2015 440 119 0.3 62 0.0 0.1 1.0 0,0
2030 624 53 6.0 234 0.3 1.0 18.0 0.0

Gas Price 2015 69 500 16,0 21 0.0 0.0 0.0 0.0
3% to 1% 2030 1 672 50.0 213 0.0 0.3 0.1 0.0

Capital$ 2015 410 151 0.2 60 0.0 0.0 1.0 0.0
6.1% to 10% 2030 642 70 8.0 195 0.0 1.0 22.0 0.0

Demand Growth 2015 273 70 0.3 60 0.0 0.1 1.0 0.0
2.5% to 1% 2030 285 36 4.0 153 0.3 2.0 9.0 0o0

Demand Growth 2015 721 144 0.1 62 0.0 0.3 0.7 0.0
2.5% to 4% 2030 1326 95 8.0 268 0.1 4.0 33.0 0.0

$25 C tax 2015 359 199 0.2 63 0.0 0.3 1.0 0.0
Surpnse 2030 595 58 5.0 253 0.0 5.0 23.0 0.0

$25 C tax 2015 356 201 0.2 63 0.0 0.3 1.0 0.0
No Surprise 2030 594 58 5.0 253 0.3 5.0 23.0 0.0

$200 C tax 2015 196 346 1,0 63 0.0 1.0 13.0 0.0
Surprise 2030 533 66 2.0 284 0.3 16.0 43.0 0.0

$200 C tax 2015 189 351 1.0 63 0.0 1.0 15.0 0.0
No Surprise 2030 531 65 2,0 284 0.2 16.0 43.0 0,0

Solar Cost 2015 439 118 0.3 62 0.3 1.0 1.0 O0
Reduction 2030 610 54 8.0 225 6.0 18.0 16.0 0.0

Storage 2015 440 119 0.3 62 0.0 0.1 1.0 0.0
Option 2030 612 63 8.0 234 0.3 2.0 18.0 0.0

30% Less Load 2015 486 74 0.0 62 0.0 0.1 1.0 0.0
Variation 2030 647 41 3.0 226 0.2 2.0 17.0 0.0

30 % More Load 2015 422 135 1.0 61 0.0 0.1 1.0 0.0
Variation 2030 614 66 10.0 230 0.2 2.0 17.0 0.0

Note: See AppendixB for a descriptionof sensitivityruns,
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In the case of the reduction in the cost of solar thermal, the 2030 solar thermal energy increases

substantially, at the expense mostly of the coal. Also, there appears to be a problem with the

storage scenario. This is discussed in the storage section (Chapter 7).

The action that resulted from the change of the load shape ("load variation" in Table 4.3)

occurred almost entirely within the coal and combined cycle sectors. As the load became
flatter, the amount of baseload coal increased and the amount of intermediate combined cycle
decreased.

CONCLUSIONS

The dispatch logic of the TFRM is a traditional, deterministic, merit-order dispatch. It seems to
fit the renewables' needs impressively and reacts properly to many different sensitivity tests.

The model apparently runs with about 12 supply technologies. This would have to be increased

to 20 or more to allow for adequate coverage of the conventional and renewable technologies.

It seems clear thin with the national screening objective, the TFRM has to operate on regions (10

versus 13 regior, s is a debatable issue). And with regional modeling, it seems appropriate to use

a deterministic technique, rather than a laborious probabilistic method. There are some biases,
which then will have to be kept in mind, and these are discussed below.

The modelers are to be commended for testing tb:eir dispatching model against a Booth-Baleriaux
probabilistic method and against a Lilienthal probabilistic method. 21 The method used in the

TFRM consistently "underestimates energy displacement from gas turbines. ''22 Based upon a

November 15, 1993 briefing, the TFRM method underestimates these peaking energies displaced

by wind and photovoltaics by a factor of 4 to 6. The approximation used is probably a little
crude at the peak upswings. The quantities and costs are small (about 2 percent), but still worth

concern if storage or peaking renewables are being modeled, or if there is a significant quantity

of renewables. The bias here is toward the use of more gas turbines and less attractive
renewables.

When compared to a Monte Carlo Sherali technique, the TFRM method shows about the correct

capacity expansion for baseload and peaking, but is about 10 percent low on the intermediate
capacities. _3 This might be a fault of the production costing, and should be investigated.

It is clear that with a substantial amount of intermittent renewable capacity, such as wind and

solar, that a system or region might need more than the usual 7 percent spinning reserve. The

fight value may even be as high as 15 to 20 percent. In order that the spinning reserve be tied to

the renewable capacity decision, it might be necessary to construct renewable/turbine hybrids or

renewable/stooge hybrids.
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Movements in operating levels ought to be watched as signs of needed changes in operating and
capacity assumptions. It is, therefore, necessary that the operator be aware of pressures and

strains within the model. For this reason, it seems very important that the model routinely output
capacity factors (or percentage operating levels), cost of electricity, and other outputs that will
make it easier for the user to make exogenous feedbacks.

Transmission

TFRM has no real transmission modeling capability. It is recommended that this model

incorporate a technique similar to that used by the PEP model. 24 TFRM simulations look

reasonable and appear to be consistent with areas where there is good data, such as California.
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Chapter 5
RELIABILITY

James Davidson
Pacific Gas and Electric

RELIABILITY PLANNING PRACTICES AT ELECTRIC UTILITIES

Historically, reliability planning criteria were based on engineering judgment, with the earliest

criteria being deterministically based. For example, the percent reserve margin approach is the

earliest and most easily computed criterion. 2S This criterion is calculated by comparing the total

installed capacity at the peak load period to the peak load. Electric resource planners have used
figures ranging from approximately 12 percent to 25 percent as acceptable reserve margins for

planning. These rule of thumb based percentages varied from system to system depending on the
characteristics of the system and the planner's and operator's experience with the dependability

of the system. The disadvantage of such an approach is that it is insensitive to unit size

considerations, unit forced outage rates, and factors such as load shape. A variation of this

approach was also used to capture the unit size impact on reliability. This approach, referred to
as "loss-of-the-largest-generating-unit method," captured the effect in the reserve margin

calculation of the impact of a single unit (or sometimes 2-units combined) outage contingency by

adding reserves on top of the baseline reserve target, calculated as a percent of the largest

contingency compared to the peak load. This approach, while an improvement, still did not
address the issues of multiple unit outages, load shapes, and forced outage rates.

Probabilistic reserve criteria were subsequently developed based on the evaluation of the

"loss-of-load-probability" (LOLP) index and expected unserved energy (EUE). A commonly
used yardstick in the industry today is the 1 day in 10 years LOLP. LOLP is defined as the

probability that the system reserve random variable (system capacity minus load) is less than

zero. EUE is basically the expected energy demand that the system capacity is unable to serve

due to loss of load events. LOLP, the more commonly used measure, considers forced outage
rate characteristics and size of units, multiple unit outages, and load shapes. Thus, it has

substantial improvements over the more traditional deterministic methods cited above. Although

often cited as a way of standardizing or comparing the reliability of power systems, LOLP can be
calculated using hourly loads or daily peaks and will give different equivalent reserve margin

results using each method. Another characteristic of LOLP is that the particular index used

(e.g., 1 day in 10 years, 1 day in 2 years, 1 day in 50 years, etc.) still is based on the planner's
and operator's judgment. Thus, the planners for systems with the same characteristics and same

reliability may employ different LOLP criteria based on their judgment as to the level needed for
reliable service.
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Most recently, the concept of value of service based reliability is increasingly being employed at
utilities. This methodology is an extension of LOLP and EUE methodologies that integrates the

costs of providing a particular level of service reliability with the determination of reliability

worth from the customer's point of view. This approach is critical for determining an optimal

reserve margin that minimizes total costs. As a methodology, it embodies all of the attributes of
the probabilistic methods and has the added advantage of capturing the worth of reliability from

the perspective of the customer? 6

RELIABILITY PLANNING METHODOLOGY EMPLOYED IN TFRM

A key issue in the expansion planning component of the modeling process is maintaining a given

level of system reliability as units of various technology types and operating characteristics are

added to the system. This issue is complicated by the addition of intermittent generating

resources such as wind and solar. In the past, treatment of such resources in reliability planning
has ranged from assuming full capacity credit for such resources to assuming zero capacity

credit. Although these assumptions clearly bound the range of possibilities, neither is
satisfactory.

An improvement to such extremes is employed by the TFRM. The TFRM employs an

approximate reserve margin calculation based on fitting results from a probabilistic LOLP
analysis for a variety of load duration curve shapes. This was done to avoid the calculation time

and complexity of performing actual LOLP analyses during the resource plan expansion process.

Specifically, an exponential equation defining a load duration curve and the relationship of the

peak to minimum load and slope was assumed. The utility used in the LOLP analysis consisted

of a conventional generation capacity mix representative of the United States mix of generation.
The generation mix consisted of 6000 megawatts (MW) of coal (24 units, each 250 MW, 0.963
availability), 2550 MW of nuclear (3 units, each 850 MW, 0.908 availability), 3600 MW of

combined cycle (24 units, each 150 MW, 0.945 availability), and 1350 MW of combustion

turbine (27 units, each 50 MW, 0.965 availability). 27 In this instance, the mix (in percent of

installed capacity) was approximately the following:

Coal 44 %
Nuclear 19 %

Combined cycle 27 %
Combustion turbine 10 %

A parametric analysis for LOLP was done with various peak to minimum load relationships

(from 0.4 to 1.0) and slopes of the load duration curve (to capture needle-peak effects). The peak
load was then adjusted, as needed, to determine the amount of capacity needed to satisfy a
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0.0002 LOLP. From these data, a correlation of reserve margin to load factor was calculated.

Specifically, the relationship used to represent the required value of modified reserve margin is:

r = 1 + .25 (An/A)2"7

where a is the utility's average load and A is the utility's peak load in kW. 28 This algorithm is
intended to substitute for and approximate an LOLP analysis. The correlation is not strong, but

was deemed adequate by Sandia because "For all of the load curve shapes we tried, when A
approached A,modified reserve margin, r, always approached 1.25, which was used as an upper

bound. ''29 As applied in the expansion algorithm, the net peak load (e.g., aider netting out the
intermittent resources such as wind by treating them as a negative load) is multiplied by the

modified reserve margin.

COMMENTS

As stated above, Sandia's approach to reliability for intermittent resources is an improvement

over approaches that either assume full capacity credit or no capacity credit for intermittent

resources such as wind. There are, however, some areas of concern in Sandia's approach

(several of which they have already noted in their description of the modeling process).

The first area of concern is the treatment of intermittent resources as negative loads. An earlier

review of the CEPC model, as noted by Sandia in Appendix B of volume IV, identified the

treatment of intermittent resources as negative loads as a possible concern due to the fact that
such treatment may overvalue intermittent capacity. Sandia performed some analysis that

verified this concern and demonstrated that over valuation is not an issue at up to 5 percent

penetration, but becomes significant at greater than 10 percent penetration. Although this

concern was addressed, and a possible fix suggested (page B-g), the issue still remains
unresolved in this model. It is all the more important to fully determine the cumulative error of

this type of approach on reliability and capacity expansion since the resource expansion plan

developed by this model incorporates almost 29 percent wind (by capacity) and 23 percent wind

(by energy). The resource plans developed using such an approach may underrepresent the
mount of combustion turbine capacity that needs to be added to the system, and thus

underrepresent the costs of a resource plan that incorporates a substantial amount of intermittent
resources.

A second area of concern is the assumption of the conventional generation capacity mix.

Although Sandia applied their results to a Pacific Gas and Electric (PG&E) load profile and

found the results fitted the curve, the whole calibration of the curve may be off from region to

region. This is because the conventional generation mix assumed is not representative of any

particular region, especially regions with substantial hydroelectric resources or conventional oil/
gas steam generation resources. The availability factors assumed for the representative utility are
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rather high (for a system as a whole), and the number of generating units is large. This could
tend to result in a bias toward lower reserve margins than appropriate for some regions. Further,
the resourcemix does notcontain any hydroelectricfacilities that are energy limited, which
could also resultin anunderstatementof neededreserve margins.

Finally, the reliability approachtaken by Sandia does not capture unit size and forcedoutage rate
characteristics of units added to the base generation mix. The unit size impacts would generally
tend to favor wind and some other intermittent resources that improve LOLP because of taeir
small unit size. Outage rate characteristics would generally tend to favor more conventional
resources than intermittentresources.

CONCLUSION AND RECOMMENDATION

Sandia's approach to reliability planningis creative and is an improvement over approaches that
either give no capacity credit or full capacity creditto intermittentresources such as wind.
However, there areweaknesses in the model that have beenidentified such as the treatmentof
intermittentrenewableenergyas negative load, the use of one conventional generating resource
mix to representall regions, andthe failure to capture unit size and outage characteristics. Some
of these weaknesses may offset others, but to what extent is unknown. Clearly,the model's
base-case runs show a significant penetrationof intermittent technologies (principallywind) that
borders on implausibility for an operational electric supply system. Therefore, it is
recommended that the following study be undertaken: test the built out resource plans from this
model against a detailed production simulation model and a detailed LOLP model. This will
help ascertainwhether Sandia's model captures the operational and reserve margin costs of high
penetrations of renewable resources.
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Chapter 6
TREATMENT OF RENEWABLES AND POLICY ISSUES

Samuel Baldwin
Office of Technology Assessment

U.S. Congress

GLOBAL PERSPECTIVE

Incorporating renewableenergy technologies (RETs) into utility planningand operationsraises a
varietyof issues, including:(1) the availabilityof the renewableresource;(2) the cost and
performanceof the RETand the potential to reduce its cost over time; (3) the dispatchabilityof
the RET;(,_)the transmissionanddistributionimpactsof the RET; and (5) the impactof various
policy instrumentson marketpenetrationby RETs.

Resources

Renewable energy resources varywidely across the United States. Overall,wind resources are
greatest in the belt fromNorthDakota to Texas and scatteredmountainor coastal areas in the
West and East;biomass resourcesaregreatestacross the easternhalf of the United States and
partsof the West; geothermalresourcesare primarilylimited to particular locations in the West;
hydroresourcesare largely in the West, butface increasingenvironmentalconstraints;and solar
resources are widely available butbest across the Southwest. Some of these resources are highly
site dependentand variable.

Cost and Performance

The cost of several RETsdroppedsharplyand performanceimprovedduringthe past l0-15
years. Wind electricity costs, for example, droppedby morethan ten times. Continuing
technological advances for these andother RETs (such as biomass) will furtherreduce costs. At
least as importantfor futurecost reductionsis realizingmanufacturingeconomies of scale and
learning.

Dispatchability

Geothermal is operatedas baseload,biomass and hydroare dispatchable,and wind and solar are
intermittent. Use of intermittent resources can offset fuel use by conventional generating
technologies; intermittentrenewableenergymayalso offset capacity,dependingon: (1) the
match between the renewableresource and the local utility loads -- such as solar matching
summerairconditioning demands;(2) the level of intermittent renewableenergy technology
(IRET)penetration into the gridw high levels of penetrationtendto saturate their potential
capacity credit;(3) geographic diversityn gatheringrenewableenergyover a large area may
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moderate local fluctuations (butmay increasetransmissionand distribution[T&D]
requirements);(4) the correlationbetweendifferentrenewableenergyresources- wind and
solar,for example,may complement eachother in some areasand help providecapacityvalue.

Transmission and Distribution

Renewables have mixed impacts on T&D requirements. Renewablessuch as geothermal,
biomass, solar thermal, andwind are generallyrelatively largeinstallations(typically 10 to 100
MW or so) and areoften located at a distancefrom populatedareas. Consequently,these
systems will often requirelong, high powerT&Dextensions to carrypower to the utility grid. In
contrast,small scale renewablessuch as PVs or dish-stifling can potentially be widely dispersed
within the utility service areaand may then be able to reducepeak loadingwithin the T&D
system.

POLICY TOOLS

A variety of policy instrumentsare in use or arebeing considered or discussed as meansof
encouragingmarket penetrationby RETs. These includethe following:

• Tax policy
- Accelerated depreciation
- Investment tax credits
- Energy production tax credits
- Property taxes
- Externality taxes

• Green policies
- Green pricing
- Green competitive set-asides
- Green rates-of-return to utility investors

• Miscellaneous policies

It would be useful to understand the impact of these and other policies on: RET capacity
expansion, electricity generation, emissions, ratepayer costs, tax revenues, and other factors.

TFRM DESCRIPTION AND RECOMMENDATIONS

The TFRM addresses each of the above considerationsat varying levels. Dispatch and capacity
expansion are discussed in Chapters 3 and 4 of this report.
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Resources

The TFRM does an excellent job of characterizing(and documenting)various renewable
resources,parameterizingthem, and recognizing their limitations. The parameters may need
some revision, however. Biomass resources, for example, may be somewhat largerthan those
estimated here. The referencecapacity for biomass is 56 GW or about 4 exa joule (EJ).3°
Modeling currentlyunderway at the University of Tennessee to develop regional biomass supply
curves for energy crops suggests a potential of perhaps 15EJat costs under $2.50/giga joule
(G.I). Crop productivitywill likely increase significantly over time, which will increase the
resource base and lower these costs. Such changes appear to be easily incorporatedin the model
as new resource data becomes available.

Cost and Performance

Cost and performance projections seem reasonableoverall butmay also need some revision in
particularcases. Wind capital costs, for example, are now well below the value generated by the
parameters listed in Table9 of Volume IlI. Technology costs also appear to have been set
independentlyof market growth. This ignores the potential for capturing economies of scale and
learning. Future implementationsmight modifythe current time drivencost and performance
improvements with consideration of the cumulative production volume through a learning curve.

T&D

TFRM does not really address T&D. Future implementationsmay want to consider T&D issues
generally, as well as the T&D-specific nature of various renewable energy technologies, varying
from long distance T&D for large biomass or wind power plants to the distributed utility
concept.

Policy

The TFRM can addressa varietyof policy issues, including depreciationschedules, investment
tax credits, production tax credits,propertytaxes, externality taxes, green policies, and others.
Incorporating the impact of changes in these policies on tax revenues would also be helpful.
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Chapter 7
STORAGE

James Gruhl
Gruhl Associates

MODEL DESCRIPTION

As stated in the documentation:

The use of storage is optimizedto minimize the utility's operatingcost. The general rule
is that the operating cost of the source displaced must be greater than the operating cost,
divided by storage efficiency, of the sourceused for recharge. To optimize storage use,
the module arrangesthe net hourly loads for a single day from largestto smallest?I The
load pairs are checked in order,using assumed marginal costs of energy in the two pairs.
If storagemakes economic sense, given the inefficiency, then it is performed. This
process is nearly, but not entirely, optimum?:

it is not optimum because it requires integerhours of pumping and discharge.

SENSITIVITY RUNS

Unfortunately, in the comparative model runs between the TFRMand the REP model, the
storage was set to zero because the REPdoes not handle storage• Table 7.1 shows the results of

a sensitivity run that was conducted to see the effect of allowing for storage competition in the
model.

Table 7.1 Dispatch Results for Region VI (Southwest) Storage Runs:
2015 and 2030 (all Figures in KGWhr)

Gas
Combined Gas Photo- Solar Bio- Geo-

Sensitivity Run Year Coal Cycle Turbine Wind voltaic Thermal mass thermal

Baseline 2015 440 119 0.3 62 0.0 0.1 1.0 0.0
2030 624 53 6.0 234 0.3 1.0 18.0 0.0

Storage 2015 440 119 0.3 62 0.0 0.1 1.0 0.0
Option 2030 612 63 8.0 234 0.3 2.0 18.0 0.0

Note: See AppendixB for a descriptionof sensitivityruns.
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The decreasein the use of baseloadcoal is counterintuitive,as is the increase,especially, of the
peakinggas turbines. The cumulativecapitalcosts andthe cumulative operatingcosts arehigher
in this storage scenario,leading to some questionaboutwhy it was built.

CONCLUSIONS

In the comparisonof the TFRM with EGEAS, the TFRMbuilds about80 percentmorepumped
storagein the year2006 but is about 10 percentlowerby the year2012.33 This shouldbe
consideredto be a bias in favorof buildingstoragein the near term.

Storagemay not be an importantissue to get correct if the questions revolve around renewables.
However, there aretwo indicationsfromthe storagemodel run that storagemay not be handled
properlyin the model. With the use of storage,the decrease in the use of baseloadcoal is
counterintuitive,as is the increase,especially, of the peakinggas turbines. The modelershave
looked at this and determinedthat this behavioris appropriatesince, given the numbersin the
trial run,coal is competitive with combinedcycle at capacityfactorsas low as 25 percent.
Hydro-storageis addedin the storagescenariothatwas run,but the cumulativecapitalcosts and
the cumulative operating costs are higher,leadingto some questionaboutwhy it was built. The
explanationfor this problemseems to come fromthe fact that, althoughnot optimal in the
currentyear, storageis economic inthe long-termaverage. It is impressive that the model can
capturesuch subtle concepts.
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Chapter 8
Financial and Regulatory Issues

Edward Kahn
University.Wide Energy Research Group

University of California, Berkeley

MODEL DESCRIPTION

The TFRM uses levelized constantdollarcosts basedon ratebase regulationeconomics for
investor-ownedutilities to characterizethe institutionalsetting in which costs are incurred,and to
trackscenariocosts. Levelized costs includeboth capital-relatedcosts and operatingcosts. This
approachincorporatestaxes (andtax credits), financing,depreciationand inflation into the
analysis. The utility is treatedas a business firm that pays taxes on profits and can deduct
interestexpenses, depreciation,and operatingcosts fromtaxable income.

The mechanicalproceduresfor performingthese calculationsarewell known andreasonably
standardized.The TFRMdocumentationreferencesthe ElectricPowerResearchInstitute's

Technical Assessment Guide (1991).34Regional andcorporatevariationin depreciationandtax
accounting proceduresare to be expected,butthey are probablysmall effects.

There are two largereffects. One is the differencebetween investor-ownedutilities (IOU) under
ratebase regulationandpublicly owned utilities (POU). The second is the difference between
utility ownership and privatepowerfinance,or non-utilitygenerator(NUG) ownership.

IOUs have a substantiallyhighercost of capitalthan POUs. This is due to the availability of tax-
exempt financing for POUsand their all debtcapitalstructure,compared to the IOU requirement
of common equity capitalsubject to income taxes andhighercost corporatedebt. The difference
in cost of capitalcan easily be 50 percent?s By modeling the capital cost component of levelized
cost in the IOU framework,these models createanupwardbias industry-wide. Approximately
75 percentof the electricity industryis representedby IOUs, so this is not a very large effect.

The differencebetween NUG andutility finance is probablymoresignificant. NUGs use project
finance structurein mostcases. This means that there is no financialrecourseto any corporate
entity, and the projectsmust havepositive cash flow when they begin to operate. There is
probablynot a large differencein the capitalcharges between a NUG projectfinance structure
and the corporateframework. The NUGs probablyhavea slightly lowercost of capital than
IOUs, buttypically face larger amortizationburdens. The cash flow implicationsof these
differencesresult in approximatelyequalcapitalcharges. Theremay be, however, a bigger
difference in risk-bearingpotential. The viability of project finance structuresare very sensitive
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to revenue uncertainty. Because the amount of debtthat projects can bear is limited by the fixed

debt service obligations, uncertainty in revenue may mean that such financing will not be
available.

The principleuncertainty for renewableenergy technologies at the financing stage is technology
performance. This is not accounted for in the TFRM.
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Chapter 9
ENVIRONMENTAL EFFECTS

Chris Marnay
Center for Energy Studies

University of Texas

GLOBAL PERSPECTIVE

The inclusion of environmental effects in variousproductioncosting and utility planning models
reaches one of three levels.

At the first level of implementation,the model does no more than keep track of estimated
environmental insults. Emissions areusually basedon simple emissions factors but a functional
representationis often used forpollutantswhose creation varies nonlinearly with output, such as
NOX. Since productioncosting can be considereda simple accounting exercise in which the
primaryfunctionof the model is to keep track of the numerousdetails of power system
operationsthat must be taken into account in planning,environmental accounting readily fits into
this generalframework.The environmentalconsequencesof utility operations are tracked along
with the other effects. Most production-costmodelstoday can at least estimate airemissions of
SO2,NOX, and VOC's, and often CO2.Trackingof other environmentaleffects, such as land
use, is less common.

At the second level, emissions are notonly tracked,but are recognizedas constraintson
generation. The constraintshave two common forms. The first is the capability to tax pollution,
usually throughthe inclusionof a simple adderto generationcosts. The second form attempts to
replicate actualemissions regulations.Forexample,certainpollutants are subject to emissions
ceilings, either within a geographicalboundaryor over a time period. These are reallimits that
change the way utilities operate and shouldbe representedin models.

At the third level, models can be built that simulate operationsunder environmentalas well as

economic objectives, or undera combination of the two. Dispatch can be simulated as SO2
emissions minimizing, for example. Whilesuch simulation may sound unrealistic,a total
environmentaldispatchcapability is often a useful tool in policy analysiswhere the question
often being asked is of the form,what is the maximumpossible effect of this proposedpolicy
instrument.The most commonly used production-costmodel in the industry,PROMOD III®, a
product of EnergyManagementAssociates, incorporatessuch an environmentaldispatch
capability for the majorair pollutants.
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CEPC AND ENVIRONMENTAL EFFECTS

The CEPC module does not appear to track environmental effects in any consistent or
comprehensive fashion. Normal consideration of environmental effects is only at the first level
above, although Sandia did conduct the carbon tax case (see Appendix B), which would be at the
second level.

Results

Simulations. The CEPC was used in the 4 carbon tax policy cases requestedby the panel.
The results reported are reasonable and consistent.

Recommendations. The scant implementation of environmental effects is clearly an area of
major deficiency in the model. Not only are environmental objectives increasingly important in
making policies, but given the renewables focus of the models, environmental considerations
should have major prominence. More specifically:

(1) The documentation contains virtually no mention of environmental effects. The
documentation should be expanded to discuss environmental issues and offer the
user guidance on model use.

(2) The model should reportemissions of at least the criteria airpollutants and permit
the use of addersor taxes on emissions of all those pollutants. Given the impor-
tance of land use concerns for some renewables,these effects also should be
tracked.

(3) The model should be enhanced to ensure that the SO2emissions ceilings of the
Clean Air Act restrictions cannot be exceeded. This may at first be possible only
region by region, but the ceilings cannot be ignored.

38



APPENDIX A



Appendix A
COMMENTS ON MODEL TEST RESULTS AND COMPARATIVE RESULTS

Following is a commentaryon the results fromthe specified scenariosand cases that were run
with Sandia's TFRM and PERI's REPmodel.

SCENARIOS

Based on a quick examination of the results, eachmodel by itself appearsto be performing
reasonablyrelative to the base case. Forlower gas priceforecasts, the mount of combinedcycle
and combinedturbine(CT) installedgenerationincreases, while coal and wind decrease in the
Sandia model. In PERI'smodel, the changes in installedgeneration wererathermuted. Installed
coal resourcesdecreasedand combinedcycle capacity increased,as expected. However, CT
capacity remainedessentially the same, and wind capacity increasedslightly. Iwould have
expected greaterchanges in installedcapacity in PERI's model in response to the change in gas
prices. Forhighercost of capital, both models illustratethe impacton the higher capital cost
plants by showing a reductionin coal, wind and solar, and slight increasesin the installed
capacity of combinedcycle and CTgeneration.

A comparisonof the results between models, however, raises some significant issues that need to
be resolved beforeREP, for example, can workas a screeningmodel for TFRM. The most
significant issue is that each model builds out resource plansthat differby 30 percent or more in
installedcapacity. And, within a given case or scenario,the installed capacities of the
technologies differsubstantially. Forenergygeneration,the differences are less than 5 percent,
although the technologies vary substantiallybetween the models.

Conclusion

The outputof the Sandia TFRM appearsresponsive to changes in the key parameters of fuel
priceand capitalcost. However, the response,as measured by changes in the resource mix,
appearsexaggerated. The outputof PERI'sREPmodel is also responsive butappears mutedin
its response. While time does not permita detaileddiagnosticto be runon the inter-model
results, the results suggest that more developmenton the reliability/capacityexpansion
algorithmsis warrantedbefore these models can be relied uponto supportpolicy development
for renewableenergytechnologies. Unless the reliability and expansion algorithms are
standardizedfor each model, the models are unlikely to complementeach other.

POLICY RUNS

Both models respondedreasonablyto the specified policy runsfor load growthsensitivity. It is
unfortunatethat cross model comparisonsare not possible for these cases, since Sandia used
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Region VI (Southwest) data and PER/appears to have used data that aggregated all 10 regions.

For the high growth case, such a comparison might have further highlighted the need for a more

standardized reliability and expansion algorithm to be used by each model.

With respect to policy runs on carbon taxes, Sandia's model appears to respond reasonably as

measured by changes in the resource mix. Of continuing concern, however, is the absolute

mount of intermittent resources (e.g., wind) included in the resource mix. The amount appears
excessive when considered from a system operation and reliability perspective. PER/'s model

behaves similarly but does not have excessive amounts of intermittent resources in the mix.

PER/also appears not to have constrained nuclear development, which increases in the high
carbon tax scenario as expected.

MODEL-SPECIFIC RUNS

Sandia's model-specific runs were: (1) a solar accelerated-cost reduction case; (2) a storage
competition case; (3) a 30 percent reduction in load variability case; and (4) a 30 percent increase

in load variability case. Performance of the model appears reasonable for all cases with the

continued exception of wind. The percentage of wind in the resource mix remains unreasonably
high from a system operation perspective. However, this is not a criticism of the performance of

the models under these model-specific runs.

PERI's model-specific runs were: (1) EAR/FAR tests; 36(2) Risk Premium tests; (3) Grid Limit
tests; (4) Transmission and Distribution Costs tests; (5) Manufacturing Capability tests; and

(6) manufacturing scale economies for renewable energy technology equipment tests.

REP performed sensitivity runs on the FAR parameter. The tests consisted of changes in the
shape of the curve from the hyperbolic function in the base case to two extreme linear cases. In

test case one, market acceptance is zero whenever the renewable energy cost is equal or greater

than the conventional alternative and becomes 100 percent when renewable energy is
less expensive. In test ease two, by contrast, the linear relationship is stretched out so that 50/50

market share is achieved when costs are equal, zero occurs when renewable costs are twice those

of conventional, and 100 percent when renewable costs are half those of conventional.

The results of these tests are more significant in the intermediate years than in the final years of

the simulations; that is, changes in the FAR representation affect the timing of additions more

than ultimate market share. Test case one shows substantially lower market penetration for wind

turbines in the years 2000 and 2005 than either the base case or the test ease two. By 2010,

however, a large increase occurs, followed by an even larger one in 2015. PER/argues that part
of the large delayed effect in test case one results from the interaction of technology progress
over the time period with the retarded early penetration; there are more attractive resources left
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for new efficient technology in this case than in the other two. 37 Test case two shows much

slower and more even market penetration than either case one or the base case. The base case

also has something of the bang bang technology adoption logic illustrated in the extreme by test
case one.
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Appendix B
TASK DESCRIPTION FOR

RENEWABLE ENERGY MODEL REVIEW

The following describesthe supportworkto be completed by Sandia National Laboratories(SNL)
and Princeton Economic ResearchInc. (PERI). These tasks fall into three basic areas:

(1) Standardizedmodel runs to compare model compatibility

(2) Policy model runs to gauge model sensitivity to various policy variables

(3) Model specific runs to captureunique model attributes

Base case: unless otherwise stated, the base case is defined as 3 percentannual increase in the real
price ofoil and gas, 0 percent annual increase in the realprice of coal, 6.1 percentcost of borrowing,
2.5 percent annual growth in demand, and the same efficiency improvements for PETs and
conventionals.

STANDARDIZED MODEL RUNS

The standardizedmodel runs are for the purpose of comparing the model output of the PERI and
SNL models with each other. To the extent possible, the PER1and SNL runs must use identical
assumptions, data, time periods, discount rate, and model features. Unless otherwise stated, this
standardization will occur through discussions between SNL and PERI, and this standardization
will be documented.

The model will compare three scenarios:

(1) Base case

(2) Reduction in oil and gas real price increase to 1 percent per annum (0 percent for
coal)

(3) Increase in the cost of capital (cost of borrowingassumptions 6.1 percent from base
case to 10 percent for scenario)

These threescenarios will be examined underthe following restrictions:

(1) Simulation of Region VI data only (Southwest)

(2) Technologies limited to wind, solar thermal, biomass, photovoltaic (PV), coal,
combined cycle, and gas turbine (assume nuclear capacity unchanged throughout
scenario)

(3) Assume same efficiency improvementsin conventionals and RETs duringperiod of
analysis
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These results will be reported in the following format:

(1) Capacity and generation will be reported by technology by cumulative megawatts and
gigawatt hours.

(2) Time period of analysis will be 1992 to 2030.

(3) To the extent possible, graphics will be used to report results (with data tab backups).

(4) If possible, report the constant dollar cost of capacity expansion and operation by
technology.

The results of these model runs will be delivered to ORISE no later than December 8, 1993. ORISE

will distribute the results to the panelists and DOE.

POLICY RUNS

The policy runswill not requirethePERI and SNL models to standardizeassumptions, parameters,
etc., limit technologies, regions or othervariables. These runsare to test the model sensitivity to
variouspolicy variablesusing the full powerof the models.

The following two policy issues will be examinedandcompared to a base case (base case assumes
zero carbon tax):

(1) Carbon tax: Thecarbontax analysiswill consistof four scenarios?s Thekey variables
to be evaluatedare ratepayercost, cost to the FederalGovernment,andannualcarbon
emissions (in shorttons). The four scenariosare:

A. Carbon tax $25 perton carbon (C) in 2005 (no surprise)

B. Carbontax $25 perton C in 2005 (surprise)

C. Carbontax $200 per tonC in 2005 (no surprise)

D. Carbontax $200 per tonC in 2005 (surprise)

(2) Comparisonto base case of assumptions that demand growth is A) 1 percent per
annum, B) 4 percentperannum.

The reportingformatwill be the sameas forthe standardizedmodelruns. Resultsare to be delivered
to ORISEno later than December 15, 1993 fordistributionto DOE andpanelists.

48



MODEL-SPECIFIC RUNS: PERI

Using theirjudgementregardingdatavaluesand assumptions,PERIwill examinethe sensitivity of
their model to the following variables:

EAR/FAR

risk premium

grid limit

transmissionand distributioncosts

manufacturingcapacityfor RETequipment(quantity)

manufacturingscale economies for RETequipment(cost)

In addition,PEKI is invited to providethe panel with informationregardingtheir model's "best
trick," i.e., counterintuitiveresultsthatcan be explainedby model logic; innovative approachesto
problems,etc.

There is no standard format for reporting the results of these runs; however, the results of the
sensitivity analysis should be summarizedfor the panel (graphics with backuptabs preferred).
Results are to be deliveredto ORISEno laterthan December 15, 1993 for distributionto DOE and
panelists.

MODEL-SPECIFIC RUNS: SANDIA

Using theirjudgmentregardingdatavaluesandassumptions,Sandiawill examine the sensitivity of
their model to the following scenarios:

(1) Comparisonrunswith andwithout storage

(2) Comparisonof changes in load durationcurve:

A. Leveling of loaddurationcurve

B. Accentuationof load durationcurvevariability

(3) Model sensitivity to changes in the capitalcosts of renewable energy technology

In addition, Sandia is invited to provide the panel with informationregarding their model's "best
trick," i.e., counterintuitiveresults that can be explainedby model logic; innovative approachesto
problems,etc.
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Thereis no standardformatfor reportingthe results of these runs;however the results of the above
analysisshould be summarizedforthe Panel (graphicswithbackuptabspreferred). Results are to
be deliveredto ORISEno later than December 15, 1993 for distributionto DOE and panelists.
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Appendix C
Comments on the Panel's Review

From Mike Edenburn, Sandla _latlonal Laboratories
February 14, 1994

The panel has done an excellent job of understanding and communicating the TFRM model's
strengthsand weaknesses. In general,thepanel's findings andrecommendationsarevery
constructiveand valuable. In this appendixwe will comment on some of the review's findings
and recommendations. These commentsare intendedto provideclarificationon the model's
presentor futurecapabilities.

GENERAL

Input to TFRM is not user friendly. We would like very muchto make the model muchmore
user friendly,and this will notbe difficult. Ultimately, it is possible that input to the model can
be menu driven.

The review suggests that a differentregion definitionmay be better than ten federalregions. The
model has no inherentpreferencefor using a particularregionalbreakdown. A new breakdown
would requiredeveloping new dataand findinga new namefor the model.

The review indicates that it will be helpful to have more informationfrom the model such as
operatingcosts, consumerprices,peakdemands,energydemand,limiting constraints, etc. We
can add the capabilityfor some of these parametersdirectly to the model and otherscan be
generatedby a post processor. For the trialruns,we developed a post processorwhich listed
annualcarbon emissions, carbon tax revenue,capitalcost, operatingcost, and changes from the
baseline case. Doing the same for other parametersis relatively easy.

DEMAND AND LOAD

The review recommends that the model develop a capability to endogenously alter the load curve
to account for price elasticity or other factors. Thiswould be relatively easy to do. We can add
the capability to adjust loadsannuallybased on time or any parametercomputedin the model
such as electricity cost. Ifelectricity price(instead of cost) is desired,algorithms can be
developed to calculate price from costs.

CAPACITY EXPANSION

Ourmethod of selecting a new storagecapacityto install was apparentlynot clear. Storage is
treated the same as an intermittentrenewable. We guess an initial capacityand use a search
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procedure to find the capacity, which results in a minimum-cost system. If we have wind,

photovoltaic, solar thermal, and storage, the search is four-dimensional. Storage is one of the
four dimensions.

The review suggested that the model should include repowering. We believe that adding

repowering, which keys off of retiring plants, will be tricky but possible.

The model does not currently consider transmission and distribution. The cost of transmission

and distribution can be easily added if it is a fixed value for each generation technology. If it

varies from location to location, we may be able treat it through the logit apportionment, which

allows for price diversity.

Our optimization search for new intermittent source capacity is not immune to local minimums.

We may be able to make it less immune at the expense of added computation time. Local

minimums are theoretically possible, but we do not know if they are a significant problem in
TFRM.

DISPATCH AND PRODUCTION COSTING

There was some misunderstanding about grid limits. The model does not use grid limits. For the

case runs, we used a 20 percent growth limit for renewables. Added new capacity was allowed
to increase by 20 percent every year over the previous largest capacity addition. This was done

to represent limits to manufacturing expansion. Except for renewable growth rate limits,

economics and generation characteristics determined capacity expansion results, not constraints
or ratios. TFRM's optimization method is not inherently constrained by limits, as are many

methods that depend on searching boundaries.

The review suggests that seasonal fuel costs be investigated. We can investigate the importance

of seasonal fuel costs with tools developed to evaluate our dispatch algorithms. Adding a
seasonal capability to the model would require performing four dispatches where we presently

perform one. It would require significant computation time, and consequently, reduce the
model's effectiveness as a policy analysis tool.

RELIABILITY

We do not capture unit size related to reliability, but we do try to capture outage characteristics.

All dispatchable plants have a forced outage rate which enters into our reserve margin

calculation. We do this by basing our reserve margin for net peak load on derated capacity (not
the standard definition of reserve margin). If we calculate a reserve margin of 10 percent, the

real reserve margin will be higher (maybe 20 percent) depending on the forced outage rates for

the dispatchable sources. We based our reserve margin on a standard utility. If the dispatchable
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capacity composition in a region is much different than the standard, our reserve margin may be
in error.

The TFRM model computes capacity value inside the model, not outside. It is not a specific

calculation but is an inherent result of treating intermittent generation as a negative load and
meeting the net load with dispatchable capacity.

Reviewer comments imply that treating intermittent generation as a negative load overstates the

capacity value of an intermittent source. If the load data and intermittent generation data both

contain a statistically representative sample of long-term data, treating intermittent generation as

a negative load will not overstate capacity value. Capacity value is overstated when we try to

reduce the data to a smaller set which is too small to be statistically representative. The problem
is using too small a data set, not treating intermittent generation as a negative load. Of course,
using a small data set reduces computation time.

We use a single meteorological site (except for region IX wind) to get a time dependent

intermittent source generation profile for the whole region. This will overestiJnate capacity value

if the site has a better-than-average correlation with the load, and it will undelestimate capacity

value if the site has a less-than-average correlation. In our data, there are m_y near peak load
points. The intermittent generation values associated with each load point are somewhat random

because they were derived from meteorological data which is somewhat random. We believe

that our data selection process incorporates sufficient randomness to avoid greatly overestimating

capacity values. Modest overestimates or underestimates, however, are likely.

Our data selection process uses some averaging, which will give a systematic overestimate of

capacity value for an intermittent source. We have attempted to quantify this overestimate in

Appendix B of the CEPC report (Volume IV). We estimate, based on a test case, that limiting

data to 3 days per month results in overestimating capacity value by 15 percent when rated

power for the intermittent source is 25 percent of peak load (this is a large penetration). We
believe that a 15 percent overestimate at high penetration is acceptable and much better than for

previous policy analysis tools, which assume capacity value is either 0 percent or 100 percent. If

15 percent is not acceptable, for the application being considered, our data selection process can
be modified to reduce the error at the expense of increasing computation time.

TREATMENT OF RENEWABLES

The review points out the importance of using production volume feedback to determine cost and

performance improvements for renewables. We agree. We believe that tying renewable cost to a
production level is important and relatively easy to do.
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The review apparently missed our documentation for decay of site quality (resource depletion),
which is described in our TFRM document (Volume III). In that document, we cover wind,

geothermal, and biomass. We do not model resource depletion for photovoltaics or solar thermal

because the solar resource is wide spread. This may change if transmission and distribution
concerns cause us to look for sites near loads.

STORAGE

The review stated that the decrease in base capacity, when storage is added, is counterintuitive,

and indeed it is. This was explained in the notes accompanying the storage-case results. For the

cost parameters we used, coal is competitive with combined cycle at capacity factors as low as

25 percent (we do not normally expect coal to compete at such low capacity factors). Storage

levels the load duration curve and reduces the total capacity associated with a capacity factor
above 25 percent. Hence, when storage is added, coal capacity decreases. This is consistent
with the circumstances found in the trial run.

The storage case appears to have higher cumulative costs than the base case, which evokes the

question of why the model elected to install storage. The costs printed out are current costs. The

decision to add storage (or any other capacity) is based on future levelized capital and operating
costs. It is quite l_ossible that adding storage increases current costs in the near term but will

decrease future costs. Since storage is added in the last 15 years of the trial case, cost savings
may not show up. It is not clear that the model is in error; nor is it clear that it is correct.

Checking it more thoroughly is a reasonable thing to do.

FINANCIAL AND REGULATORY ISSUES

The review points out the differences among IOUs, POUs, and NUGs. The test runs of TFRM

did not specifically account for their differences. We believe that most of the differences

between IOUs and NUGs can be accommodated in the economic processor by assigning

different economic parameters to the same technology. For example, the model may consider an
IOU combined cycle plant with one set of economic parameters to compete with a NUG

combined cycle plant with another set of economic parameters. The two types of plants are

considered to be separate technologies. Since these differences can be handled by increasing the
number of competing te,:hnol,3gics, computation time will increase. The model does not

specifically handle POU5 and IOUs at the same time because regions are not divided into a POU

part and a IOU part. If we conclude that POUs must be treated separately, regions can be divided
into IOU and POU subregions at the expense of greater computation time.
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ENVIRONMENTAL EFFECTS

The review implies that TFRM can handle carbon emissions and taxes but not other emissions.

The model can handle any quantifiable emissions or taxes on emissions. Carbon was the
example used to demonstrate the model's capabilities. The model does not presently consider

emission ceilings. The idea of using surrogate taxes to approximate a ceiling may work. The
model does a minimum cost dispatch, not an environmental dispatch; however, if operation taxes

or costs are added for emissions, the model will adjust the merit order to disfavor emitters.

The carbon generation numbers we used for the test cases do include fuel production. We did
not include construction carbon, but can if it is important.
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ENDNOTES

1. Energy Information Administration, U.S. Department of Energy, Annual Energy Outlook
1993 With Projections to 2010, DOE/EIA-0383(93) (Washington, DC: U.S. Department of
Energy, 1993), p. 4.

2. See Sandia National Laboratories Strategic Technologies, "Tools for Renewable Energy
Policy Analysis" Draft Report SAND92-2558, 5 volumes, (Albuquerque, New Mexico:
Sandia National Laboratories, 1993).

3. For detailed documentation, see Sandia National Laboratories, "Tools for Renewable

Energy Policy Analysis," volumes III and IV.

4. EGEAS is the Electric Generation Expansion Analysis System, a product of Stone and
Webster, Inc.; PROVIEW® is a proprietary product of Energy Management Associates.

5. See Electric Power Research Institute, Electric Generation Expansion Analysis EPRI EL-
2561 (Palo Alto, CA: Electric Power Research Institute, 1982).

6. Sandia National Laboratories, "Tools for Renewable Energy Policy Analysis," volume IV,
Appendix B.

7. Ibid, p. B-10.

8. Ibid, Appendix D.

9. Sandia National Laboratories, "Tools for Renewable Energy Policy Analysis", volume V,
p. 39.

10. See Sandia National Laboratories, "Tools for Renewable Energy Policy Analysis,"
volume I, Overview.

11. Sandia National Laboratories, "Tools for Renewable Energy Policy Analysis," volume V,
p. 39.

12. Sandia National Laboratories, "Tools for Renewable Energy Policy Analysis," volume IV,
Appendix B.

13. Sandia National Laboratories, "Tools for Renewable Energy Policy Analysis," volume III,
pp. 3-4.

14. Please see Chapter 8 for discussion of this point.
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15. See Sandia Laboratories, "Tools for Renewable Energy Policy Analysis," volume IV,
Appendix B.

16. The capacity expansion module has also been validated with the Sherali method in Sandia
National Laboratories, "Tools for Renewable Energy Policy Analysis, volume IV,
Appendix C. See also H.D. Sherali, "A Feasible Direction Algorithm for a Capacity
Expansion Problem", European Journal of Operational Research, volume 19 (1985), pp.
345-61.

17. The documentation references a "pattern search" procedure. See K.A. Haskell and R.E.
Jones, Brief lnstructions for Using the Sandia Mathematical Subroutine Library (Version
7.2) (Sandia National Laboratories, 1978).

18. Sandia National Laboratories, "Tools for Renewable Energy Policy Analysis," volume IV,
page B-2.

19. Sandia National Laboratories, "Tools for Renewable Energy Policy Analysis," volume III.

20. Sandia National Laboratories, "Tools for Renewable Energy Policy Analysis," volume IV,
pp. 5-10, and Appendixes.

21. Ibid, Appendix B.

22. lbid, Appendix B, p. B-10.

23. 1bid, Appendix B.

24. Sandia National Laboratories, "Tools for Renewable Energy Policy Analysis," volume V,
p. 39.

25. See Harry G. Stoll, Least-Cost Electric Utility Planning (New York: John Wiley and Sons,
1989), p. 322.

26. See Sandra Burns and George Gross, "Value of Service Reliability," in IEEE Transactions
on Power Systems, volume 5, number 3, August 1990.

27. Personal communication with Michael W. Edenburn of Sandia National Laboratories,
December 1993.

28. Sandia National Laboratories, "Tools for Renewable Energy Policy Analysis," volume IV,
p. 12.

29. Personal communication with Edenburn.
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30. Sandia National Laboratories, "Tools for Renewable Energy Policy Analysis," volume III,
Table 7.

31. Sandia National Laboratories, "Tools for Renewable Energy Policy Analysis," volume IV,
p. 6.

32. Ibid.

33. Ibid, Appendix D.

34. Sandia National Laboratories, "Tools for Renewable Energy Policy Analysis," volume III,
p. 14.

35. Suppose the IOU had 50 percent equity and 50 percent debt in its capital structure, and that
the cost of equity capital were 11 percent and the cost of debt were 8 percent. This would
give a weighted cost of capital of 9.5 percent. The income taxes on common equity, both
state and federal might be 40 percent, w_fich would add 2.2 percent, for a total cost of 11.7
percent. By contrast tax-exempt bonds sold by POUs might cost 7 percent. If the IOU had
less equity and more debt, the difference would be smaller.

36. EAR (economic attractiveness ratio) summarizes the relationship of costs of renewable to
conventional technology; FAR (Financial Acceptance Relationships) is a parameter to
incorporate financial risk.

37. Memorandum from Frank Brock and Tom Schweizer of Princeton Economic Research

Inc., December 21, 1993 p. 6.

38. "Surprise" implies that the tax was implemented without a lead time; "No Surprise"
implies that the utilities were aware in 1993 of a carbon tax taking effect in 2005.

61



REFERENCES

Bums, Sandra and George Gross, "Value of Service Reliability," in IEEE Transactions on Power
Systems, volume 5, number 3, August 1990.

Electric Power Research Institute, Electric Generation Expansion Analysis, EPRI EL-2561,
(Palo Alto, CA: Electric Power Research Institute, 1982).

Energy Information Administration, U.S. Department of Energy, Annual Energy Outlook 1993
With Projections to 2010, DOE/EIA-0383(93) (Washington, DC: U.S. Department of Energy,
1993).

Haskell, K.A. and R.E. Jones, Brief lnstructions for Using the Sandia Mathematical Subroutine
Library (Version 7.2) (Sandia National Laboratories, 1978).

Johansson, Thomas B., et al. (eds.) Renewable Energy: Sources for Fuels and Electricity
(Washington, D.C.: Island Press, 1993).

Sandia National Laboratories Strategic Technologies, "Tools for Renewable Energy Policy
Analysis" Draft Report SAND92-2558, 5 volumes (Albuquerque, New Mexico: Sandia National
Laboratories, 1993).

Sherali, H.S., "A Feasible Direction Algorithm for a Capacity Expansion Problem", European
Journal of Operational Research, vol. 19 (1985), pp. 345-361.

Stoll, Harry G. (ed.), Least-Cost Electric Utility Planning, (New York: John Wiley and Sons,
1989).

Wood, Allen J. and Bruce F. Wollenberg, Power Generation Operation and Control (New York:
John Wiley and Sons, 1984).

63



m m
I I




