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Computational Physics and Applied Mathematics 
Sel f-Assessment Report 

Stephen Lee (CCS), Francis Alexander (1ST-OFF), Stephan Eidenbenz (CCS), 
Timothy Gennann (T), Dana Knoll (T), Robert Lowrie (CCS) 

Los Alamos National Laboratory 
June 8-10, 2010 

1.0 Introduction 
Los Alamos National Laboratory will review its Computational Physics and Applied 
Mathematics (CPAM) capabilities in 2010. The goals of capability reviews are to assess the 
quality of science, technology, and engineering (STE) perfonned by the capability, evaluate 
the integration of this capability across the Laboratory and within the scientific community, 
examine the relevance of this capability to the Laboratory's programs, and provide advice on 
the current and future directions of this capability. This is the first such review for CPAM, 
wbich has a long and unique history at the Laboratory, starting from the inception of the 
Laboratory in 1943. 

The CPAM capability covers an extremely broad technical area at Los Alamos, 
encompassing a wide array of disciplines, research topics, and organizations. A vast array of 
technical disciplines and activities are included in this capability, from general numerical 
modeling, to coupled multi-physi~s simulations, to detailed domain science activities in 
mathematics, methods, and algorithms. The CPAM capability involves over 12 different 
technical divisioDs and a majority of our programmatic and scientific activities. To make this 
large scope tracrable, the CPAM capability is broken into the following six technical 
"themes." These themes represent technical slices through the CPAM capability and collect 
critical core competencies of the Laboratory, each of which contributes to the capability (and 
each of which is divided into multiple additional elements in the detailed descriptions of the 
themcs in subsequent sections), as follows. 

• 

• 

• 

• 

• 

Theme J: Computational Fluid DynamiCS. This theme speaks to the vast array of 
scientific capabilities for the simulation of fluids under shocks, low-speed flow, and 
turbulent conditions - which are key, historical, and fundamental strengths of the 
Laboratory. 
Theme 2: Partial Differential Equations. The technical scope of this theme is the applied 
mathematics and numerical solution of partial differcntial equations (broadly defined) in 
a variety of settings, including particle transport, solvers, and plasma physics. 
Theme 3: Monte Carlo. Monte Carlo was invented at Los Alamos. This theme discusses 
these vitally important methods and their application in everything from particle 
transport, to condensed matter theory, to biology. 
Theme 4: Molecular Dynamics. This theme describes the widespread USe of mo lecu lar 
dynamics for a variety of important applications, including nuclear energy, materials 
scieDce, and bio logical modeling. 
Theme 5: Discrete Event Simulation. The technical scope of this theme represents a class 
of complex system evolutions governed by the action of discrete events. Examples 
include network, communication, vehicle traffic, and epidemiology modeling. 
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• Theme 6: integrated Codes_ This theme discusses integrated applications (comprised of 
a\l of Lhe supporting science represented in Themes 1-5) that are of siralegic imp0rlance 
to the Laboratory and the nation. The Laboratory has in approximately 10 mil/ion source 
lines of code in over 100 different such strategically important applications. 

Of these tbemes, four of them will be reviewed during Ule 2010 review cycle: Themes 1,2, 
3, and 6. Because these reviews occur every three years, Themes 4 and 5 will be reviewed in 
2013, along with Theme 6 (which will be reviewed during each review, owing to this 
theme's role as an integrator of the supporting science represented by the other five themes). 
Yearly written starus reports will be provided to the CPAM Committee Chair during off­
cycle years. 

1.1 CPAM Review Challenges and Expectations 
CPAM represents a vast array of projects, technology, and technical activities [hat span the 
Laboratory. Capabilities included have been buill within the confines of individual programs 
(some since the existence of the Laboratory) and, as such, are typically not strategically 
planned and managed as integrated and unified capabilities. Integrated codes arc built for 
particular customers for particular purposes, and the supporting science has often been 
constructed in support of those applications. However, Los Alamos has excelled at applying 
its broad scientifIc capabilities to multiple missions and this is obvious when one looks at 
(PAM. The codes themselves are the integrated product. Figure I below is illustrative of our 
multi-programmatic approach, building from our science base, 

Spin-off Inr ovations 
• Nano.tructured mater .. l, 
• Global dlmale modeling 
• Genetic Imagery exploit ation 
• Fuel cell (.alilly,t.. 
• Nuc/eJr f e li 

New Missions: 

Unique ission 

a.B .. Stockpile steward,hlp. nud ear nonprallfeldnon 

Complex 

R&D 

Outstanding Applications to Programs 
, Science- ba sed pr ediction 
• Nu clear forens ics 
• Undemanding materials propeme, 
• Un~ena ln ty qU3nnfiC3non 

Special Blend of 
capabilities and Facilities 
• Computational Ouid dynamic. 
• Compu!3rio".1 s-ienc .. 
• Proton .. ad ioBraphy 
• N Jd ed' m oIl"< ,~Is and c hemistry 

• Applied ma!hemali~ 

• Hi.~ h- perlofmante compuhng 
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rigure L Spin-off innovations based on our COfe sClentiflc capablitties in support of our unique mission 
space Itad 10 growlh as a capabilny·based nalional seClIflly laboJ(llOry and new mission areas. 

The Laboratory seeks the advice of the review committee as we continue to hone our (PAM 
capabilities as a significant capabilicy at the Laboratory and as a critical element for our 
furure . 
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1.2 Organization of the Self-Assessment Document 
The remainder of this document, with the exception of the general challenges and issues, 
Section 8, is organized aroWld the six CPAM theme areas. This breakdown is intended to 
provide an organized assessment of this broad capability. Owing to the report the conunittee 
is asked to prepare , this self-assessment addresses, for each theme area, the connection to the 
goals and mission of the Laboratory, the research breadth and impact, comparison with peers, 
status of the capability, and challenges and issues. 

The themes are completely contained in each major section below, starting with Section 2.0 
for Theme I and ending with Section 7.0 for Theme 6. Within each of these sections, a 
subsection exists for each of the assessment areas discussed above with infonnation on each 
pertaining to that specific theme. 

• Section x.l: Connection to the Goals and Mission of the Laboratory. Context is provided 
for how the theme area enables the science required for the mission of the Laboratory, 
how the theme contributes to our goals, and how the theme leverages growth for the 
future. 

• 

• 

• 

Section x.2: Research Breadth and Impact. The current research portfolio and impact of 
current and future work at the Laboratory to programs and to the scientific commWlity for 
the theme area is discussed. 
Section x.3: Comparison with Peers. In this section , a brief comparison of work in the 
theme area is made with similar work conducted by other institutions. 
Section x.4: Status of the Capabilities. A snapshot of the current technical challenges and 
accomplishments is given along with a sense of the sustainability of the capability into 
the future. 
Sec/ion x.5 Challenges and Issues. Issues and challenges (technical or otherwise) that 
specifically pertain to the theme are discussed . 

A general section on challenges and issues applying to the entirety of the CPAM capability is 
presented in Section 8. Section 9 contains references used in this document. A list of 
acronyms used in this capability, posters, presentations, and other related items are included 
in ule full CPAM Capability Review materials provided separately to committee members at 
the on-sile review . 

A separate document provided to review committee members contains selected statistics 
(publications , presentations , awards, etc.) for this capability. 
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2.0 Theme 1: Computational Fluid Dynamics 
(Theme Leader: Robert Lowrie, CCS Division) 

The Computational Fluid Dynamics (CFD) theme is quite broad, spanning multiple projects, 
technical capabilities, and issues at the Laboratory. As a result, the theme is broken into the 
following six subject areas for the purposes of this document: 

• Discretizations and Closures for Climate Applications 
• High-energy Multi-material Compressible Radiation Hydrodynamics 
• Direct Numerical Simulations of Fluid Turbulence 
• Computational Fluid Dynamics Applications in Astrophysics 
• Subsurface Flows 
• Computational Fluid Dynamics Applications on Advanced Architectures 

This taxonomy also represents a technical crosscut through this theme of strategic importance 
to Los Alamos. 

2.1 Connection to the Goals and Mission of the Laboratory 

2.1.1 Discretizations and Closures for Climate Applications. Our efforts in developing 
algorithms for simulating the dynamics of atmosphere, ocean and land-ice flows is tightly 
tied to our Earth and Energy Systems Grand Challenge. This Grand Challenge is to " .. 
develop the capability to measurc, model, and predict, in a quantifiable manner, the impacts 
of energy choices on climate and tbeir cascading effects on the envirorunent and society." 
We expect that the rise of atmospheric carbon dioxide concentrations over the next century 
will lead to significant changes in the Earth's climate. One of the many prcrequisites to an 
accurate simulation of future climate change is the availability of robust solvers for the 
motion of the atmosphere, ocean and land ice systems. This mission is closely aligned with 
the major sponsor of this work, the Climate and Envirorunental Science Divisions within 
DOE BER, whose goal is to develop H ... a predictive, systems-level understanding of the 
fundamental science associated with climate change." 

2.1.2 High-energy Multi-material Compressible Radia/ion Hydrodynamics. A primary 
responsibility of Los Alamos is to develop and apply science and technology to ensure the 
safety, security, and reliability of the US nuclear deterrent. The Advanced Simulation and 
Computing (ASC) Program supports the DOE National Nuclear Security Administration 
(NNSA) Defense Programs and its shift in emphasis from nuclear testing to computer 
simulation. Under ASC, computer simulation capabilities are developed to analyze and 
predict the performance, safety. and reliability of nuclear weapons and to certify their 
functionality. The Integrated Codes (lC) sub-program of ASC at Los Alamos constitutes 
Laboratory projects that develop and improve weapons simulation tools, physics, 
engineering, and specialized codes. The core of the ASC codes is high-energy, multi­
material, compressible radiation hydrodynamics. Therefore, development of new methods 
and algorithms for such flows, along with their coupling to other physical processes, is 
absolutely critical for tbe stockpile stewardship Laboratory mission. It is also important to 
note that these same codes and methods are being used for a variety of other applications 
such as inertial confinement fusion research, astrophysics, and homeland security, which was 
alluded to in Figure I in Section 1.1. 
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2.1.3 Direct Numerical Simulations of Fluid Turbulence. Many of the problems of interest 
for the Laboratory involve fluid flows and mixing between different materials, occWTing 
mostly in the presence of turbulence. Although routine calculations of such flows require 
coarse meshes for reasonably fast calculations, the present generation of DOE 
supercomputers has enabled accurate calculations for several flows of interest, albeit at very 
long simulation times. These types of calculations, commonly known as Direct Numerical 
Simulations (DNS), offers a wealth of information, inaccessible in physical experiments, and 
can be designed to isolate the importance of a specific physical phenomenon. Thus, DNS can 
be used to complement physical experiments to improve and device turbulence models, as 
well as verify and validate the DOE physics codes. 

2.1.4 Computational Fluid Dynamics Applications in Astrophysics. Many applications for 
computational fluid dynamics exist in astrophysics research. Moreover, as additional physics 
is added to the fluid dynamic calculations, the scope of applications expands greatly. We 
review some of the astrophysics applications Los Alamos is working on, as follows. 

• 

Mixing in stars and s-process nucleosynthesis. One of the outstanding problems in stellar 
evolution is explosive convection in the late stages of the life of intermediate mass stars. 
The mixing of fuel down to a burn region and the energetic feedback of this burning fuel 
is an ideal CFD problem. Calculations require a multi-material prescription with a simple 
nuclear burn network [Clayton et. aJ. 2007, Herwig et. al. 2008, Pignatari et. al. 2008, 
Hirschi et. al. 2008, Diehl et al. 2008, Bennett et. al. 2010, Herwig et. al. 20]0, Motl et. 
al. 2007]. 
Convection in the core-col/apse supernova engine. The convection in a core-collapse 
supernova and type Ia supernovae is critical to driving a supernova explosion [Fryer & 
Young 2007, Fryer et al 2007, Budge et a12008, Raskin et al 2009, Livescu et al 20]0]. 
This convection forms from the perturbations in the pre-collapse star. These perturbations 
grow in the collapse and bounce phase of the star. CFD calculations of this growth are 
crucial to understanding the onset of this convection. The addition of heating/cooling 
terms allows more extended calculations. 
Mixing in supernova ejecta and supernova observations. Mixing in supernovae brings 
radioactive nickel (that powers supernova light-curves) from its production site in the 
COre into the outer layers oftbe star, altering shape and details of the emission observed 
from supernova. Multi-material CFD calculations, coupled with radiation transport, are 
required to accuuately model this supernova emission [Fryer et al 2007, Fryer 2009, 
Young & Fryer 2008, Fryer 2008]. 

Many other CFD applications exist in models of planet formation and active galactic nuclei. 
There is a rich set of research at Los Alamos leveraging our CFD and multi-physics CFD 
assets and at!racting new talented staff and postdocs to Los Alamos. 

2.1.5 Subsurface Flows. A new era of computational power is emerging for modeling 
subsuuface reactive flows derived from a new generation of massively parallel computing 
architectures. It is now possible to carry out simulations with billions of grid cells and a 
multitude of chemically reacting constituents that was heretofore impossible. As a 
consequence of this new capability (besides the ability to carry out simulations in three 
spatial dimensions at higher resolution), more realistic algorithms can be introduced to mode! 
the fate and transport of contaminants and other processes in multiphase systems. This new 
capability applies directly to Laboratory goals and mission related to energy security through 
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To address these broad challenges in the development of algorithms for the robust simulation 
of climate dynamics, cutting edge algorithms are being developed at Los Alamos in the areas 
of spatial discretization, temporal discretization, transport, and closures. 

In the area of spatial discretization, Los Alamos has developed the first multi-resolution 
fmite-volume method applicable to simulation of ocean and atmosphere dynamics at time 
scales corrunensurate with climate change [Ringler et al. 2010, Thuburn et al. 2009]. Through 
the use of variable-resolution, centroidal Varonoi diagrams, resolution can be placed in 
specific areas of interest [Ringler et al. 2008]. This approach allows for the study of high­
resolution, climate-relevant phenomena (i.e. ocean eddies or atmosphere clouds) in isolated 
regions within tbe framework of a global climate model. This approach is the basis for the 
next-generation global cloud-resolving model under development at the National Center for 
Atmospheric Research (NCAR). This approach also forms the basis of the next Los Alamos 
global ocean model. 

In the area of temporal discretization, Los Alamos is at the forefront of the development of 
fully implicit time integration schemes for use in atmosphere and ocean models based on 
Jacobi-Free Newton Krylov Methods (JFNK) [Evans et al. 2009, Nadiga et al. 2006 and 
Reisner et al. 2003, Knoll, 2004]. JFNK allows highly nonlinear systems that exhibit a wide 
range of time and space scales to be integrated within a unified system without the need for 
dimensional or process splitting. JFNK methods can readily extended to high-order accuracy 
in time, thus providing the ability to adaptively control error accumulation over the course of 
the simulations. Since JFNK methods provide an approximation to the discrete system's 
Jacobian, sensitivity of the simulation results (such as the sensitivity of the ocean meridional 
overturning circulation to freshwater forcing), can be inferred [Oijkstra and Weijer, 2005]. 
Los Alamos has a long history in the development of transport algorithms and this effort has 
been leveraged into the climate modeling activities. The thrust of this work is to exploit the 
Lagrangian nature of transport while maintaining a computationally-viable mesh. One such 
transport scheme based on this approach, called incremental transport, has found application 
in Los Alamos's ocean, sea-ice and land-ice model [Oukowicz and Baumgardner, 2000; 
Lipscomb and Ringler, 2005; Lowrie, 2009]. The recent work by Lowrie (2010) has extended 
incremental remapping to arbitrary order-of-accuracy on arbitrary convex polygon meshes. 
This new advanced transport algorithm is a core component of the Los Alamos next­
generation ocean model that is now under development. 

The deflI1ing feature of the grand challenges in computational physics is that the available 
computational resources are not sufficient to resolve the full breadth of phenomena observed 
in the physical system being modeled. This is particularly true in climate modeling. For 
example, while ocean eddy activity is found throughout the entirety of the world's oceans, 
climate simulations on the time scale of centuries cannot simulate these ocean eddies directly 
due to lack of computational resources. As a result, a tremendous amount of effort is 
expended to develop sound, robust closures of the fluid system that model the net impact of 
the unresolved processes on the simulated system. Over the last decade Los Alamos has been 
at the forefront of developing a new class of closures that attempt to represent the sub-grid 
scale eflects while respecting the important invariants of the underlying POEs [Holm 1999]. 
Over the last several years, this new class of closures, called the Lagrangian-Averaged 
Navier Stokes (LANS-alpha) closures, has been incorporated into the Los Alamos ocean 
modeling activities [Hecht et al. 2008, Petersen et al. 2008]. The LANS-alpha closure in 

CPAM Sdf A.~'><!ssmenl Report 
JW1<! 8-10, 20LO 

LA-UR-IO-OJ508 
Page 10 

• 

• 

• 



• 

• 

• 

_io " .... 1>1) .. ,.....,.... .. ""_0<III)I .. "'..,. ..... ,' tf~1IOOdd --
n..,.-,._'er""'<t, __ .... ; .,_~ .. , ............... ...... 
I~_< __ I ... : 'I ........ uwd .. ___ q ..... fy<l_ 

eI" r looA_*'-. ...... d ... h", .... "FPA .. '" ;.-..<1 ....... _ "" . " .... , ._ ....... *' _ntNd _~ Ib< ... e .... _0<. -..I Iond· .... ,.... __ 
Thnc _"'" _ ... __ Ik SCAR C .......... O) (1_ S,*", M<Wk1 \CCS~'l """ 
d _ ... pot! 01 .... ,-,... . ..........u! P ... I ... Ch ...... 0-.. (IKC) .... ..",.., 
'"""""" Th< NeAll ces." " .... ,,,,, ... ~ ~ .. Ir ... ,!.obl< di,.,... moo5<l ...... US""" ~ 
_loft ~'.!y .oaI.".><Inn>< <_r 

111 H,,,,, "N'K> ilJ..IM __ ,"'; r_,...,,1IW RioI",._ II~ .. "" Th< ' ... =0 ," 
IIIe <It",' , ,""" ..r __ -.! "11"1''''''''' ,.. .....Jo1 '"1 h .. h ... ,.,.,. mulli,,,,, ,,,,.1 
:n 51 .;we /1000 .... qui" brood II" ,"",,", ' hM I ..... 'hod ...... ~ d<,'clopoJ be 
...... _ ................ "f' ___ It ..... ,. '; "', III00Mof~ •• poo p<til><OWI<C ,. 
_lor .... , ""' .... "'"' "" kl'u",d)"'t'"., n><do >00 '".~ •• """" "ronl ...... h . ",aI 
.....naIl. ..... ""1 "" .. ~"'. "",,,no l mi , ina. 1<0<",. ,11< .. ,,,1)'. , .... no.. ckf"""""",,l. 
.... ""' Ie 0«, "'8" ..... w,u, "" '''''1'10 .. oft_ poo< ....... "Ill ""' ......... ...,,,...t 
_ plly>i<aI pro<<un. A P"'I"'''O< ""' .. ..., .,r"' ..... h ....., ..... ,!>c .. I .. " ... of .... 
oIJOO -, . .... "",,1>00< d<,,~ ....... 10 ....... , ... pr<>cko« __ r...,,,,,_. u_ 
tl><>< roo;!a .. , ,",<oded '" ",no .. 10<>1. rot ... tl ....... <leo ... __ • ,twy __ 
P'''''id< od<q .... , pen""'''''''' !Or """''''''''' .........,..... _ilia ., .... ""' ... oK ..... b 
'"" '''',''' of,lI< ."",,11'>00 ... """ 

T ... __ 10« ar. _ ,. ,II< $<N ... 111)111'4)""""''-'" fi .......... >AI pili 
E.itn." _h (o1l<1ud..,. "'_ ""'" m ......... ) .... _ ........ """OIl,.... _ •. !lo:,.,. ;; _ ..... pi "'T ... ~ ........ _"" 
_. ___ !.IIatp -.faox no... ...... E._ .. _I _ fot Iu., ,,001_ 
'-B<<I<fOo ... _no..._,~ ', ...... ' I· ,·, _,,',...,._1 '" ", ... 
-. ..... oK .. h. __ " .. ",_' ........ d; .......... F .. t:. ..... 
.. _ .. ...ed cd .... --..u d _ ....... b -. .lult _ """' ... ", _ ...... 

_''''' ............ <-..I ...... r .. ' $ S ............. S._._ .......... b 
, ___ ,-,",.... ......... ,.,. .. """ ....... , hlcn.l.qo .'-t.-Ul_1I. 
"" ....... f .. ,,«IC'CII ..... .-.... u I E ,oKr....-. ... __ 
_ ;1""" ._ ...................... ", .............. "'P_'d)..,..,.., _ 
__ ", ... IEOS) .... -.Il<T'._b ... _t "1,. ,0, __ 
.... "'.,"1 ; , .0( __ ... '1 "'-ItI$ .. _,,; ..... "" ...... . 
......... n... "OIl ",,10050> [OS ~ fot • .,hd .... ......,.1 ............... ,11< 
• II , oK ............ b _1I)"'ocIj_ .oh ..... 

104<,_ ... ., _ ............ '" .. "" Eo ...... __ h ""I.", .. pl"K _rfK. 
_~ .. , (01_ o.ov. .. 01, NOlI: 0 ........ 0-.< .. ",1002, 110, j, ...... lOOIIJ, ""'un>< 
of,,"111 lowrl., "''' """'_IC._ ." F._"" .. 01 ZOO" r"",_ t-n< 'Ul 
NO'I. 50 ...... 0<l0i. (lori_III ..... .'OW, r,_ ... 5 ........ lOIO~ ..... ~" _ .. lot 
__ '''_ 101'"'"'' I~ M, .. 01. lOO6, 0",,, 20101 

""..,.. 'ow._ ,," ", _ ...... ,,"'«<IN '" "" ,,,,,,,I,IIS of .. ...n..1 flo" ... "h 1OJl"'''' 
1I. ....... oR .., ..... M"" .. .('orIo ""IMO;!< "" "",hni"" =porI 10en<n<0n:. W ..... III 

.......... _­.... ~ ... -



2010], and verification via first-of-kind analytic solutions for radiative shocks [Lowrie and 
Rauenzahn 2007; Lowrie and Edwards 2008]. 

Conservative discretization of the flow equations on general polyhedral meshes [Caramana, 
Burton et al. 1998; Campbell and Shashkov 2001] has been a significant focus for 
Lagrangian hydrodynamics method development. It also includes development of closure 
models [Shashkov 2008] needed to capture sub-scale physics of mixed cells. Mesh rezoning 
including mesh improvement [KI'.upp, Margolin et al. 2002], mesh untangling [Vachal, 
Garimella et al. 2004] and mesh reconnection - [Loubere, Maire ct al. 20 I 0] is another focus 
area. Rezoning requires conserva:ive interpolation, remap between Lagrangian and rezoned 
mesh, [Margolin and Shashkov 2003; Loubere and Shashkov 2005]. As in the Eulerian case, 
interface reconstruction is also an important research topic for Lagrangian codes [Ahn and 
Shashkov 2007; Dyadechko and Shashkov 2008]. 

This goal of all of this work is to provide a predictive capability for the ASC codes for high­
energy complex flows. 

2.2.3 Direct Numerical Simulations of Fluid Turbulence. The current petascale computers 
have enabled accurate simulations of complex turbulence flows, in non-standard 
configurations, away from the usual canonical flows extensively studied in the past. The 
current efforts at the Lab encompass a range of such flows: compressible and shocked 
turbulence [Petersen and Livescu 20 I 0], compressible and incompressible buoyancy driven 
flows [Livescu and Ristorcelli 2007, 2008; Livescu et al 20 10] and reacting turbulence with 
type Ia supernova microphysics [Livescu, Mohd-Yusofand Kelley 2010). These new 
simulations have revealed interesting new physics and are rapidly increasing the predictive 
capabilities of the large physics codes. 

2.2.4 Computational Fluid DynamiCS Applications in Astrophysics. Applied CFD problems 
span a broad set of programs and research entities: NNSA, DOE Office of Science, NASA, 
and NSF. These multi-physics problems tie strongly to many of the ASC and Campaign 
studies. Astrophysics problems pcovide additional verification tests for ASC codes and can 
be used for training and recruitment. They also tie Los Alamos code development to larger 
DOE interests such as nuclear physics and the facility for rare isotope beams. These projects 
tie extremely well into Los Alamos programs in nuciear, particle, astrophysics and 
cosmology (NPAC) and fit into the Astrophysics Initiative funded by ASC and Campaign 
projects. 

2.2.5 Subsurface Flows. Research involves a number of different thrusts in geosciences 
including a SciDAC-2 groundwater project (Modeling Multiscale-Multiphase­
Multicomponent Subsurface Reactive Flows using Advanced Computing, Lichtner PI), 
Advanced Simulation Capability for Environmental Management (ASCEM, Dixon PM) 
project initiated by DOE-EM to develop a community-wide subsurface modeling code, and 
modeling coupled thermal-hydraulic-mechanical processes in fractured geological media 
(FEHM, Zyvoloski PI). 

The SciDAC-2 project involves modeling multiphase, mUlti-component reactive flows in 
multidimensional fractured and porous media by leveraging massively parallel computation 
through development of the highly scalable reactive flow and transport code PFLOTRAN 
with application to energy and environment related projects. The code is currently being used 
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to investigate cleanup options including natural attenuation of cold war legacy waste at 
Hanford, WA, carbon sequestration in deep geologic fonuations, and to help optimize 
georhermal energy recovery. Calculations carned out at the Han ford 300 Area bordering the 
Columbia River have helped resolve a long-standing issue of the slow release of uranium at 
the site. In the early 1990s it was predicted that uranium would be reduced to acceplable 
levels in ten years, but today the plume still persists exceeding EPA maximum concentration 
levels. The problem is compl icated by the hourly fluctuations in the Columbia River stage of 
several meters causiog flow of water to and from the river. Three-dimensional model 
calculations carried out with PFLOTRAN with 28 million degrees of freedom were able to 
predict the release of uranium into the Columbia River in close agreement with present-day 
field observations. Jr was discovered that the high frequency flucruations in tbe Columbia 
River stage could be averaged out leading to a simple approximately linear behavior in the 
cumulative uranium flux with time. ConlIary to expectations, the model calculatious showed 
that sorption of uranium played only a secondary role in we uranium attenuation rate. The 
major factor controlling the release of uranium, not considered by previous investigators, 
appears to be [he slow release of non-labile uranium located in a smear zone within the 
vadose zone that is periodically wetted by the rising and falling water table. Also unexpected 
was !.he lack of influence of meter-scale heterogeneity in the permeability field on the flux of 
uranium ioro the Columbia River. Multiple realization calculalions, a novel feature of 
PFLOTRAN through its abiliry to run seamlessly multiple realizations with multiple 
processor cores per realization, found minimal effect from a heterogeneous permeabiliry field 
on the flux of uranium into the river. Additional work is needed 10 investigate the role ofsite­
scale heterogeneiry on the flux. 

2.2.6 Computational Fluid DynamiC Applications on Advanced AJ"chileclures. This topic 
primarily supports research efforts in two areas: I) early-adopter experiments with the goals 
ofunderslanding how modem archilecrural developmenrs can be exploited in Ihe shorl-term 
to adapt or enhance eFD methods aod algorithms, and how these concepts can be abstracted 
into low or mid-level [ools, programming models or techniques that will be useful and 
accessible to an applications developer within a 3-5 year time frame; and 2) longer-term 
efforts to define and develop high-level or domain-specific interfaces and languages that 
insulate methods developers and programmers from disruptive technological developments 
in the underlying computing architecture as an enduring solution to the volatility in this area. 
Research topics in this area include, but are not limited to, the following. 

• 

• 

• 
• 

• 

Strategies for applicalion-level fault tolerance with ties to systems developers [0 establish 
what role should be played by either side and what interfaces are needed to enable the 
development of resilieot simulation codes. 
Development of porlable programming models for multi-core/many-core and accelerated 
architecLUres. 
Development of algorithms and programming models tbat expose greater concurrency. 
Design of data structures for efficient CFD-specific requirements, e.g., efficient material 
data lookup or generation (EOS, opacity, nuclear data). 
Design ofhigh-level algorithm descriplions for domain-specific language development. 
Algorithm co-design for simulation problems that do not map well onto commodiry 
hardware. 

Several of the above topics are also in direct preparation for !.he move to Exascale computing. 
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2.3 Comparison with Peers 
2.3.1 Discrelizalions and Closures for Climale Applicalions. The climate modeling activity at 
Los Alamos is connected to the international community. Los Alamos scientists are key 
members of the NCAR CCSM activity by co-chairing working groups on ocean model 
development, sea-ice model development and land-ice model development. Witbin the DOE, 
Los Alamos scientists share joint efforts with ANL, LBNL, LLNL, ORNL, PNNL and SNL. 
This is a highly integrated, multi-partner, collaboration. 

2.3.2 High-energy Mulli-malerial Compressible Radialion Hydrodynamics. Our peers 
include DOE Labs (both NNSA and Science), other goverrunent supported laboratories (e.g. 
NASA and DoD), academic universities including the NNSA ASC alliance centers, foreign 
research laboratories (e.g. A WE (UK), CEA (France), and Russian Labs) and academic 
institutions. We have extensive knowledge of the numerical methods and codes used in these 
organizations because of their participation in conferences and meetings. We are confident 
that we are leaders in method development for high-energy multi-material compressible 
hydrodynamics and methods developed at Los Alamos have achieved a high penetration into 
codes developed around the world. This claim is supported by citation of Los Alamos papers. 

2.3.3 Direcl Numerical Simulalions of Fluid Turbulence. Los Alamos researchers are at the 
forefront of large-scale turbulence simulations. This includes the first successful 
implementation, with excellent performance, of a large fluid dynamics code on the Cell 
architecture [Livescu, Mohd-Yusofand Kelley 2010; Mohd-Yusof, Livescu and Kelley 
2009]. Tbe recent simulations of the CCS-2 fluid dynamics team represent the state of the art 
for buoyancy driven and compressible turbulence and are the largest ever attempted in their 
configurations. Los Alamos researchers are also collaborating with other national 
laboratories and universities in order to examine very large simulations performed outside 
Los Alamos [Livescu et a12009; Reckinger, Livescu and Vasilyev 2010]. 

2.3.4 CompUIa/ional Fluid Dynamics Applicalions in ASlrophysics. Los Alamos has 
produced a number of computational firsts in these arenas, from highest resolution mixing 
studies to the first detailed supernova spectra from radiation hydrodynamics calculations. 

2.3.5 Subsurface Flows. Currently there appears to be no comparable computational 
subsurface codes that can meet the performance of PFLOTRAN. Other contenders such as 
STOMP developed at PNNL, TOUGH developed at LBNL, UTCHEM developed at the 
University of Texas, Austin, and others have not, to our knowledge, achieved petascale 
performance as measured by running on over lOOk processor cores. Los Alamos's Finite 
Element Heat and Mass Transfer (FEHM) code remains a leader due to its unique capability 
for coupling mechanical stress and flow in porous media. Although it remains a scrial codc. it 
is a workhorse in uncertainty quantification studies with ensembles of single processor runs 
performed in parallel. 

2.3.6 Compulalional Fluid DynamiC Applicalions on Advanced Archileclures. Activities in 
modem architecture research at Los Alamos have been a pioneering effort in the HPC 
corrununity, establishing many best practices tools and techniques for applications 
development on modem computing architectures. This effort has been so successful that it 
first led to the formation of the Emerging Applications and Architectures team and tben 
subsequently to the formation of the Applied Computer Science Group (CCS-7). Members of 
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this new group are extremely active in developing and guiding community efforts in this 
area. Some examples of Laboratory leadership under this theme are: 
• Pat McConnick (programming models team lead) is the chair for the heterogeneous 

thrust area for the 20 j 0 Supercomputing Conference; 
• Ben Bergen (programming models team member) is the Los Alamos representative on 

the Khronos Group OpenCL consortium; 
• Sriram Swaminarayan (CCS-7 Group Leader) is the chair for the applications 

development committee of the Hybrid Multicore Consortium (HMC, a partnership of 
LANL, ORNL, SNL, and LBNL); and 

• Paul Henning (algorithm co-design team lead) is the chair for the programming models 
committee of the HMC. 

Members of this group have cOlTUuunity-recognized expertise and frequently receive 
invitations to present or to act as consultants to other laboratories and institutions. This group 
is also making signifLcant contributions to programmatic code development and open 
science. An example of this that is gaining attention is the work done by Tim Kelley and Paul 
Henning for Implicit Monte-Carlo simulations of radiation transport, whose code is a staple 
on the Roadrunner supercomputer. Additional successes on Roadrunner include work done 
by Jamal Mohd-Yusof and Daniel Livescu for turbulent fluid modeling, work done by 
Swaminarayan and Tim Germann for molecular dynamics, and work done by Bergen for 
plasma physics simulations. Collaborative development efforts are underway to address tbe 
challenges of multi physics on multicore and accelerated architectures under the MultiPhysics 
for MultiCore (MPMC) project headed by John Wohlbier and Rob Lowrie in CCS Division. 

2.4 Status of the Capabilities 
2.4.1 Discrelizations and Closures/or Climate Applications. The computational physics 
activities related to climate modeling are vibrant at Los Alamos. The work being done in 
spatial discretization, temporal discretization, transport and closure all have the potential to 
be defining features of the next-generation climate modeling system that will be constructed 
during this decade. 

2.4.2 High-energy Multi-material Compressible Radiation Hydrodynamics. The Eulerian 
production codes have proven to be very recepti ve to the incorporation of methods and 
algorithms developed under this project. Capabilities include support for materials in tension 
in mixed and pure cells, interface reconstruction in one, two, and three spatial dimensions, 
Eulerian methods for materials with strength, radiation transport, non-equilibrium 
temperature models for mixtures, higher order Godunov treatments for adaptive mesh 
refinement. In all cases these tools and methods are incorporated into a code framework that 
is used for pure and applied research by a large set of individuals and groups. 

Current research in Lagrangian hydrodynamics is focused on several issues. These inelude 
sub-scale modeling and void fonnations in mixed cells, reconnect ion-based methods, where 
connectivity of the mesh can change at rezone stage, and cell-centered discretizations as 
opposed to staggered discretizations, which are used in almost all current Lagrangian codes. 
We have developed solid mathematical foundation for high-speed multiruaterial 
compressible computational hydrodynamics. It allows robust modeling of complex 3D 
multimaterial flows. 
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2.4.3 Direct Numerical Simulations of Fluid Turbulence. The main DNS code used by the 
CCS-2 fluid dynamics team is called CFDNS . The code has been developed within CCS-2 
for the last 7 years and has been used up to 150,000 compute cores on BGIP Dawn at LLNL 
with very good performance. The Cell version of the code , CFDNS-rr, reaches speed-ups 
close to the theoretical peak: 30x compared to the serial version and 20x at scale . CFDNS 
consists of a suite of modules , for various turbu Ience problems: incompressible, 
compressible, or variable density multi-fluid turbulence. The flow can have periodic or non­
reflecting BC and real materials with tabular material properties and EOS. 

2.4.4 Computational Fluid Dynamics Applications in Astrophysics. Los Alamos science 
efforts in CFD using the latest computers and computing architectures are pushing the 
envelope in resolution studies . Los Alamos's Roadrunner is capable of modeling simulations 
with 64 billion zones , beyond the current high-resolution studies of convective processes. 
For applied astrophysics problems, such high-resolution studies are many orders of 
magnitude beyond the current state-of-the-art. 

2.4.5 Subsurface Flows. Through the SciDAC-2 groundwater project, the massively parallel 
computational framework PFLOTRAN has been developed for modeling subsurface rcactive 
flows in porous media. The code is DOE/Joule certified and has been run on 217 (131, 072) 
processor cores with 2 billion grid cells on ORNL's Jaguar XT5 computer achieving 
petascale performance. It is being applied to modeling uranium migration at the Hanford 300 
Area and to carbon dioxide sequestration and geothermal energy recovery in deep geologic 
formations A unique capability ofPFLOTRAN is the ability to perform multiple realization 
simulations with multiple processors per realization limited only by the capability of the 
machine. Hanford simulations have typically employed 40k processor cores running 10 
realizations with 4k cores per realization. This work is also supported by INCITE, for which 
the project has been awarded two three-year grants totaling roughly 30 million cpu-hours on 
ORNL's Cray XT4/5 (Jaguar), currently the number one computer in the Top 500 list. 
Presently, PFLOTRAN is being evaluated to serve as one of six codes to use to certify the 
next-generation Cray machine at the OLCF (ORNL Leadership Computing Facility) based 
on hybrid architectures. This machine is expected to be operational in 2012 and will serve as 
a first step towards exascale computing (and is related to the HMC discussed in section 
2.3.6). 

Advancements are being made in the ability to model coupled thermal-hydraulic-mechanical 
processes in fractured , porous geological media using the sequential code FEHM. Such 
modeling capabilities are of interest to a wide variety of projects across the EES Division 
related to energy (e.g. Oil & Gas , Geothermal), nuclear waste isolation , C02 sequestration, 
and environmental management/restoration; as well as projects which study fundamental 
geophysical phenomenon. FEHM is cUfTently able to handle multiphase, porous flow fully 
coupled with heat transfer; partial coupling with reactive flow; and partial coupling with 
linear elastic solid deformation . It is being extended to handle plastic behavior and to 
incorporate full coupling between the equations of solid deformation and fluid flow. 

Recently, DOE-EM initiated the Advanced Simulation Capability for Environmental 
Management (ASCEM) project to develop a community-wide computer code for 
understanding and predicting contaminant fate and transport in natural and engineered 
systems. Central to ASCEM will be open-source modular toolsets that will be developed to 
facilitate integrated approaches to modeling and site characterization that enable robust and 
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open standard for applications development on mu\ticore/ many-core aDd accelerated 
computing architectures. 

2.5 ChaUeoges and Issues 
The challenges and issues related to this theme are common ones, related to the use of 
advanced computing architectures, staff retention, and so On . Such common issues are 
discussed in Section 8. 
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3.0 Theme 2: Partial Differential Equations 
(Theme Leadec Dana Knoll, T Division) 

The Partial Differential Equations (PDE) capabiliry at Los Alamos is both broad and deep, 
and the theme has been divided into six sub~themes for the purpose of organization: 
• Applied Math 
• Deterministic Transport 
• Solvers 
• Computational Plasma Physics 
• Computational Mechanics 
• Meshing 
We address tbese six sub-themes in that order. For some of these sub-themes the relevant Los 
Alamos communiry resides in one group while for others, the communiry is spread across 
divisional and directorate boundaries. Tbis taxonomy also represents a technical crosscut 
through this theme of strategic importance to Los Alamos. 

3.1 Connection to the Goals and Mission of the Laboratory 
3.1. J Applied Mathematics. In this subseccion we focus on Los Alamos's capabilities in 
applied mathematics in partial differential equations and its evolution over the last ten years. 
Los Alamos's long history of world-class applied mathematics began in the I 940s with the 
Manhattan Project and its strong connection to the Courant Institute at New York University. 
At the present time, a strength that makes Los A lamos unique in the DOE complex is the 
Center for Nonlinear Studies (CNLS), an internationally recognized center of excellence in 
nonlinear, complex, and far-from equilibrium systems. This center acts as a gateway between 
Los Alamos and the academic world and is also a fertile recruiting mechanism for young 
scientists into the Laboratory. Applied mathematics underpins most of tbe DOE programs al 
Los Alamos and the capabiliry is therefore spread out across divisions. Its main funding 
sources reach across the DOE and are principally DOE-NNSA and DOE-SC (ASCR, BER, 
BES, FES, HEP, NP) and Los Alamos Laboratory Directed Research and Development 
(LDRD). 

3. J. 2 Deterministic Transport. Deterministic transport methods research and the 
organizational thread it follows have a long history at Los Alamos. The goals of this research 
have remained relatively unchanged during the lifetime of tbe Laboratory. From its inception, 
this research has contributed to our mission by developing numerical methods to solve the 
transport equation deterministically. The capability to efficiently model the Interactions of 
neutrons and photons is an important part of high energy densiry computational simulations. 
The complexiry of the transport equation, together with the additional complexity associared 
with coupling neutron transport ("neuLTonics") and photon transport ("radiation") with multi­
physics applications, means that efficient numerical solution methods must be developed. To 
keep pace with the growth in computational capacity and the increase in fidelity and 
complexity of multi-physics simulations, the need for more accurate and more efficient 
solution techniques for the transport equation has commensurately increased. The majoriry of 
this effort rcsides within CCS-2. 

3.1.3 Solvers. There has been a long and successful research effort in the area oflioear aod 
nonlinear solvers research at Los Alamos. This has stemmed from the strong application 
potential in areas such as weapons simulation, climate simulation, environmental simulation 
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and combustion (and others). Two of the primary equation systems driving much of the work 
have been deterministic transport (and diffusion), and various forms of semi-implicit and 
implicit CFO. Through much of the late 1990s until approximately 2006 there was a focused 
solvers project funded via the Los Alamos ASC program. This helped serve as a focusing 
collaboration for a number of methods researchers around the Laboratory. Currently growing 
desire for development and application of advanced solver methods in climate simulation and 
subsurface environmental management simulation may once again provide an all-important 
focusing application area for this Los Alamos community. This Los Alamos community can 
be found in T and CCS divisions. 

3.1.4 Compulalional Plasma Physics. Computational plasma physics at Los Alamos has a 
very long history and mission support in NNSA, magnetic confinement fusion, inertial 
confinement fusion, other high energy density physics applications. Space plasma 
physics/space weather and astrophysics are also application areas with some level of support. 
Methodologies range. from collision-less kinetic modeling, collisional kinetic modeling, 
MHOlfluid models, and hybrid models. Many historic algorithm developments in 
computational plasma physics have roots at Los Alamos, such as implicit kinetic simulation, 
hybrid methods, semi-implicit and fully implicit methods for MHO, and particle methods for 
MHO. 

Plasma theory and simulation groups and teams can be found in XCP, ISR, and T divisions. 
Traditional sources of programmatic funding have been DOE Office of Fusion Energy 
Sciences, OOE NNSA, NASA, and LORD. 

3.1.5 Computational Mechanics. As the nation's premier national security laboratory we are 
challenged with the responsibility of delivering to our nation solutions to problems associated 
with nuclear and conventional weapons systems and their effects. With current policy on 
maintaining a safe and reliable nuclear deterrent, we are faced with greater reliance on 
computational based certification and prediction of performance. This demands that we 
engage in these problems world-class rcsearchers and deploy our nations bcst computational 
tools to enable numerically reliable prediction of highly complex material deformation 
histories. This includes not only advanced physics models but also advanced and robust 
computational tools and algorithms. Without the close and balanced coupling between these 
elements we will not be successful in achieving predictability for weapons performance. At 
present the work that is ongoing in solids computational mechanics occurs largely in T-3, 
T-l, XCP-5, XCP-4, CCS-2, and MST-S. 

3.1.6 Meshing. Mesh generation is the subdivision of a geometric domain into many 
subdomains (elements, cells) of simpler geometry and topology. Mcsh adaptation is the 
manipulation of meshes by point relocation or element subdivision to control element quality 
and size as desired. Mesh generation is a vital aspect of numerical solution methods for POEs 
that require that the computational domain to be discretized adequately so that simplifying 
assumptions about the computational variables are valid over each e1cment. Thus mesh 
generation pervades the entire range of applications critical to Los Alamos's mission from 
high-speed shock physics, to metal casting, to subsurface flow. High quality automatic mesh 
generation and adaptation tools are essential to the effectiveness of any analyst in efficiently 
conducting large scale computational simulations and even with the availability of such tools, 
analyses can spend as much as a third of their time in meshing and mesh adaptation of 
complex domains. 
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fundamental mathematical results such as estimates of existence and lU1iqueness of the 
Boussinesq Equations. More importantly for DOE programs this result produces projection 
operators that take any vector and project it onto the null space of the fast operator. The 
consequence of this is a new generation of asymptotically preserving numerical methods that 
could efficiently lead the way past the hydrostatic balance that may not be accurate for the 
next generation ofIPCC class ocean models. The numerical algorithm development will be 
supported by OOE-BER. 

The Center/or Nonlinear Studies (CNLS) 
CNLS has had an exceptional history of contributions in nonlinear science with excellent 
postdoctoral fellows, many of whom have stayed as Laboratory staff, a varied and 
stimulating series of conferences and workshops, and interactions with top external 
academic, industrial, and national laboratory institutions. The Los Alamos Applied Math 
environment requires a multidisciplinary approach that is hard to find in new postdocs. We 
have been very successful in using extensive swnmer schools aimed at advanced graduate 
students to build a pipeline of young applied mathematicians interested in this approach to 
problems solving. For example, since 1995 more than 400 students went through the swnmer 
programs designed to create a path for the next generation of computational applied 
mathematicians to support the DOE mission through science-based simulations. These 
summer projects often became a seminal component in their PhD research. At the postdoc 
level, CNLS has played a key role in providing the right multi-disciplinary postdoc 
environment combined with access to a variety of computing platfonns and compares well 
with some of the best postdoc programs in the nation. CNLS is funded by several 
overlapping LORD grants. Each postdoc is supported at the 50% funding level in conjunction 
with a host from one of many groups aroLU1d the Laboratory. This ensures that CNLS 
becomes involved in some programmatic effort right from the start. Historically, CNLS has 
been instrumental in providing high impact research in nonlinear analysis and POEs, with 
applications in a wide variety of fields. This international impact can be measured by 
publications and by the large number of CNLS alumni playing important roles in Applied 
Math at Los Alamos, other laboratories, and academia. 

The CNLS Annual Conference has often led to significant new developments in applied 
math. These mUltidisciplinary workshops have attracted as many as 300 international 
anendees and nucleated significant new collaborations and developments at Los Alamos and 
beyond. A powerful example is the 2003 CNLS Annual Networks conference. It led to 
several research efforts in various aspects of network science, nucleating several teams and 
led to the recruitment of many outstanding postdocs in this field. The origin of many 
important currently active research programs can be traced back to this conference, 
including: the analysis of multiscale, temporal networks with applications in cybersecurity, 
algorithm development and analysis of optimal design problems relevant to infrastructural 
grids, network methods and algorithms underlying several biological physics projects, 
networks applied to the interdiction of an adversary's activity, stochastic analysis applied to 
measures of robustness, and stability of sensor networks. The tools and algorithms in these 
projects are a blend of continuum and discrete approaches and provide important new 
connections between applied math, computer science, optimization, and also statistical 
physics and biology. In addition, the scale-free nature of the lU1derlying networks provide 
exceptional challengcs on new architectures. This is a great cxample of nucleating a new 
field before there was sufficient <)rogramnlatic support and where scientific vision and strong 
strategic hires have led to exceptional multidisciplinary teams of applied and computational 
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The Office of Fusion Energy Sciences supports a computational fusion plasma capability in 
the Plasma Physics Team ofT Division's Applied Mathematics and Plasma Physics Group. 
The key capabilities are in four areas: I) equilibriwn and stability calculation of 
magnetically confined plasmas in toroidal (e.g. spherical tokamak, field reversed 
configuration, and spheromak) and linear (e.g. mirror) devices; 2) extended 
magnetohydrodynamics (MHD) modeling of toroidal plasmas; 3) neoclassical and 
gyrokinetic transport calculation using particle-in-cell methods; and 4) electrostatic kinetic 
simulation of nonneutral and quasineutral plasmas for plasma-materials interaction. These 
capabilities support the DOE's and Los Alamos's mission in energy security. 

3.2.5 Computational Mechanics. Understanding material behavior under a given strain and 
strain rate, (i.e. constitutive relations or material model) is an important first step toward a 
simulation of material interactions. To successfully simulate material interactions, such as the 
interaction of an air shock with a porous material made of a linear elastic solid, requires a 
framework of model equations that can track the motions of the air and the solid material 
simultaneously. This material interaction is beyond traditional composite material theory, 
because this interaction cannot be described by a mean deformation field. One needs to track 
motions of both materials, air and solid, using two velocity f,elds. This is similar to modem 
two-phase flow theory, except most of two-phase flow theories are developed for disperse 
two-phases, where the solid phase is in a form of particles with a small characteristic length 
scale compared to the domain of the problem. To address this technology gap, a multi­
material interaction theory was recently developed in T-3 [Zhang 2007]. 

The system of the model equations from the theory needs to be solved by an appropriate 
nwnerical method, especially in the cases of large deformation and breakup of the solid 
material. Currently available numerical methods are inadequate. The mesh based Lagrangian 
methods often encounter difficulties of mesh distortion and tangling; while particle based 
Lagrangian methods encounter difficulties related to accuracy of numerical differentiation. 
Eulerian based methods suffer numerical diffusion issues when advecting solid quantities. 
Many efforts have been devoted!O improve Eulerian methods. Examples are volwne offluid, 
level set, and immersed boundary methods. These methods track material interfaces, but not 
the deformation in the interior of the solid material. Furthermore, there are cases such as the 
porous solid example where the length scale of the interfaces are below the grid resolution. 
To be able to solve this type of problem, we combine the multi-material interaction theory 
with the material point method. This method combines the advantage of Lagrangian and 
Eulerian methods while avoiding difficulties of both. This method has been built into a 
nwnerical code, CartaBlanca [Zhang 2008]. Recently, T-3 has also overcome several 
significant obstacles in the application of the method. The nwnerical code has been applied 
to simulate difficult problems essential to missions of the Laboratory such as safety of high 
explosive material, projectile-target interactions, and consequence of nuclear blast in an 
urban environment. This method and CartaBlanca code have also been applied to many 
problems to help our industrial partners. 

3.2.6 Meshing. A large area of meshing research at Los Alamos is the adaptation of meshes 
in Arbitrary-Lagrangian-Eulerian (ALE) simulations of fluid flows. In pure Lagrangian 
methods, the mesh deforms according to material motion while in Eulerian methods the 
material moves through a fixed mesh. While Lagrangian methods track material interfaces 
and shocks accurately they suffer from the disadvantage that meshes can get tangled in the 
presence of large vorticity. ALE methods overcome this disadvantage by allowing the mesh 
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libraries. [n many applications here, non-Los Alamos packages provide the foundational 
solver needs in the particular Los Alamos simulation tool. However, in many applications, 
the generic preconditioners that reside within these standard packages are not optimal for any 
specifIc application. Here, Los Alamos solvers experts have been able to work with 
application users to develop unique preconditioners (often with significant physics insight) 
that provide significant perfonnance improvements. Additionally, a nwnber of Los Alamos 
solver concepts have found their way into other solver software libraries such as PETSc from 
ANL and Trilinos from SNL. These efforts have provided impact to the ASCI program and 
various Office of Science programs in fusion, climate, and environmental modeling. Los 
Alamos has had a leadership role in tbe application of modem nonlinear solvers to many 
multi physics systems and in the development of physics-based preconditioners for such 
applications. 

3.3.4 Computational Plasma Physics. In recent years, Los Alamos has defined how to map 
explicit, electromagnetic, plasma PIC codes to advanced parallel computing architectures. 
This is a definition tbat many others are now following. In a similar fashion, Los Alamos has 
defined how to apply Newton-Krylov solver technology to a nwnber of important 
computational plasma physics problems. 

3.3.5 Computational Mechanics. Activity at SNL and LLNL has been ongoing for many 
years. SNL is actively developing its Sierra framework collection of physics codes to address 
coupled physics problems. LLNL is developing its ALE3D code for use in complex weapons 
simulation problems. Increasingly these tools are being engaged in the 000 community for 
the simulation of conventional weapons problems. 

3.3.6 Meshing. The research and development of meshing technologies at Los Alamos 
compares well with LLNL and SNL, although Los Alamos has not been as coordinated in 
developing well recognizable software packages for meshing. Our efforts are closest to those 
of LLNL due to the emphasis of both laboratories on capturing complex physics in high­
speed shock simulations. LLNL's PMesh has capabilities that are somewhat similar to the 
capabilities of the Setup team at Los Alamos. Also, the IT APS for developing mesh APIs is 
loosely related to the development of the MSTK mesh infrastructure (see section 3.1.6) at 
Los Alamos. LLNL does have a significantly more advanced effort in Structured Adaptive 
Mesh Refinement through a package called SAMRA! that is widely used. At SNL, the main 
meshing package is CUBIT, which is mainly focused on unstructured meshes for engineering 
type parts and not able to generate the kinds of meshes required by Los Alamos or LLNL 
(i.e. parallel meshes with some structure and symmetry, along with banging nodes to reduce 
mesh density in narrow regions). The Sierra ToolKit is a similar effort as MSTK to develop 
mesh infrastructure to applications solving PDEs. Comparable work to Los Alamos has been 
done at SNL on the subject of mesh quality improvement and mesh untangling by node 
motion. 

3.4 Status of the Capabilities 
3.4.1 Applied MathematiCS. Because the capability is spread throughout Los Alamos it is 
difficult to assess overall strength. The development of entirely new areas of applied 
mathematics, such as the new network capabilities, suggests overall health. However, two 
key issues discussed in more detail below prevail: first, loss ofkey applied math staff thar 
participated strongly in CNLS, and second, not only do we need to replace those staff, but we 
also need to consider that new demands faced by DOE and our nation may require a new 
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3.5 Challenges and Issues 
Many issues in this [heme are conunon 10 all themes in the CPAM capabilities and as a result 
appear in Section 8.0. Some specific challenges and issues for the POE theme follow. 

3.5.1 Applied Mathematics. Over the last decade, we have lost some of our most important 
applied mathematicians. The 2009 CNLS External Advisory Committee, comprised of 
internationally recognized scientists from academia, report prominently noted: 

" ... Among the internal challenges noted, .. , perhaps the most significant is the 
apparent diminution of the historically important role of the applied 
mathematicians-both individually and through the fonner T-7 group---in the 
recent work of the Center. Although this diminution may in part be comparative, 
given the increasing participation of biologists and physicists, the EAC noted a 
large number of individuals who have in prior years been strongly associated 
with the CNLS, wbo have either left Los Alamos or have become less involved 
in the Center. Among these are Mac Hyman, Darryl Holm, Charlie Doering, 
Pieter Swan, Aric Hageberg, Roberto Camassa, and Jldar Gabitov. Of course, 
since the CNLS does oot have any permanent scientific staff positions (apart 
from the Director and Deputy Director), it cannot by itself guarantee the presence 
of applied mathematicians at the Lab. What the CNLS can do within its resources 
and structure is to seek out postdocs who may be paired with existing pennanent 
staff to bring new applied mathematical techniques to the Lab, Specific examples 
might include a postdoc in stochastic equations (a hot area now in mathematics) 
or a postdoc in computer science, either of whom could be paired with onc of the 
statistical physicists at the Lab. The EAC's concern is that, without sufficient 
nurturing, the role that the CNLS bas played in bringing advances in the 
mathematical science to Los Alamos may diminish over time," 

The concern was for CNLS but is true also for the Laboratory. One question we face is how 
to recruit the kind of applied mathematicians that are able to reach into academia and into the 
laboratories programs at the same lime. DOE SC and NNSA are advancing the idea of 
achieving the exascale in computing. To meet this challenge applied mathematics will have 
to evolve into a much more collaborative process. Rather than the classical aoalysis of partial 
differential equations or numerical algorithms it will have to incorporate fundamental ideas 
from uncertainty quantification and the analysis of large data sets [Brown et a1. 2008]. 
Mathematics will become more important and be part of the whole solution process. 
There are exciting new challenges and opponunicies in applied math that require a closer 
connection between applied math and computer science than in the past. A good example is 
provided by the many new projects that Los Alamos applied mathematicians are attacking in 
the national security arena. We have projects at the intersection of network science with: I) 
cyber security, 2) smartgrid dynamics, 3) cell-signaling, 4) interdiction of smuggling, and 5) 
detection of anomalous behavior and rare events via sampling. These projects demand new 
approaches that encourage combined backgrounds in both CS and applied math. Its success 
will rely on finding talented young people with an unusually broad background (including, 
for example, interest in optimization, discrete math, and large-scale computing on new 
architectures, to name but a few,) Our past efforts at helping such postdocs succeed by 
immersing them in ao envirorunent such as CNLS have not been overly successful, largely 
because a new computer science PhD has different goals, language and metrlCS for success 
compared to a postdoc in statistical physics, for example. Jt is not clear that a PhD is even 
required in many cases. The challenge is to design a program and environment that can 
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attract young computational scientists who can effectively bridge between applied 
mathematics, computer science, and future exascale efforts. 

3.5.2 Deterministic Transport. Current capabilities must continue to evolve with changing 
requirements and new computational platforms or paradigms. The importance of the 
connection between basic research and applications is clear and cannot be overstated. But 
capabilities need to be developed and expanded whenever new insight is realized. Because of 
the unique way in which research and implementation are connected, the viability of new 
methods can be determined quickly so there is little risk on the overall mission objective. 
Therefore, it is essential that funding for the basic research not always be tightly linked to 
applications. An open approach will provide freedom of research. 

3.5.3 Solvers. There continues to be many challenges to a healthy solvers corrununity here 
including fractured efforts and lack of support for direct research from large programs 
outside of specific programmatic application domains. Future direction will most likely focus 
on multiphysics applications, multiscale applications [Lipnikov 2008], and performance on 
advanced architectures (see Section 8.1). 

3.5.4 Computational Plasma Physics. While the DREAM physical problem is somewhat 
straightforward, the numerical challenges are daunting. Algorithm development includes 
efficiency in three major areas: I) solution of a very complicated and coupled three­
dimensional diffusion equation in time, 2) canonical transformation between space-time 
variables (from satellite data) and canonical variables (needed for the diffusion coefficients in 
the diffusion equation), and 3) application of data-assimilation tecimiques to 
interpolate/extrapolate measurements of electromagnetic wave spectra from a few widely 
spaced satellites. 

3.5.5 Computational Mechanics. We presently lack a single tool to successfully tackle 
nuclear and conventional weapons problems. As a result, new developments must address 
multiple codes. We need to devebp a computational framework for solids problems that can 
be used for both nuclear and conventional weapons work, and dynamic material behavior 
research. 
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For example, Los Alamos uses MCNP to design critical and subcritical assemblies using 
large quantities of special nuclear materials (bare and moderated/reflected). Some of the 
subcritical assemblies were built to support R&D associated with new detector designs and 
data analysis techniques with applications associated with nuclear material safeguards, 
homeland security, and nuclear emergency response. Some of the critical experiments were 
used to benchmark the computational ability of MCNP and the cross section sets used with 
MCNP to predict the critical masses of actinides where insufficient quantities of the materials 
exist to build a full critical experiment. Recent critical experiments of interest include the 
Neptunium critical mass experiment, one of the benchmark critical experiments performed 
on the Comet assembly machine, and the Planet HEU foil experiments. Recent subcritical 
experiments of interest include the BERP ball reflected by polyethylene, acrylic, and nickel. 
In addition, we have used MCNP to study neutron absorbing materials and spacing for 
criticality safety and to validate and optimize radiation detectors designs. 

Detector Design. [Swinhoe 2009, Evans 2010, Fensin 2009a, 2009b, and 2009c, Peerani 
2009, Lafleur 2008, Swinhoe 2007, Hendricks 2003, Langner2006]. MCNP6 is a simulation 
tool widely used for the design of detectors (neutron and gamma) for use in non-proliferation 
safeguards. Nearly all of the non-destructive assay (NDA) equipment used in nuclear fuel 
cycle facilities in Japan and elsewhere have been designed using MCNP6. In general the 
simulation results are within about 5% of the experimental measurements. In recent years we 
have added the capability for MCNP6 to perform neutron multiplicity detector simulation, 
which allows us to calculate coincidence counting rates in situations where our approximate 
theoretical models no longer hold. In N Division there is a major project to design 
instrumentation to measure the plutonium content of spent fuel. We use MCNP6 not only to 
model detector behavior, but also to calculate the composition of the spent fuel created 
during the reactor irradiation using the recent MCNP6/CINDER integration. Some other 
institutions carry out modeling work (European Union Joint Research Center, International 
Atomic Energy Agency, ORNL) but most use either MCNP6 itself or a modified version of 
MCNP. Los Alamos is acknowledged as one of the leaders (if not the leader) in this area (see 
ESARDA benchmark reference below). 

Global Security. Part of our mission is to develop and apply science/technology to reduce the 
threat of weapons of mass destruction, proliferation, and terrorism. Los Alamos provides 
technical assistance and advice in accidents or incidents involving radiological or nuclear 
weapons. Monte Carlo simulations are well suited to predict the signatures from shielded 
radiation sources because of the three-dimensional and time-dependent nature of the 
problem. Specifically, the Monte Carlo methods, codes, and nuclear data developed and used 
here to provide assistance for these global problems are also used by dozens of other US 
federal agencies and foreign partners as the "gold standard" to design and optimize radiation 
detection systems for monitoring and performing radiological health and safety predictions. 
In some global security applications, radioactive threat objects are characterized by 
measuring a gamma-ray spectrum and analyzing the leakage of uncollided passive decay 
gamma-ray lines. In order to optimize the parameters of the threat object model so that 
forward calculations match the measurements, it is helpful to compute the sensitivity of the 
uncollided fluxes to the unknown parameters (system dimensions, material densities, etc.). 
We have developed the capability to compute these sensitivities in a general three­
dimensional geometry using MCNP. The method also provides a much more efficient means 
of obtaining the uncollided pointwise flux than the standard point detector tally. Los Alamos 
is the leader in modeling and analyses based on uncollided fluxes; peers tend to use the entire 
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the group published the seminal proof of exponential convergence theory for adaptive biasing 
methods (also known as importance sampling), developed partial decoupling methods for 
auxiliary sampling, established the theoretical basis of ex POSt facto sampling for estimation 
of means from heavy-tailed distributions, and developed algorithms for so-ca lled transition 
matrix Monte Carlo for condensed matter systems. CCS-6 has published numerous papers on 
the theoretical underpinnings of Monte Carlo algorithms in a variety ofpromineDljoumals, 
including the Journal of the American Statistical Association, TeclUlometrics, Annals of 
Applied Probability, Statistical Science, Journal of Statistical Mechanics, Journal of 
Computational Physics , Mathematics and Computer Simulation, and the Journal of 
Computational and Graphical Statistics. Custom ized software for implementing Markov 
chain Monte Carlo has been written locally and used in Bayesian statistical analyses. 

4.2.5 Optimization. Historically, Los Alamos has been a world leader in Monte Carlo 
simulations. Currently, a number of staff members at Los Alamos utilize and develop 
MCMC methods for prnblems in optimization such as finding the optimal configuration in 
quantum or classical spin glasses. Spin glasses are important because they provide simple 
models of many complex systems in nature. I n fact, most combinatorial optimization 
problems can be related with spin glasses. It is well known that MCMC can be used to study 
a spin glass model by imitating a s low annealing process where the temperature is slowly 
changed in time. This is the basic idea behind methods like classical simulated annealing; a 
probabilistic hemistic method. By choosing a proper annealing schedule, it is possible to 
converge to the optimal configuration of a spin glass with large probability. While in the 
worst-case scenario the total annealing time is undesirably large, simulated annealing is still a 
very good linear-time hemistics for many related and important problems. In particular, 
classical simulated annealing implemented using MCMC could be very efficient when used 
to estimate the ground state energy of a spin glass (instead of obtaining its optimal 
configuration). [Krzakala 2009] 

A more recent method, also based in heuri stics, is quantum arUlealing. Here, the idea is to 
exploit quantum fluctuations to speed up a classical annealing process; the latter is driven by 
thermal fluctuations. While quantum annealing can naturally be implemented on a quantum 
computer (adiabatic quantum computation) , it can also be imitated by means of (quantum) 
Monte Carlo methods . It was recently demonstrated numerically that MCMC for quantum 
annealing largely outperforms classical simulated annealing in a number of problems in 
optimization. A review of quantum anneal ing can be found in [Das 2005]. Apart from 
achieving unprecedented speed-ups, these Monte Carlo studies will likely be the foundation 
for future implementation of quantum annealing On quantum computers. 

Batista and Somma, T-4 , recentl y· introduced a classical-to-quantum mapping that relates the 
classical simulated annealing method with ·a particular instance of the quantum annealing one 
[Somma 2007 & 2008]. This result implies that quanolm annealing, if implemented on a 
quantum computer, is at least as powerful as classical simulated arulealing. In fact, [Somma 
2008] rigorously showed that some instances of quantum annealing always provide speed­
ups with respect to the classical annealing method. The mapping in [Sornnla 2007] provides 
novel ways of using MCMC to simulate c lassical spin glasses by embedding them in 
effective spin glasses that li ve in larger space dimensions (Markov chain lifting). 

4.2.6 Me/or BioSecurity. The methods we are developing, spatial kinetic Monte Carlo with 
realistic human movement, can be applied to the spread of many diseases. 
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addition to stand-alone applications built entirely from toolkit components, the teams also 
provide components to aid existing applications by allowing new features andlor replacing 
capabilities that are difficult or expensive to maintain by the application code team. The 
Jayenne Project is for simulating thennal radiative transfer in the x-ray regime for high 
energy density physics applications such as supernova explosions, inertial confinement 
fusion, and radiation flow experiments at facilities such as Sandia's Z-Pinch, Omega Facility, 
and the National Ignition Facility. The JayelU1e Project uses the Fleck and Cummings 
Implicit Monte Carlo (IMC) method, its software is powerful, robust, and massively parallel; 
it is multi-dimensional, runs on AMR meshes, and has different parallel schemes. These 
underlying components are used in the radiation-only code Milagro, which is also used as a 
testbed for advanced numerical methods research. The underlying components are also used 
in Wedgehog, which is a high-level IMC component that hooks into multi-physics 
application codes and provides the transport capability for radiation-hydrodynamics 
simulations. The Jayenne Project codes have run for countless millions of CPU-hours on the 
DOEs supercomputers, One application of radiation-hydrodynamics simulations using the 
JayelU1e IMC Project software is the modeling of emission from supernova. This simulation 
capability allows observational astronomers to constrain, to a degree not possible before, 
aspects of the supernova explosion mechanism using the diagnostics of their observations. 
The Jayenne Project devoted substantial effort to adapting its code to the heterogeneous 
architecture of Roadrunner. This effort has realized overall speedups ranging from 3 to 15 for 
users. Ongoing methods research includes hybrid methods, Compton scattering time step 
control, and software design for heterogeneous architectures. Finally, the transport of ~MeV 
light ions in a thennonuclear plasma is an important physical mechanism for ICF 
applications and diagnostics. In the Eulerian Project's plasma codes, this process is modeled 
by continuous-slowing-down energy loss to the thermal plasma, combined with a Monte 
Carlo treatment of the large-angle binary collisions and in-flight reactions. The up scattered 
plasma ions and energetic reaction products serve additional sources for the charged-particle 
cascade. All supratheonal partic les Z=I-4 and their principal reactions are tracked in the 
code 

4.4.2 Kinetic Me. The Kinetic MC capability has grown recently due to a new hire in the 
area. The capability is located primarily in T and MST divisions and is in a steady state at the 
present time. 

4.4.3 Condensed Maller Physics and Materials Science. The Monte Carlo method is more of 
an approach to numerical problem solving than one technique, It is in fact a vast range of 
techniques, Overall, it is an extremely flexible method. In many cases, this flexibility peonits 
the approach to adapt optimally to specific applications, In general, the approaches being 
used at the Laboratory range from standard to state-of-the-art. 

4.4.4 Statisllcs. The ever-increasing reliance on computing that we see in major programs 
such as weapons, surveillance, and other computational applications, should continue to 
sustain and advance existing capabilities. 

4.4.5 Optimization, Los Alamos is hosting a number of staff members with experience in 
Monte Carlo methods that simulate classical or quantum annealing processes for 
optimization. Some of these staff were connected with the development of field of quantum 
annealing from its very early stage and contributed substantially to its understanding. One of 
them (Arnab Das) implemented the first quantum Monte Carlo method for alU1ealing of small 

CPAM Self Assc:ssmeut Report 
June 8.10, 2010 

LA·UR·1O·03503 
Page 42 

• 

• 

• 



• 

• 

• 

......... or 'ompu",,,,,,,aI 'y ""'d .,.. ,!II .... , 0..,," I .... "_ .. _ ......... _ 
"'C Me m<tloodI "'''''"> rtW<dpmlll< ... " .... 11 __ ...... w. .... MCMC ... 
"' ......... ,.,...,.1 .. ,,, N,,,, ..... _b """" .. it< r..,,., ............ T ... ' 5."", 
II""",," _ ~ r......,·.JroUII .. SISSA, ko', _"l.oo ... -. ........ _ ,.'", 
II.". "'" it< '....00.-, ."1,, __ 0("", il<kh,o,j ,Pc ' .... ~._ 
""1-..."",, ... ,'" II><>< _ , '.,,,,,Ioo!, .• "'"'" ... ,,10 by r ........ 5 ' ' 0;" 
Nannl'll)'J'UOOO'Ild<otri""" .......... __ 01 __ .. 0 ; _ 
U __ ...... ckw' j " .... "<1 MCMC t ... For ... __ Ii 4 ii C' -... 

....tin .... IInph""'._oI" ...... ,"" h ....... """""""'1141" • 

.... ' p" ....... 1)" Iwo-oI ,.obI ... ' ......... at-l F"""'" WMlInl, ... of _ 
_ .................... ', • .,r, ' : , _""'''1>"''' ", .. ::,_-, 
'-At- .. _ .... bono p .......... _ .. COff)' ....... OI"O!O<l_ ~_ ... 
= .... ,of, , .............. !wa< ............ , .. , .......... _. I'\u_ 
.... ' '_ok>.~, 'r_. I ........... w, ... ~' .......... _ .H ... po..""' ........ -.I ..... --") <opo<JIon ... """".IJy"""""""," o,.m"""",, 
,,~ ...... _ .. 1Un< do". 'o«of .... MCMC __ ... "h tI>o "" \' , . ..... -....,. ..... 
• • ',\lCp, ""''"''""''OJ' W, '''"'''' ' ' .. ,~ ... .,.1 ..... , ",," ,ook. For ODEs, S!!A. ood ... ·""P' .. W •• 1 .. ,","0 ''''' "",II ",,0..1 ro.l<. ", .. , ,he "",p ,,,, ,..,.. m"" " .. _ 
_ . 0...:. .. , III .. "", .. ir .. d lh< l i ... 11< M""" r,rlo """bod. we ........ _ i< w;1 be 
ioro<p" ... t«I ,n"'. rtk'U""""II,;oo trod. l fur ,,,. """" ,mp><tMI ,Iobol .. "..... _, ,. "' 
", •• " n .. ,1Ioo1d t>o ,n pi",. lry i>1< .. ..",.,.. We ""'" .. """ <10><1' ........... ~'" s.. 
~""""m~y Oflk . .. pon of<l1" _ '"I UlR[)'[ R ,," ' se :'. 

• ~ I I'~M'~' no. ... ,..,.,.I"1 ..... ~ II .... d<w.; 777 ..... """1 ..... ')CI1oen 
dtplo)'«!. ,,_ ,_ .............. ~ ......... .,~, ' ..... 7 arty .... 1 .. _ 
..... 1I"""'k __ <.Io. ' h < ............... I<adyloen .. « .. :db ..... 
........... _ 11 ... ",lel '.If .... _._lyr-kd.,. ""'10<_, 'n· ... UlRD 
~ ........ boo ,IiocI'm f.....!td CH,WI ,n, ....... "WlI ....... '-I "",.1; .. _ .... 
..... 111)' ... _ ., ... 0001 

J~'QCI) Bt( ... htr ...... &o.IIodo""' ........... II" .... " ; llJ_oIeo.1or ... 
..,... 0.. .... '" cIo _ ...... '_ II "n_ on r ..... "', ... ponIlch .. ,_ , ,·rr _ ....... _F..,...'iO ....... M ......... , ... _occ, tooo .... , .... 
_, l , wi __ ... _ -.. ..... -" .. <"_< 10<-,> , ............. w< .. '" 
_ ....... __ ........ " .. "' .... 4 ........ '1'" PI ..... ,"" eo ... ",," uol ......... ....... 

.--........ _ .... "I>obl, 

.u C~.I ... l<' ...... _ • 
........ b ""- ~!(: _ , ....... """""'" ", .. , 'ho ..... 'P;><" ,n Sc< '100 i 0 

• J. I ,I,((' "" (",~,po" On< ,,, .. lOt ' "' E.knan """,. " ,,,,, .. oi«'l"" ...... II .... , ....... 
""' "".,..,1 ... r~ .. ""..,. , ..... ''''''111 1,1i" "'" A« ,ron _"'" do .. ..,... ................ .. 
Some mod,fl,,,.,,,. '" tho <tOM ....... "poboll ... .. ·,11 ... ,~ 

--­~" 



4.5.3 Condensed Maller Physics and Materials Science. The main generic problems that 
Monte Carlo faces are the cost of precision and the possibility of broken ergodicity. The 
precision (error) of the simulation is proportional to the reciprocal of the square root of the 
number of independent samples. When this is a problem, the cure is not just asking for faster 
and more processors but rather asking for new algorithms that reduce the error scaling's 
proportionali ty constant and/or increase the rate at which independent samples are generated 
(faster processors addresses the latter in a brute force way). Broken ergodicity refers to the 
sampling being too infrequent for some (rare) events that can and must occur. It renders the 
simulation invalid. These problems underscore the need to continually develop new 
algorithms. With the Laboratory's commitment to MARIE arises both the need and 
opportunity for new Monte Carlo initiatives. MARIE will permit novel and penetrating 
explorations of dynamics and quantum phenomena. While dynamics seems unnatural for 
Monte Carlo, in fact the method is commonly used to simulate non-equilibrium systems. 
"Kinetic Monte Carlo" is the rubric for one type of such approach. Sampling rare events is 
the challenge for this particular important form of Monte Carlo. Except for simple problems, 
numerical solutions of the partial differential equations of quantum mechanics are 
impractical. Quantum Monte Carlo techniques developed at the Laboratory can extract useful 
dynamical information. The inherent probabilistic nature of quantum mechanics suggests 
broader dynamical information should be accessible by Monte Carlo methods. Support is 
needed to develop them. Part of the institutional commitment to MARIE should be a 
commitment to computational physics as an essential supporting tool. Monte Carlo methods 
should be allowed to playa prominent role in this. They will often be the only method 
capable of the task. 

4.5.4 Statistics. No issues that are not common ones, addressed in Section 8.0. 

4.5.5 Optimization. While MCMC methods for optimization were proven successful a 
number of times, some challenges remain to be addressed. One challenge regards the design 
and implementation of novel MCMC methods for optimization to simulate alternative 
annealing processes that could combine both, the classical and the quantum annealing ones. 
Another important issue is the lack of interdivisional collaborations that could be improved 
with new, collaborative, projects between staff members with interdisciplinary backgrounds 
including physicists, computer scientists, and software developers. 

4.5.6 Me/or BioSecurity. The challenges arc: I) having a very fast kinetic Monte Carlo 
method, 2) having an accurate and fast spatial model, and 3) knowing human movement 
patterns across various spatial scales. For influenza in particular we are developing new 
disease progression models and exploring environmental impacts on that progression, such as 
humidity effects that lead to seasonality. 

4.5.7 Phylogenetics. No issues that are not common ones, addressed in Section 8.0. 

4.5.8 QCD. No issues except those addressed in Section 8.0. 
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simulation time. These AMD methods are applicable to infrequent-event systems, in which 
transitions from one state to another happen at intervals that are infrequent relative to the 
time scale of vibrational motion in the system. These are typically systems involving 
activated processes, such as the diffusion of a defect in a solid material or on a swface, 
although the overall class is much broader than this. A key concept is that a molecular 
dynamics trajectory, if it can be integrated for a long enough time, will escape from the 
current state of the syslem in an appropriate way - i.e., it will "pick" an escape pathway with 
a probability Ihal is proportional to the rate constant for that pathway, despite the fact that it 
has no prior knowledge of what pathways exist. The unifYing theme in the AMD methods is 
that they exploit this property of a trajectory, but they coax the trajectory into making the 
escape-path choice sooner, thus accelerating the dynamics. This philosophy is in contrast to 
methods such as kinetic Monte Carlo, in which the user must pre-specifY all possible escape 
pathways. Although AMD is substantially more computationally expensive than kinetic 
Monte Carlo, thc payoff comes from the fact that the escape pathways in the system oftcn 
exhibit a complexity that exceeds what is possible to guess in advance to capture with kinetic 
Monte Carlo. There are currently three AMD methods: hyperdynamics [Voter 1997], in 
which a bias potential meeting certain requirements is added to the potential energy surface; 
parallel replica dynamics [Voter 1998], in which trajectories run simultaneously on many 
processors provide the effect of parallelizing time; and temperature accelerated dynamics 
[Sorensen 2000], in which rapid escape events at high temperature are filtered to find the first 
escape event at the lower, desired temperature. Parallel-replica dynamics gives exact state-IO­
state dynamics when implemented carefully and represents a good match to the increasingly 
parallel nature of computers. The other two methods rely on the transition state theory 
approximation, but offer speedup on a single processor. All three of these methods are most 
powerful when the events are very infrequent, i.e., when the barriers are high relative to the 
temperature of the system. They have been employed on a variety of processes such as 
surface growth, bulk diffusion, grain boundary sliding, nanoscale friction and plasticity, and 
radiation damage annealing mechanisms, achieving time scales from microseconds to 
milliseconds and in some cases, seconds. 

An approach related to AMD is one generally known as adaptive kinetic ~I!onte Carlo 
(AKMC). In AKMC, repeated searches are performed to find saddle points for escape paths 
from the current state oftbe system. After many saddles have been found, one assumes that 
the list of escape paths is complete enough that one can be chosen in a fashion analogous to a 
standard KMC move to take ti,e system to a new state. The AKMC approach can be 
attributed primarily to Barkema and Mousseau (late 1990s), Munro and Wales (1999), and 
Henkelman and Jonsson (2001). The AKMC approach is somewhat more approximate than 
the AMD methods, in part because il is hard to guarantee that all relevant saddle points have 
been found, but is very efficient and powerful when saddle point-bascd dynamics are 
appropriate. An introduction to both the AMD methods and the AKMC methods can be 
found in [Voter 2002]. 

5.1 Connection to the Goals aDd Mission of the Laboratory 
5.1.1 Nuclear Energy. Predictive materials science requires understanding of defects and how 
they interact wilh the lattice to determine materials properties. Defects both limit and enable 
all materials. The ability to identifY and subsequently control multidimensional defects 
(where O-D = point defects, l-D = dislocations, 2-D = surfaces, grain boundaries and 
interfaces, 3-D = voids, bubbles and second phases) is the next frontier of materials research 
aDd will lead to materials of superior performance and an overall implementation of the 
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at Missouri. These have been used to calculate a wide variety of physical properties (elastic 
constants, thermal conductivity, strength and fracture properties) that are used in mesoscale 
studies of the response of the composite materials [Menikoff2002], particularly for 
accidental initiation scenarios. Current studies are performing detailed analysis of the 
temperature profiles formed during void collapse, shear banding and general deformation 
processes [Cawkwell 2008]. The results are compared with studies performed on well­
prepared single crystal samples synthesized at Los Alamos in group DE-9. Reactive 
molecular dynamics for realistic materials are performed with the Reax Force Field to 
formulate reactive models as a function of pressure and temperature. To first order, these 
models reproduce the simple one-step Arrhenius models used to interpret the basic kinetics 
of HE decomposition, which span the range from rapid cook-off [Zhang 2009] to the inferred 
kinetics required for detonation. Current studies are extending this analysis to a multi-step 
model that could be comparcd to the empirical cook-off models (such as those formulated by 
Henson and Tarver) developed for accidental initiation scenarios and provide a physical basis 
for greater extrapolation and prediction. Reactive molecular dynamics simulations for 
idealized materials (energetic AB dimer) are performed with REBO-type potentials that are 
formulated to reproduce realistic material properties [Heim 2008]. These studies have 
demonstrated a well-resolved reaction zone with the expected properties of the von Neumann 
spike, reaction zone profile and the Chapman-Jouget propagation conditions, with a system 
that was demonstrated to be following rational Arrhenius kinetics. Current studies are 
formulating more complete analyses of the initiation kinetics associated with void collapse 
initiation. These studies establish a path to connect the more realistic Reax studies with 
continuum level treatments (see Tarver, JTF, DSD). 

The primary customer for this is the NW ASC program, with a strong emphasis on PBX9501 
(Conventional High Explosive: HMX and Estane) and PBX9502 (Insensitive High 
Explosive: T ATB and Kel-F), their associated detonator chains, and the interactions with 
neighboring materials. Phenomena associated with aging, performance at the limits of 
operating ranges, changes in the manufacturing conditions, accident scenarios and geometric 
perturbations would benefit from more complete physical models for these systems. 
Secondarily, the 000 has interests in developing safer and greener munitions, and in 
reducing their development time and costs for new fonmulations, which require an enhanced 
fundamental understanding of these materials. DHS and 000 must deal with a wide-range of 
unusual HE formulations (Improvised Explosive Devices, IEDs) whose properties are not 
well understood. Improved means for assessing the perfonmance characteristics, sensitivity 
and disposal issues, and methods for detection would benefit from more accurate physical 
models where molecular dynamics can supply important pieces of information. 

5.1.4 Biomolecular Modeling. Our use ofMD simulations to characterize molecular 
recognition of virulence factors from bacteria and surface proteins from viruses is closely 
tied to the goal of developing therapeutics to fight pathogens, the mission of Los Alamos' 
biosecurity center. Our MD simulation based approaches to characterize biomass and its 
degradation for biofuels is closely tied to the Laboratory's mission on energy security. 

5.1.5 Accelerated Algorithms. The three AMD methods compliment MD methods by offering 
a powerful approach for accurately simulating complex activated processes in materials that 
occur on time scales beyond nanoseconds. Such processes are ubiquitous in problems 
relevant to the Laboratory mission. Examples include radiation damage annealing [Bai 
20 I 0], material deformation and failure, surface growth [Shim 2007], and surface catalysis. 
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5.2.3 Energetic Materials. Our current performance and safety models are largely empirically 
based and heavily calibrated to experimental tests. Although REs are very heterogeneous 
composite materials they are typically treated as homogeneous materials in continuum codes 
with homogenous temperature and stress distributions. Because initiation and safety 
phenomena are controlled by localized fluctuations, these models are not directly tied to our 
limited fundamental understanding and cannot be relied upon outside of their calibration 
regime. For safety considerations, there are a large number of accidental initiation scenarios 
that must be considered (manufacturing and processing, damage from dropping or insult, 
nearby flame or explosion, electrostatic discharge) such that we cannot confidently bound 
these readily by experiment where we have limited understanding of the inherent fluctuations 
in these scenarios. Development of improved models has been a major challenge for the 
current NNSA ASC program and has attracted growing interest from DoD as well. This is 
being addressed at the mesoscale level where the heterogeneous nature of the materials is 
explicitly represented. These typically include the crystalline explosive base (-100 micron 
crystals, typically quite brittle), a polymeric binder (may be present in submicron 
thicknesses, with highly temperature dependent viscoelastic properties), and voids of various 
sizes (both internal to the crystals and between the crystals and binder). Analytic evaluations 
indicate that voids are critical focusing agents that instigate ignition and that resulting "hot 
spots" of dimension -0. I micron are required for self-sustaining reaction. The experimental 
characterization of these materials over this range of length scales is just now becoming 
accessible. Characterization of the dynamic damage evolution processes is a current grand 
challenge. Many damage evolution models are based on the concept of fracture of the 
crystals by an initial wave, followed by frictional heating by sliding between those surfaces. 
Accurate modeling of the fracture, frictional heat generation, thermal conductivity, phase 
transitions (melting), chemical reaction and gas generation should be incorporated within a 
realistic geometry. This would require very large scale three-dimensional simulations with an 
accurate description of phenomena at interfaces. Current work is associated with two­
dimensional simulations on model geometries as a means to prioritize the various aspects for 
further study. Accurate material properties over a broad range of temperature and pressures 
are also required, where we have limited data because of the inherent instability of materials. 

Atomistic simulations can provide an explicit representation of these various phenomena and 
link them to chemical reactivity. However, these cannot reach realistic length scales required 
to characterize the microstructure and dynamic response. For example, electronic structure 
calculations on ensembles of hundreds of atoms are currently used to characterize the EOS of 
both the reactants and primary products. However, clusters of solid products (soot, metal 
oxides) are likely much larger and cannot be included in the analysis. Reactive molecular 
dynamics simulations can now be performed on many millions of atoms, which gives us a 
base understanding of the chemical reactions but is not sufficient to understand propagation 
or coupling to gradients in stress or composition. Non-reactive molecular dynamics on 100 
million atoms (-I micron l

) are being used to understand deformation processes and model 
the collapse of a single void, but are insufficient to understand in the interactions between 
multiple voids. 

5.2.4 Biomolecular Modeling. Our implementation of embarrassingly-parallel molecular 
dynamics algorithms for enhanced sampling, and the development of more accurate force 
fields, have allowed the all-atom simulations of peptide and protein folding and aggregation 
from physical principles [Sanbonmatsu 2005 & 2007]. We have also shown how these 
simulations can be carried out under volume and pressure conditions consistent with the 
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The Army Research Laboratory is developing a large program similar to Los Alamos in 
terms of emphasis on large-scale quantum chemical and molecular dynamics simulations to 
service the DoD needs for munitions development. However, they do not have a coherent 
mesoscale effort, so there is a lack of focus on delivery of significant properties. Several 
other DoD laboratories also have small modeling programs at this length scale for particular 
materials of interest to them (e.g. White. NRL), but do not address the subject in a general 
way. There are several universities with expertise in HE MD (Goddard at CalTech, Sewell 
and Thompson at Missouri), with funding sources primarily based in the DoD. These 
programs normally do not have access to large-scale computing unless there is a 
collaboration with either Los Alamos or SNL. 

5.3.4 Siomoleuc/ar Modeling. We are one of the world's leading groups on implementing all­
atom molecular dynamics to study immunological and biofuel related problems. With respect 
to immunological problems, we 2Je integrating MD simulations with sequence-based 
analysis for HIV vaccine design. With respect to biofuels, we are at the forefront on 
characterizing material properties of biomass that is predominantly carbohydrates. Recently 
we published a first replica exch2nge MD study on cellulose [Shen 2009]. 

5.3.5 Accelerated Algorithms. The AMD concept and methods were invented here and Los 
Alamos remains the undisputed world leader in AMD development and application. The 
most substantial AMD development efforts outside of Los Alamos are those of Fichthorn at 
PefUl State, who develops hyperdynamics methodologies, and McCammon at UCSD, who 
develops an adaptation of hyperdynamics for biomolecular systems. The closely related 
AKMC approach discussed above is most slTongly represented in the groups of Henkelman 
at University of Texas and Mousseau at University of MonlTea\. 

5.4 Status of the Capabilities 
5.4.l Nuclear Energy. See section 5.2.1. 

5.4.2 Dynamic Materials. See section 5.2.2. 

5.4.3 Energetic Materials. See section 5.2.3. 

5.4.4. Biomoleeular Modeling. Our CUlTent challenges and accomplishments are directed at 
two fronts. First, how one extends some MD based methodologies that have successfully 
applied to proteins to other systems such as carbohydrates, aromatic polymers, membranes 
and nanomaterials. Here, we faced challenges with respect to force fields and conformational 
sampling, hut have made significant advancements in carbohydrates. The second concerns 
how to characterize the interactions (molecular recognition) involving these different 
heterogeneous systems (eg. Membrane-carbohydrate, nanomaterial-protein interactions). 

5.45 Accelerafed Algorifhms. The AMD methods have been demonstrated for a range of 
infrequent-event problems in materials science, chemistry and physics (see [perez 2009]). 
Time scales of microseconds are now routine and time scales beyond seconds are possible in 
favorable cases. Two main technical challenges have been the size scaling problem (AMD 
has typically worked best for systems on the order of 1000 atoms or smaller) and the low­
balTier problem. The 10w-balTier problem is more serious. and a general solution is being 
sought as discussed in Subsection 5.5.5. In some cases, an understanding of the 
characteristics of the system a Ilows the low barriers to be ignored without compromising the 
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prediction in dynamic materials theory. In the context ofNEMD, our research is addressing 
the tlnal rubric via development of accelerated methods of NEMD with the potential of 
increasing the temporal range by three to six orders of magnitude. Such methods, already 
showing promise in damage nucleation and localization, will be frontier areas in NEMD 
research and dynamic materials modeling in the future. A key challenge has been retaining a 
critical mass in this area, a problem exacerbated by retirements (Holian, Lomdahl) and 
departures or extended leaves of early and mid-career staff (Kadau, Strachan, Sewell) that 
were active in this area and related energetic materials MD simulation-based studies. Support 
from LDRD and BES programs, 'including an Energy Frontier Research Center on "Materials 
at Irradiation and Mechanical Extremes" has ameliorated this issue, enabling the conversion 
of post docs to staff such as Cawkwell, Liu, Perez, Taylor, and Wang, and recruitment of 
several new postdocs. 

5.5.3 Energetic fvfaterials. The core technical challenge here is to couple extensive chemical 
reactions and hydrodynamics in an inhomogeneous system. The length scales of these 
phenomena overlap so they cannot be decoupled but must be treated as an integrated whole. 
Further, this happens in a condensed phase system at high temperatures and pressures where 
we have limited capability to probe the system or maintain steady-state conditions. 
Consequently, we must rely extensively on calculations to supply the information that cannot 
be obtained from experiment, which requires well-validated models that can be linked across 
length and timescales. Atomistic simulations can provide strong guidance, and are certainly 
the only way to obtain an explicit representation of chemical reactivity, but cannot yet reach 
realistic length scales required to characterize the microstructure. The accurate coupling 
between chemistry and microstructure of these materials is critical for the development of 
predictive models. Current reactive molecular dynamics simulations are limited to 
nanosecond timescales for millions of atoms using classical intcratomic potentials. The 
reaction zones for high-order detonation processes (the faster possible reaction rates) are 
estimated to be 10-100 microns in linear extent and 1-10 nanoseconds in temporal evolution. 
It is to be emphasized that there are strong pressure and temperature gradients in the protlles 
as well, so analysis of a static box supplies insuftlcient information. It is the location of the 
sonic plane in this dynamic structure that controls detonation propagation characteristics 
known to depend on confinement and initial temperature. Additionally, the interaction of this 
wave with chemical fluctuations, interfaces and voids are unknown, but suspected to play 
signitlcant roles in retlned models. Such simu lations would require -10 micron' of material 
or -1 0" atoms observed for time periods in excess of 10 nanoseconds. Initiation and 
deflagration processes extend out several orders of magnitude larger in both length and time 
scales. Non-reactive molecular dynamics can extend these scales out an order of magnitude 
or two in both space (> 100 micron3

) and time (> 1 microsec). Those simulations can resolve 
the mechanical effects for mu Itiple voids, stress waves propagating across binder layers, and 
crack propagation at moderate strain-rates. This information will resolve many issues that are 
inadequately addressed in currenl mesoscale models because of limited ability to characterize 
interfacial phenomena. These results will be needed to provide stronger closure relationships 
for those models. 

There has been significant progress in the last several years in the scale of ca leu lations 
accessible. In particular, SPaSM and LAMMPS have been adapted to many high 
performance platforms, and the Reax Force Field has been implemented into LAMMPS. 
Simulations on millions of atoms are now commonplace, simulations on billions of atoms are 
not unusual, and simulations on trillion atom systems will likely soon be feasible as we 
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6.0 Theme 5: Discrete Event Simulation 
(Theme Leader: Stephen Eidenbenz, CCS Division) 

Discrete event simulation (DES) is a simulation technique that uses discrete events as a main 
driving force to simulate the evolution of a complex system. The notion of DES and most of 
the theoretical underpinnings were established in the 1970s and 80s. DES is used 
predominantly for engineered systems that follow a set of prescribed rules, such as the 
Internet and communication networks, vehicular transportation networks with discrete traffic 
light logic, epidemic modeling, or war games simulation. Any other process witb discrete 
events can and has been modeled using DES, most notably biological and chemical 
processes. Discrete event simulations also playa role in composite systems where physical 
systems interact with social systems, such as modeling global wanning. The physical 
processes of greenhouse gas generation, atmospheric mixing, oceanic interactions, and 
terrestrial uptake are relatively well understood. However, social processes such as 
agriculture, land use, electric power generation, transportation systems, and economic 
cboices at multiple social levels affect the production of greenhouse gases but are much less 
well understood than physica I processes. Agents attempt to approximate the perceptions and 
decisions of humans despite the acknowledged difficulty in predicting human behavior. 

Distributed discrete event simulation (DDES) simulates processes on a complex system on 
multiple processors through separate threads, called logical process (or LP); DDES presents 
the designer with a set of challenging problems, in particular synchronization and load 
balancing. While the theoretical underpinnings are largely established (despite a few very 
recent attempts to awaken this donnant field), many real-life engineering challenges remain 
to fully exploit the potential ofDDES in many application areas. We focus mainly on 
concrete application codes in this section; for a general introduction to discrete event 
simulation, refer to [Banks et ai, 2004]. Perhaps the best-known early example of a discrete 
event simulation project at Los Alamos is the TRANSIMS project, which simulated 
vehicular traffic using a discrete automata model starting in the mid 1990s. A large number 
ofDDES codes have since been developed here and can be grouped into I) Technical 
Domain Applications, 2) Agent-based applications, and 3) Simulation and Design 
Frameworks. Following, we present a few example codes for each. 

Technical domains. The FastTrans project, which simulates vehicular traffic on a nationwide 
level, grew out of the legacy of the TRANSIMS transportation simulation code. The 
telecommunications simulation code MIlTS (Multi-scale Integrated Information and 
Telecommunications System) has been used to simulate the nation's communication fabric. 
BotSim is a specialized tool designed to understand the cyber threat of bot nets (i.e., rogue 
networks of compromised computers that can start cyber attacks). A final example is 
CyberSim, which simulates the spread of mal ware through technical and online social 
networks. 

Agent-based applications. These codes focus on simulating the actions and thought processes 
of agents such as humans. EpiSims code simulates the spread ofao epidemic, such as HINI 
through a population of millions of human agents who go about their daily activities. AFS 
(Agent Framework for Simulation) simulates the complex processes of an intelligent agent, 
such as a dam operator. ActivitySim generates activities for a population of millions of 
humans (which can be used by EpiSims) based on optimizing an objective function. 
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""lud'"1 «Ii. !.o , nc<W<M '" pub'" .~ ", ......... pI>ooo<~. (I'STN.~ "" I ....... ... 
ad ho< meob .. ",'orb. MilTS,," ...... ., ....... "' ....... _ , ........ ,_ .. _ 
from p.o<'",.,,<1 "",.to,_ .. """·bo....t _On 

II./.! /loIS;", C)'\o<"«"",,." 01_ ,otmtd ........ 10.1 __ .. 11>" __ -.I 
Lo,.A!unM.O"'ol ........ Io" ..... Iop_ ... IIOd" 1._I001 ... _rylllr 
<if«10 on •• .,...., • ., <),bo;.._ .. .,. ... _ , II.,. ....... "'c,,d "' _ oflllr_ 
...... <j'IIa.w ...... _I ....... Tu" .. __ ..... "=, , = 

_'" ,' .... _ bo,,,,,,oI~_" r ... .,.., .. _\I00I "" ... III.C_ 
d" .,,10., .h,,,, 'co'" h .. " ,w,,"' ~, .......... .....,. ~,,_ 'l' era.-, 
........ )1>1' .'IOIfI'< ........ c.tC(C __ C_I"., ... "_ VI ••• l i d 
.1Iop.1iooI<Id)' "v 1"_....,j ..... 1«1 1I<d.... . I , ,0"01 _ .... '" P21'_ "" , 
6./4 ()WrS- h .... , ,,_ .(_lMlII ,'Ioo_1.o TIl< ule"'_'" ""_'_1.,""' __ ","",,,,,", __ ,, _". .... ..,.., " "" 
_do: ... I .~ .... ___ ...... U'O"IcdJ< .. "'d_O«l' AIon;~;thth ... _. 
_ '--. _ .. .-..h_. iii< ~1<4I<.001 -"' __ ......,,, .""",, • 
..... , ... ot .... _',hoI.,... p<>O<d liyC)Ii<t',.r.x. .......... _'on .... " 
oeaonoy n>dop< ...... AIomM .... _ "" ___ ot_~.,.~" ".....! 

"" ",1;" .. _001, ...... _,., ...... of_ roo _~, .. ""';_'ofcyloto-­
oeaonoyh , ,' 1Od."'nenbo/" ..... ..- .. iIIoy ... _ .... C,II<tSon",.bern 
""'<Iop«! '" ... ; -., th< ISIIT .0.01 ~""n...o II "'" l .. boo:oio>ry . nO PI"" i<!<. ih< 
copM.h.y ", ..... 1 .... ionrc __ ,. ooli", _.., .. _ k. 

6.'.J ep.s._ 1'rnI«1, .. "'" .. ,_ 'P''''' ''''''1''' IIOd ''''''''' '1"'' ,nfoo,.,., di ........ 
"«<1)0 _ .. Loi>on""Y', C;,.,."" S«""" m, .. """ iii< 1.I<>I"",t_ s.: .. "" lIr. 
T« h!'lOlor pill ... IIOd til< 9.,..S«." ". i •• """. 



& I 0 I"" "ro' f,_, •• w' f" .,'-.i~"'" IM"SJ Mony u.. A' ...... "" ...... , rrqooo< .... 
;" · ... 11 .. "'" ...... Iy .... pby>'ul 'Y"'"'' bvO "" ""bedd<d , ..... ,,, .... or_" 
i .... , ..... I, .. ,,~ .'."'" «''''1'0''''''' .... ,"' ","y,;o., .y.ot .. M •• y " ... ~I<t .. '" "'" 
_.~." ,.,., , ...... ,110., .. ~, .••• " ..... tr ... do,,,,,, ,,;,,., ./l""" "" , ... """', .... .... 
'''pi'" ~UIN"'",")'Ial 'Y"'''' (jlob,ol ,10 ..... ~ bet .... ," b)" ""'" ."."'" " .. be 
.. n ...... od bJ ","""" beh"'",, ~"" , .. I ... ,.......,. P<OI'I< "..~. ,hooo: .. bo<ed 001 ,Mi, 
.. t .... p",.",1ooo or , ..... ,i .......... , ......... 1 .""" .... ..... ,,,., AI'S 1""'''''' _"""~"" 
.. """'" , ..... 10 ....... . ..... in .. ~,po. ,ke po .... ", .. or .. ;, od h ......... ph)",," .)'>t .... 

o I I.-I<uo",-s... no. DIIS ai",. ............ '''''", .. , ..... .... ,y" ,n,Oo. 1 I.hi<,..,........; 
, ... ,,,,,,dopc",,,",," ",.,.. """"pl. OKIOn ""'" ,'«"'" po ........ I~" ... , ..... 
........ d .... ,b, ...... ~ .... M"" i " ~ .. ,ruc'"", ... "". ",Iy""" -.I<fly' .... 
... _~ .... , te" .... d bJ iod;' ....... p<cpl ...... bo<._. ,.",1<., ~1'''JI.''''.ly .... ok, ... 
...... ............... r .. ........ H ........ "" __ be., no • .l<......J" ,,,.,Iy te"""'" b)" 
""",*', dod)' .. II ...... dr, .. ", .. ",<WI;. "' '''I ' ''''IY to 0001; "'" "'''. "" .. "'MO' ood 
......... 'r"''''' ..... .,. ""'" ... " ..... T ................ _, r .. <1>.1)' o<, i, ;" .. or 
..... ,""'"" " • 1'*"'I"i"" "" • .,;",", .. 1000 of """",," An .,.., .......... _ , " , ... 
001)' _10 .. 1* ........... , . 1""," ..... t<"''' '' do ..... """ .... "" "''''t<"' I" .... "r 
of , ............ , .... De, ow",," ''''}' ~ .... """",I "'" II> . .... te""y 1«1W", A"" ItyS ,,,, .. p." or"" "'SAC ,..,,..'" or ........... .. ""It<! .. r .. _ .... _"~ n"._k 
.-......... (liol>ol Soc"",), m' ...... b .... """"" or ........ ..... " '"' "I""" .... 
_ ...... MoI .. "'" or .... 'SAT ........ 1,')' 

• I ,s... ....... F", ........ t 5-(" ... s,mC ...... <<aI.bI< "",.1.".,. < .. ,nc: . ooopIc<J w"h 
• _Iioi p'n.....,. •• p ........ _ ........ of ... " ......... 0«> .... idomuu"". " i • 

• 

.. • ..tV,.. , ... " '...,. r.,. __ of .... DIlf.5 ,ode ...... " ........ . 100" • 

U Il .... ,,~ H ....... '~ .ocI ' .. "or, 
.! I F~"r.-- f ... T,_ " • ..,.I>b~, ,..,.11 .... "' __ ,,, .. ro. "''''pO<''''''''' "",,, .. k< 
!ho, ............ Mol .-. _ of ",,11-. 0(0-,,,",1<> "" " , I· ... O<id "'"" ..... ""'. " • 
hn_ ........ u .... r ... Tt_ .... ,..,.licI dda", .. , .. , .,,,,.Lo"oo «<lIn.,.... and 

.-""'_0 ... , .... ; ..... ., ... ~ " ... 10 ..... ., 0'"'' ..... ""'-d ''''''1'''1< _ 
v, .... ,,-""" .............. _ ._ ....... ""'"L"_tho'p""· ... , .. I, ..... d>.,ly 
XI"'OI)O Kbrdool<> r.,.. 'yodorI" _100_ of ",,1'-0 .r .. "II,pl 'gcnI<, U"I","lI ' 
__ I,: cado 10 , ....... ''' .... ~ _ ... "~d ............. ., be """r" ... ly r .. ,,, 
_U>d,,-, I' _ .... bo...t .. , .. I,'" '" _ '00 _ _ 

.~- -- ---.. __ .,r ... T ......... ""' .. 
...... _. of ...... "' ...... ., 20 ..... 
_ .......... _ • • "' ........ lMOl<bnI< 

'I' .. _, ......... ........... d,_ ......... ~.p fidel,,,. no. """ .. ... =1., ._ ...... __ ~11)' 
_, pou1ofr..,T_ .......... " 
_ ....... ,of .... , ...... O'jl _ 
_-polio .. .., .... tA · ). r ... T' ........ 
....... ~.,........,.t ... _ of A' !hoI .K< .. 

.......... ,po I ' ... ol .... ..-I ..... ...t...t 

-~,:------

•• -_.-._ .. ,_ .... .,.- ....... -... , . ---'--
....... ,...­

~. • 



• 

• 

• 

p<,f""", • *,,"1 d"et ,<d ... " h '" [,00 [!It D<JI p..n """",d ,II< <1<11; . .. ,0<\. r...",nm<l1l>1 
... ,ul" h.b, -.. "1''' .lO-f<>ld 'mP"''' ....... in ro"" "a pttfu<ouoc< COIUf>OorcO '" """. 
,mpl<mo::"",'.,., of,,,,,,,,,,,,,, ," , Igonlhrn>_ 

r,,'T~ 0' .1., . bI< 10 o<h .. " ... "_f,,, k>od-b.ol"";.~ .. diw;buI,d <I .. ,,,,,,, Ihfoup 
an "I'"m,1 ''''gnm<," of ~m,I".., """ '"" t" ~ t~ • «chniq ... ""II«! .,pI",;, 
11", .. 1 """''''"8 rn.t... id>un 1(IIOJ Wi'" """",,,<oJ ""''' .. aII<l part;[""""1\- r."T" .. " 
obI< to .. m.I." I fu ll 24.""'" ,,"' -<Ioy ,n 1'1"", yon. _ ,,,,-01"'1 0'-'" or>< "" II;'" .,...! 
1",1., .00 .""ro" """"121 ", ,11_ '-"""",' In", - o. ks.lIu, """ 1>00. of "" II..,kKk ,,_ 
on. "/-00« '''''to " ~ Tho: ~"k """.orour.! """IM liry off."T, ....... b<m ' rn~ioy«I '" 
....... tw. ~IS"'C uan.,.,..u,ioII . I\Id, .. " •• , , imul ..... Ind . .. ly>Cd ,nf" """,_ d,,,upl'" 
,,,,",,, on NO', Yo", ..... S<>uIh<", <:.~fom ... F ... T"n, ~ . 1", < ...... tly 1><, •• >«1 r", 
... ",,1«1 rOO<! ,,'" fink, ....... ,ioNl "",k 

6.1I ,<fliTS A, 00< ..... of tho >V«"""'. MilTS ,"".,...,,, <1<\>.1«1 '<1"""""'"'''' of 
"'~'OI' _ boi«l on ,,...,, ...... , de"" _<..,d ",I '''''"<l' ...... A, "'" ",I"" <.d, 
MilTS <mploy. m" l(i~l, . bo.t,a<';o" 1.,.<1. ro. ..... <1<. "",,0001 <to<, ~rnul"""'I" , «<1 

,,,III I"' .. "rol dj,,,ibu .. d d,,,,,... .. ,,,, , "",.1. ",," ",,1Iook>jy .,,,,h,,,,'. ",,~ ", hl)' MilTS 
.... b«. <I<,.""",d '" fill .... ''''t..oIos1 ! ''P ..... .,. ;,,, on m<!hod, 1<1< <1<$'8" .... I)'i'~ , 001 
de,cloprnrn' of <WI<", and ",,' ''' I.'ll<-><'!.: <"",m""",.""" """"."", .001 """"""""uce­
,"I<nl<peod<no;y .• ~.,,< ,;m.I ... ,,. .noI""'I,·~. ",ok ro< ~·,,,,Ieu.no! ",,,,·hn< • .,..."",~ 

'''-'''''''',", .. ,--~~ ~ .... , 
...... ,,,- I~ ~ I~,.", " .. ~ ." ... ~,., ,. ''' .. ~~ .. ,~ '.," ...... "'-'",...,,, ,"" .............. ,-

~~~ ."-.~, " .. ..... .. _- ,~~, .. , '''- , """ ,.",' .. 

Tho: MilTS "ob-modul< No"""'" Gena .. ",,, ""'". , real"'''' _I 01 .." .. od 
in""",,,,,,,,,,, ""h os I'STN ... ·,"boo "' I_"",om MilTS "';0'''''' demo~.ph l' . 
•• »"01)', and de ... ,< O~'n<r."' ~ " r ...... """ for iodl" ,IlaI •• n , 'ynll.< .. , 1"'\>"10 "' .... '''I'''' 
do ... Til< 0.,.",< Gc,.,.... ... n 5O .. ".,...k "."". md.o.,,, .. (c.f-. <Ie,."", comp""". 
pboMoj for ,II< """"10,"",, Tho s..._ G"", ... ,,,,,, """""""1< ""t<, "''''''''. «.~ coli., 
,·"",il'l !;.; ,ween ,od"..d""l, of ,II< """"1,,;,,,,_ Syn ..... ;" tlIlM ""'I'"" from ,11M< .... 
mOOuk>. til< :.I""'"",, S",,,l,,,,,,, ..... _k "m.t .... ,II< """,.o.~, load '" .... 



....... ofI. ,,-"11 I .... «1111«1 ...... " .. " .. I. bod,,,d ... 1 MilTS ..... """"'In or< 
imp~ .. I some ... 'I'P""_ .... hoc!1 ........... 1<,""'''1)' ,-.h ... of ........ ,· 
,,,. III " .. ,"_" ......... .,..<OJ 01 ... _ 1C'1vIc>IotY ~,...c ... _ ..... ,I>< d,";bu ... 
d ' l<o<l«",OI <1m." '"" <l1li,0<lII0I It.: ",loCI MOb-modolci I<Iy ~.1Ml <II< S) • ...., 
,.",...,"'" '" API""''''''' ...... _ .. pcqw ...... "''I'<" .... ,y ... ",III ,I>< 1><1p ........ 
AN')'>" '" \' , ..... 'i."..,. _mod,1< MIlTS', .",.!,,",, <I<".n Plo""'" .... followil1ll 

"" ""1<' 
D".,, ', ,.,.",p.".bIo " i,~ 0<11<. io f .... """,,, ..... !>I_. bull, .. ~ i mC ... I<'<Mok>t;y 
(_" .. "" ;'.yS ,m. r ... T ...... I><nwIndS 'm)", •• ," " IINouth 1I)'<l1. ~~b l<fVo«1 

""III ""'Cf /'l ISA( »oil (';'ISS. T.1IIOOp<. AFS~ perm"" .. i ... ,<I<pond<t><}' ..... lp •• 
"""""- w,h .. lh< <If "' ....... _ ...... "" ......... "' ......... worlo •. 0.".,""" ., ..... '" I "'''_ -. in !lot Ionl ...... II il . 1 .. ""'pod fa< I<'<MoIoi",.1 
1<0"" . A~ .... _ I)"'" of .... _ • ....,11., _ci w, ....... oil hot ...w. _""' .. 
><"- """"""'" '" W,·F; .... ""'" _unl<'r II1II 0I'1l<1< .. 11 
C..,b<OICd 1O~"l<kdrfol ""I~>CI"" .... _.IId·; ;..ot_""""'._ 
... _~ "'~ .... U<IUI ... "'1'«11111 ...... dI ....... _ .... I.u..: .. 01 .... pol"'"" """ -'-O"'.aod '" 01;.,.., ......... p ...... COlI""''''''''"'''' _ofI. ............. 'h .... _ .... 
'-""_, _".... -J ... .,w. ... ....,~ _'''''' "'_. 

4 Z JJIo<SI,,_IIo<'l, .......... _ ..... -dm-.. ....... I ...... _boo ............... .... 
__ .. _ ........ ~ ............ <I<r...H<b.lI'_'·'I I U ....... IQ .. 

• ' __ .,_ .... IocW>lOI"Iof ............... '"' ""' __ "17~ f' ..... "' .. 
_In·< ............ ~ .......... "'I<,oa ....... .- .......... __ ....... _, .. 
Icp!..--.A __ "'-c' "'_.,-., .. 0. ......... -. ...... "' .. 
__ ...... l«k .. d ' ".1- , >«1- I ~ .... · .. '"iII .... oI" ........ 
.. bd "', 1. ""couty"'WIod)'_ .. .............. 
414".>M_ n.C,-o'IO_ 
, d' ..... ..... ,..ra. un 
do_I«! dtto-"' ...... __ 

"' __ """'1'01 __ ''''''_ 
s-c_ m ... O"<WI. _ -. w", 
_n ... ot ........... _· ...... , ...... _~ ........... 1,., .... . 

,,,"_ ... H.,.., " ., ", 
<>,1 'lOh~",. I bioi .... .. 
......... , ....... _ •• h ... , _ 
_ , .. , ..... ~· • ....ud ...... ... 

, ... '"'1)-_ ...... 
TIl< C)bcoSun ...... II ~ of_ .... ... ~II" _II' ........... """' ..... d.llb .. , 01 
~ IIf'I""<OO'dI."'d ,.,.....111<>" .... '"'~ .... ~ .. ",,,,,",, '" ...... 1, .. ·, ... 
_ ·law 10< ..... " ........ <1< .................... " .. hb '"'''''.";1)' ''.Il<1'"0 no..._,", ..,wutIo., It< ..... "' ,"""') _ « .. hI< _ .. I """"rl. "' ........... po.-.l ond 
"',."" .. """,I ,-..", 10", IOd 001,,,<'-"'" .... _ .. h" ... , r".-.. 1Id 
L. ... <O,. f.oc~ pfo)'"". 1 "' .... " OIl ,I>< "" ... ocI. c'" be ......... of .. I ,_« ''''' .. 
"' ....... ......,,,,-..1 ... ,th • I", 0' ,-.., .... "I't"'i .. '7"'''' (Wi...,,, •• M", I. ..... <1C). 

• 

• 

• 



• 

• 

• 

opplf<","" ..,n., ... (1'.1",.....,1\ ~K<. OptoOm.:. <If, n<1 ....... 1 , I"""..d -" ~ .... 
n., lUi .. ~ funh<, " f"OI< of ""II .. """;" ' and ffni<.i,. .. rho .... ... 1neAbd,"" """'" 
ro.,in< ly ""DI" n..l b\I ,.1."'" """feet _~ .. u.. N."" ... I V ..... bol.oy [,.....,., 
tlla ~ '''>5 '"" I nuirtu,lII!d b\I "'" '101 .... 1 I"" ..... ..rs.....d .. "" T ' "r~ {Slsn 
fOf'lI>c UHS N".,...ICy\><rS«w1'1' Do" ..... n.. _e., __ -.ol ... af_. 
*' """" doc "".'.;rl .. her< oil< "'1'10 ..... ___ ''"'' .' , t 'hi) ." n. 
n.. DIS .... _ """ _ ........................... _ .. I _ k "' .............. .. h,,~ 
.,.,.- "'" .,...,if", ............ ...,... !I!< .. otI. 1"" .... doLoyo aooI _ ... __ .... f< 

_""_ ........ --'<p.' n I_~ p· .. ___ I .. ....,'. 11"_ 
..-.f" ........... 11or ....... ,..,d ... ,"-fy , ... 4 ..... _ .. ",," .... 
,...,...I.~EoodI_,_" ___ ............. 1 7 ,01'l1000 __ 
.. ad. ," ""'..,.,.. .... .. I,,, , ... "" .. __ oIT«ood .... _.., . .... ..ty.L 1110_ 
;. n...... 'Po ''0110 .. · .... IlI0I)>10 ...... co!. ........ -..1 .... ...n ......... _k .. .... 
'",. t I..,. 01"10<_ bood • ...".,.. .... It ho _. "'''''' -.< .. _ ...... ...... 
• u, 4 = 0(",, __ . .......... of ... ..-·._ .......... "" .. _ lo "'" 
........ IIoc _h.,. of ...... ·..., , .... ."...... •• _ .",.,0<ti0M .... do .. 'I' ''''' t>o> ...... 
""' ........ '_poco _ OIl ...... ....u. .............. ""'_ I)" .. In< Cyb<tSi .. I00I ..... y", 
bout ...... _ '" ... 1)'>< Iloc -""""",IIp'<>di,. po"""", "'II< ,,,>I.,,,,,, paII<m>" ,,<II 
.. "'''''l or _, ........... bolo ..... __ fur ...... n l commonly <l< "'~ , . 1 .... ,..,1, 
",_...:b ...... ,,1 'I ..... b_ ..... .".. .ffi<t doc .. """" , .. ,, .. n. .... Tbt "",I .. ,oar)' 

........ of ", ,, "'_ ...... it«n "'""_'Of and w, ,""" """ '", .... '" """'" ",wl ~ ,n 
"" T.-. W,b. Net . ....... T,. \ of"", W .. "o';,,,, :!OlIO C .. f .. ...,.ISO. Il" <1010]. 

6 I j fp."' ... 1 It< " ,gIoly ""*''''''" [p"" .... 5 ............ S,....,. (lptSO .. SI .... _ . 
too .... <It,,,,,, .. <ttl ""'"10<_ ........ "'" •• "h ..... y _ ...... "'d)" ....... , •• '''I"''' 
.. , _ ...... "Y pIao< """,, ....... P""f'Io _11:0 ....... 1/1000 . 1Ionrt:oflO'l _ 

:!001. I.><lV, IO: :!001. Mm ..... >kl :>0010. M., .... ~, _I 1"11< .)1tChn,,_,"-
"""''''''I of ZII!.796.JOI _,dot.oh r<!.td .. '" _ ....... to lit< ~ US .. 
~"'''~ non' ."",-,1 .. _, .. "''''' __ ,....( ........... ''*_1 .. 
_<"""""'I_~. E".odt_ ...... ,.IIt< ....... _ .. , ... _ , ' 1 , 
.. .".,.1_ .... 11 ____ ... lOOO ........... l""-..dio i 

6.,/,· '. u... "-~.I •• "_ ... , .. ~ otId~ -,. 01 ••• ,110:_ ..! 
_of< ; 1. " ..... ..,_ ... "''''''_'''' .. , d .. _ " r,.<S.S_ .... 
~._ ... _ ... loc __ E".odt ",,1 .. _1 'n lilt _t.t_ ..... tp<d. ,0:1 •• _ 01 
.. ~" ....... -.... • ........ oIty EMIt I .... ~· ... _I< ..... ,fin ""''--' 
"'" ""', ........ Iyp< • ..! __ .r .. ,h ... ,,.... oc, .. ..,. n.. .. II< ....... typ<I of 
"'''''Y _ . w<d. oIqtpt-.. '''' .... "", .. I ,"',,_ .... _. MId <ollet<; pi .. , , 
.. ,"'!)' ...... !<d -.. I.r ...... _ ..... ' tit< ,,_. """"_. ,nd locI!"'" of ",,,,tI .. ,, 
.... d fi".. lit< Nu_1 i\oo"boOl T_"';'" S""'cy' r_ tit<>< ""'" ,,>mpon<"". 
EpoSuaS , .. , I or, .. h.:h a>oI i.~~ NO _lilt,., lilt ._ 10<'0"" " ,1-0< ..... "on<.nd 
.... __ ~ ... 1OIe d;><_ "",oO ,n. .... . """""'''''' f. fII S'mS "" ~ ",u l ... d,>Ca>< 
"""ad. "'_ ,KIsw«. .... .. · .... r .. « ._ ... "'" ". "'If.:,.,.. II<lchl}' to <apt"'" 

......... '" "II}"Of tI<rno& .. phk ' ''''''''''''''". ,,,,,.1 pal ..... of ,"""_I~ Mol 
~'R""i .. "," _ runi " .. '""'" "" ....... 01 . . .. ~ . "'hooI. _ .. l,"" ~ _tom. 
f.ptS , .. S "", bet , u>aJ '" .. 01),>< d,,, i"""", of d' .......... "" r.x 4<fft:n:at d....-

' W<"l .... ., __ 

' ~.$ ~..rT .. If""I .... _ .. "'Tn ' jt .... ~_NHnllllllH'~gI 
Rc.,..IIII!IO'..o! . ............. DC C!OI)h 

"--,;:--­_ .... -



i",,"'d,n, ...w I!,,, or>d ;nft"' .......... '" ... Iy",!h< "",,01 n",,, .. .,.' ,"", <m<rJe' from , I>< 
'y.,I><,;" popu l".,., 

"""'11-. EpoSnnS "", born . Otd '" modd "'" _."01 ''''1'><' of ,I>< ",,<11<1 of ...... 111" .. 
>oJ "'''p'."' "'~"'II'" _h ....... ,'m", '01]1<1«1 "0« 1"","'" l£t>bonk lOO4. s.rn" 
100li Tho: ","h. """"·,d "' .. "'" '9«<1 ~','" wh", " prop!< " "hdt<~' ,0 ,toe_ home< '" .... ,,' 
ioolo«<l toy .... 1'" off"".I, ... , ot~ '''''''8<'' dd"""."", of,t.: 0'''"'''''' '' "'''"'. I .... 
.. o;ond .,-. mflue",ol f>c< o< .... " ,ho 1<.11'. of delay '" off",.~ ' «!pOO"" 

,"" ... ", A {H5Nli In .-....,..,. '0 bm i,«I ... 01., .... , of,on"""" A (HlN' I on<! ", 1'01<"".1 
'" g<n<r.ll<. P''''''t< of, ... """,,", poopon_, Ep; S,mS ~ ... . <r<i '0 """ .. "'" 
",~ i tud< of ,mp'«o of 
p>,>1,,,,,,,, 00 "'" US 1"'1"'1".,. 
[SIroIId lOCI'. MnlIXwD.i 
lOCIg). R",.I" 0\<"""""01' .... , 
,lit ",.." ".K (pet" . 1>", of 
populo, ,,,,, mf<c",dl " """'Illy 
oom:l'''d ~',!h ,he " '«>i< 
oo.",Oa-Id "n:, 1. odd"..., 
tempoo'..,. "" ... ,· .... 1 ,han&<> 
,",,~ ,lit pote nti>l .., 8""'''' 
.... =of nf«' ... if!h<y "" 
,d .. cd be1O« ,t.< p>nd<mo< 
does oul. Rc .. I" flOm !h i. " ""y 

wor< . ",d loy "'" .. """", 
St .. ,,1Y lor P>od<moc 
I "fl ..... I "'1'1<"""", "" "" •. 
An " ...... 1"",<001" ...... " 
,0000 n io f ip''' ' 

lOO9 l.fI-," ~ IHI,WJ ~"" ",=,Iy, ' n "'!pOO'" '" ,t.< 'f'J'< ... n« of. "", Iy "",,,,«<I 
.!009 i.~u<oa A (H INI) "",,", M<xooo, Ep,S, ,,, S ~ ... ...,d '" otu<iy "'" 1"""."" ""1""" 
,110, HI Nl '"" ,,,,,,,,,,.I""'i ",ain< "",,101 h.>.," '"' ,ho US p"I"".'" (D<IVol l" 1009 & 
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each agent is responsible for a specific function; in this case the function is public health. 
Another application under development with AFS is a simulation of the US healthcare 
system, HCSim, for the DHS. 

6.2.7 ActivilySim. ActivitySim is a parallel discrete event hybrid agent-based model of 
activity generation. Supporting functionality for choosing activity locations and activity 
execution operates concurrently. As a simulation, daily activity schedules for individual 
agents are generated based on their demographics and the utilities, priorities, and time 
constraints ofa chosen set of activities. Traditional agent-based technology and numerical 
methods are combined. It has been developed as part of a larger effort to understand the 
interdependencies among national infrastructure networks and their demand profiles that 
emerge in baseline and emergency scenarios. It operates both as a standalone model for 
population analysis and can be coupled with other infrastructure models. 

ActivitySim is an object-oriented scalable simulation tool that relies on a synthetic, but 
statistically accurate population of the US that was obtained using disaggregation methods 
applied to US census data. ActivitySim is a member of a family of simulation applications 
that follow the SimCore modeling paradigm. SimCore is a library for building large-scale 
distributed-memory, DES using the open-source discrete event engine from the Parallel Real­
time Immersive Modeling Environment (PRIME) for passing events, event queue 
maintenance, and synchronization. It is composed of Entities (an object or component in the 
system that we want to model), Services (functionality or behavior of an Entity), and lnfos 
(an event exchanged between Entities or Services). ActivitySim's architecture includes the 
"reactive agent" extension to SimCore called AgentCore with additional Entity capabilities to 
perceive, thitik and act and process patterns of behavior or production rules. Persons, 
Locations, Households, and Zones comprise the entity types used to represent a model of a 
geographical area. A Person is also an agent that reasons about daily activity schedules. State 
(current activity and location), demographics, activity location choices, and a current 
schedu Ie are all part of a Person. A Location tracks Persons as they participate in its 
activities. A Household is associated with a Location, has aggregated income, and members. 
A Zone is an aggregation of Locations used when selecting where a given activity will take 
place. Each Person-Agent is assigned an activity set composed of a subset of activities 
available within a model based on demographic attributes (age, gender). Each activity has an 
associated utility function (sigmoid) that gives a certain amount of utility depending on how 
long the activity is being executed. An activity also has a priority function (sigmoid), where 
the priority of an activity increases with the time that has passed since the activity was last 
executed. Activities have constraints that guide when they can be scheduled and their 
duration. An activity can be tuned through its utility and priority function parameters and a 
weekend factor to suggest regularity (attending work/school on weekdays, shopping once a 
week). An activity set can be very specific (e.g., sleep, personal care, lunch, dinner, leisure) 
or more general (e.g., home, work, school, shopping, social recreation, daycare). A Person's 
schedule consists of a sequence of these activities with start time, activity, location, and 
duration. Each Person reevaluates and modifies their activity schedule as required and plans 
new activities in advance. This is accomplished by pre-calculated schedules, randomly 
generated activities, or a more sophisticated utility-based approach using a meta-heuristic and 
optimization. The utility-driven approach to planning and re-planning scheduled activities 
consists of an optimization loop composed of the following: I) a meta-heuristic (local 
improvement, gradient method) that assembles and modifies scheduled activities based on 
priorities and constraints; 2) an objective function (a weighted sum of utility, priority, and 
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learning. The existing AFS functionality is sufficient for all but the most demanding 
applications. Funher, AFS can be used in high performance computing environments. 
AgentCore is a C++ pon of AFS that executes under the SimCore high perfonnance 
simulation library. 

6.3.7 AClivilySim. A model of dynamic demand that generates realistic data is an open 
research area. TranSims activity generation creates static ground-hog day household 
schedules based on the National Household Transportation Survey and US Census data 
[Barren 2004]. ActivitySim builes and extends the utility-driven approach to activity 
scheduling by [Joh 2001] with the addition ofa priority function, objective function, and 
compound operators. Charypar and Nagel use a genetic algorithm approach to create and 
mOdify all-day activity plans and utility/priority functions and a fitness function (similar to 
ActivitySim's objective function) for evaluation [Charypar 2005]. Bhat et. a\. (University of 
Texas) employs econometric models for activity patterns of adults only at the household and 
individual level in CEMDAP [Baht 2004]. Feil ct. al. (Swiss Federal Institute of Technology) 
generates activity schedules in PlanotmatX using Tabu search, utility and fitness functions 
(similar to ActivitySim), with the addition ofrccycling schedules [Feil2009]. ActivitySim 
additionally schedules activity-by-activity drawn from a set based on an agent's 
demographics, whereas the previous three work with sequences of activities as tours or 
patterns. Multi-day activity scheduling and re-scheduling is a compute-intensive process for 
those models that are capable. 

6.3.8 SimCore. In terms of simulation engines, a few alternatives exist. The venerable DaSSF 
and its successor PrimeSSF implementations of the scalable simulation framework still can 
be used as the basis of SimCore, though we have replaced their functionality by a series of 
direct MPI calls for some of the clusters at Los Alamos. SimCore is more than just a 
simulation engine, though as it includes a modeling philosophy expressed through the base 
classes of entities, services, and info. Frameworks with such philosophies exist mostly in the 
very specific agent-based design world (for a listing of such frameworks refer to the AFS 
Section 6.3.6). 

6.4 Status of the Capabilities 
6.4.1 FasiTrans. Currently FastTrans is capable of simulating regional transportation 
networks including mass-transit networks involving multiple states in the US faster than real­
time. Future capability augmentations include hierarchical routing for whole-nation studies, 
and multi-scale simulations on hybrid architectures. We have published modeling and scaling 
results for FastTrans at various venues [Thulasidasan 2009a, 2009b, & 20 I 0]. 

6.4.2 MIlTS. MIlTS has been used in the Tier asset ranking studies as part of the NISAC 
program since 2005 for PSTN assets and since 2008 for Internet assets. MIlTS is routinely 
used in the FastResponse cycle to respond to all major threats including hurricanes, wild 
fires, and earthquakes. Open literature versions of MIlTS results include a description and 
overview results of the PSTN rading mcthodology [Ramaswamy 2007] and the Internet 
ranking methodology rYan 2009]. MIlTS contains a large number of scripts that make it 
usable for an intermediate user, albeit it is still a command-line tool. 

6.4.3 BOISim. To understand the behaviors ofP2P-based Botnets, we developed a distributed 
high-fidelity P2P botnet simulator that uses the actual implementation code of aMule, a 
popular P2P client. aMule implements the KAD protocol, which is a variant of the original 
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often gain popularity within a mr.tter of a few months. MIlTS' objective of always having all 
relevant Internet traffic modeled on an application level is sometimes put into question as we 
are not always able to secure funding for implementing a model for the newest technology in 
short enough time frames. MIlTS has had some success in diversifying its sponsor base, 
which now includes internal LORD and DOE National SCADA Testbed (NSTB) in addition 
to the NISAC program, but guaranteeing a steady funding stream remains a challenge. 

6.5.3 BOISim. One challenge is to integrate it into a more comprehensive network simulator, 
which models not just the nodes in P2P networks but also routers and domain name servers. 
Another important part is to model the activities and geographic distribution of both normal 
peers and bot machines in a realistic manner. We will continue to improve BotSim along 
these two lines. 

6.5.4 CyberSim. The CVE databr.se format is currently evolving and lack of proper standards 
makes it harder to maintain automatie parsing eode. There is also a lack of reliable data on 
the currently installed software on user's computers. It is also difficult to associate physical 
computers with individual users: for example a given user may use a friend's computer to 
access a social nctworking website, which infects the friend's computer. While it is possible 
to statistically model such complex social interactions, this remains a work to be done. 
Another future research area is the manner in which work related and personal social 
networks interconnect and interact We also plan to study in detail how the spread on 
malware depends on the geographical distribution of initial corrupted nodes. 

6.5.5 EpiSims. The greatest non-technical challenges is funding; some technical challenges 
include computer resources to run our simulation (e.g., limited time on institutional HPC 
clusters) and representing accurate human behavior (e.g., fear). 

6.5.6 AFS. Issues covered in Section 8.0. 

6.5.7 Aclivi0,Sim. Detailed large-scale DES infrastructure models such as ActivitySim are 
time-consuming in their design, development, tuning, testing, and validation. This is required 
to ensure defensible study results. This needs to be recognized and addressed to ensure the 
future of these models. Due to lack of adequate funding for qualiry talent, the future of this 
work is at risk. 

6.5.8 SimCore. No issues except those covered in Section 8.0. 
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to understand and quantify feedbacks in the system, attributing tracers in the system, and 
projecting future climate changes. Few other technical activities have an equivalent reach and 
impact worldwide. Los Alamos contributions to this area have been described in previous 
sections of the document. 

7.2.2 Nuclear Weapons Applications. The transition from underground testing to a 
certification program based entirely on simulation and small-scale experiments represented 
an unprecedented shift for such a complex non-linear system and large-scale scientific and 
engineering enterprise. This shift is now complete, and the impact of this shift will be 
measured for decades to come. There are already several examples of similar shifts ongoing 
in multiple other areas (nuclear energy, environmental remediation, carbon sequestration, and 
so on). Furthermore, specific teclonical achievements for the weapons program manifest 
themselves in other areas the scope of which cannot be discussed in this document. 

7.3 Comparison with Peers 
7.3.1 Climate, Ocean, and Sea ice Applications. The principal peer institutions are also 
partners in this endeavor, with different institutions playing different technical roles. This is a 
well-integrated and aligned national project. 

7.3.2 Nuclear Weapons Applications. The only peers in this area arc LLNL, AWE, and CEA. 
A detailed discussion and comparison of the capabilities of these institutions cannot be made 
in this document. 

7.4 Status of the Capabilities 
7.4.1 Climate, Ocean, and Sea ice Applications. Los Alamos develops the advanced ocean 
and ice models for climate science, and focuses on high latitude climate change impacts 
throughout the globe. This includes ice sheets and sea level rise, rapid ice retreat, ocean 
circulation stability, eddy-resolving ocean modeling, and high latitude biogeochemistry and 
c1athrates. 

7.4.2 Nuclear Weapons Applications. As was illustrated during the classified presentation at 
the review, nuclear weapons applications are making seminal contributions to a multitude of 
national security interests. 

7.5 Challenges and Issues 
Most of the challenges and issues in this theme are common to all themes and therefore 
covered in Section 8.0. However, both nuclear weapons codes and climate modeling are 
closely tied to national policy and, as a result, funding support tends to ebb and flow with the 
political climate and interest in climate, nuclear weapons stewardship and technology, and 
proliferation. Particularly in the nuclear weapons program, this can make hiring and retaining 
staff a challenging issue. 
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become increasingly restrictive on what types of computers scientists are allowed to use and 
deploy, what software may be used on them, and how and where they can be uscd. While 
there is an exception policy in place, the restrictions are so severe as to require essentially 
every CPAM scientist to go through the exception process to acquire a computer (everything 
from allowed display sizes, to disk drive size, to memory sizes are specified as "default" 
systems; any variations from this default triggers an exception). While the exception policy 
work, it is unique to our environment and a signifIcant barrier to attracting new 21" century 
minded scientists who are used to a host of tools at their disposal to solve problems and can 
see no compelling reason to select Los Alamos over another institution with fewer 
restrictions. For CPAM scientists, the computer is a very personal device, intimately coupled 
to the science they are pursuing. The industries, national laboratories, and universities that 
recognize this (as many do) are the ones that will successfully compete for new staff and 
programs in the real world. Striking a better balance between security compliancc and 
scientific accomplishment is something Los Alamos needs to continue to address as an 
institution. 

In addition to these issues, two specifIc issues are sufficiently acute to require further 
elaboration. 

8.5.1 Working with Foreign Nationals. Our ability to stay at the forefront in computational 
physics and applied mathematics depends on our ability to work with external and foreign 
collaborators since the US education system is not graduating sufficient citizens with the 
requisite skills. A barrier to collaborations, including constraints on foreign collaboration and 
the hiring of foreign nationals, is a major problem. Increasing security requirements, 
particularly in computing, significantly affect both classified and unclassified work. New 
requirements need to be evaluated carefully in terms of their benefit, their impact to technical 
work, and true costs. Recent changes in procedures for foreign visitors, clearances, and 
computer access are making it increasingly difficult to host external collaborators. The loss 
of DOE Q-cJeared affiliates will severely impact technical interaction and peer review for 
classified projects and will affect the ability to recruit and train students over summers, 
which represents a significant talent pipeline for the Laboratory. 

8.5.2 UC'Nt External collaborations are significantly hampered due to simulation codes 
developed at Los Alamos being designated Unclassified Controlled Nuclear Information 
(UCNI), while a code with the identical capability developed at a university is not designated 
as such - even ijwrillen by DOE:fimded. Q-clearedfacllity. This classification practice limits 
collaborations with universities. harms recruitment, and is a significant frustration for our 
scientists who need to participate and be competitive in the scientifIC community. We also 
encounter export control issues with our unclassified codes, particularly in astrophysical 
collaborations. While there is a process for removing an export control designation, it is 
tedious and has not been exercised for many important codes. There is no process to remove 
the UCNI designation, which would not exist if the exact same code were developed at a 
uDlversity. 
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Software, and Totally Juiced Supercomputers, Presentation to the Chemical and Nuclear Engineering 
Department, University of New Mexico, Albuquerque, NM, LA-UR-09-05744, November 10,2009. 
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Contributed Talks to Conferences and Workshops 

The/allowing list shows 215 contributed talks 10 conferences and workshops. The list does not show internal 
meetings or reviews or academic meetings. It reflects the major infemolional involvement oj Ihe CPAM capability 
area slaJ! The Iisl was compiled via submissions by sfaffin this capability area. 

Abdel-Fattah A., S. Tarimala, E. Garcia, B. Martinez, D. Ware, P. Lichtner, P. Reimus, and R. Roback R, 
LANL SFA Progress Report: II Plutonium Transport by Calcite Colloids, LA-UR-09-D1226, 
Environmental Remediation Sciences Program Science Focus Area Annual Meeting, Lansdowne, VA, 
April 20-24, 2009. 

Abdel-Fattah A.I., Transport of Pu(VI) in Natural Alluvium by Nalural Calcite Colloids, Migration 09, 
LA-UR-09-06088, Ketmewick, W A, September 21,2009. 

A1uie, H. and G.L. Eyink, Scale-locality of Energy Transfer in Magnelohydrodynamic Turbulence, 
American Physical Society, 51st Annual Meeting of the APS Division of Plasma Physics (APS-DPP09), 
Atlanta, GA, November 2-6,2009. 

A1uie, H. and G.L. Eyink, Scale-Iocalily of the Energy Cascade in Turbulence Using Fourier Analysis, 
American Physical Society, 62nd Atmual Meeting of the APS Division of Fluid Dynamics (APS-
DFD09), Mitmeapolis, MN, November 22-24,2009. 

Ambrosiano, J., and R. Bent, HCSim: An Agent Modelfor Urban-scale Healthcare Facility Impact, Risk 
Analysis of Complex Systems for National Security Applications, Santa Fe, NM, 2009. 

Arcudi, F., G.L. Delzanno, and J.M. Fitm, The Effect of Plasma Flow on Line-tied Magnetohydrodynamic 
Modes, International Sherwood Fusion Theory Conference, April 2010. 

Arrowsmith, SJ., Hazardous Release: Acouslic Sensing of Urban Winds, External Proposal CalVQuad 
Chart, LA-UR-09-05943. 

Batha, S.H., BJ. Albright, DJ., Alexander, e.W. Barnes, PA Bradley, J.A. Cobble, J.e., Cooley, J.H. 
Cooley, R.D. Day, K.A. DeFriend, N.D. Delamater, E.S. Dodd, V.E. FatherJey, J.e. Fernandez, KA 

I' n I rr M f n L m P F IPpO, G.P. Gnm, S.R. Goldman, S.R. Gree field, HW. He matm, N. . Hor rna , R .. Hoi es, R .. 
Johnson, PA Keiter, J.L. Kline, GA Kyrala, N.E. Lanier, E. Loomis, F.E. Lopez, S. Luo, J.M. Mack, 
G.R. Magelssen, D.S. Montgomery, A. Nobile, JA Oertel, P. Reardon, H.A. Rose, D. Schmidt, MJ. 
Schmitt, A. Seifter, T. Shimada, D.e. Swift, T.E. Tierney, L. Welser-Sherrill, M.D. Wilke, D.e. Wilson, 
J Workman and L Yin Inertial Confinement Fusion Research at Los Alamos National Laboratory 7th , 
Symposium on Evaluation of Current Trends in Fusion Research, 20070305-20070309; Washington, DC, 
AlP Conference Proceedings Vol.l154, 129-147,2009. 

Beckham, R.E., S. Tarimala, P. Roberts, and A.I. Abdel-Fattah, Enhanced Micromixzng in Porous Media 
Latlice-Boltzmann Modeling and Microjluidic Experimenlal Results, LA-UR-09-08087, American 
Geophysical Union Fall Meeting, San Francisco, CA, December 14-18,2009. 

Bement, MT, and T.R. Bewley, Excitation Design for Damage Detection Using Iterative Adjoint-Based 
Oplimization, Conference on Smart Materials, Adaptive Structures and Intelligent Systems, Ellicon City, 
MD, USA, October 28-30 2008, 20081028-20081030; SMASIS 2008: Proceedings of the ASME 
Conference on Smart Materials, Adaptive Structures and Intelligent Systems 2008, Vol 2, 175-183,2009. 

Benage, J., FJ. Wysocki, D.e. Wilson, and G.A. Kyrala, X-ray Produc/ionfrom a Kilojoule Picosecond 
Laser Interaclion wi/h an Iron Target, 2009 IEEE 36th International Conference on Plasma Science 
(ICOPS), San Diego, CA, June 1-5 2009; 2009 IEEE 36th International Conference on Plasma Science 
(ICOPS),2009. 

Selected CPAM Statistics 
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Chartrand, R. and B. Wohlberg, Total-variation Regularization with Bound Constraints, IEEE 
International Conference on Acoustics, Speech, and Signal Processing (ICASSP), Dallas, TX, March 
2010. 

Chartrand, R. Total-variation Regularization with Bound Constraints, IEEE International Conference on 
Acoustics, Speech, and Signal Processsing (ICASSP), Dallas, TX, March 14-19, 20 I O. 

Chartrand, R., Fast Algorithmsfor Nonconvex Compressive Sensing, DTRAlNSF Algoritluns Workshop, 
Charleston, SC, August 17-19,2009. 

Chartrand, R., Fast Algorithmsfor Nonconvex Compressive Sensing: MRJ Reconstructions from Very 
Few Data." IEEE International Symposiwn on Biomedical Imaging (ISBl), Boston, MA, June 2B-July I, 
2009. 

I Chrystal, A.E., J.M. Heikoop, P. Longmire, M. Dale, T.E. Larson, G.B. Perkins, J.T. Fabryka-Martin, 
A.M. Simmons, and J. Fessenden-Rahn, Using Isotopes to Define Background Groundwater Nitrate at 

I the Los Alamos National Laboratory in North Central New Mexico USA, LA-UR-09-0B027, American 
Geophysical Union Fall Meeting, San Francisco, CA, December 14-IB, 2009. 

Cisneros-Dozal, L.M., 1. Fesscnden, C. Block, R. Feddema, R. Engel, P. Miller, and R. Wallander, 
Evaluating the Carbon Sequestration Potential of Agricultural Fields, LA-UR-09-02796, Bth Annual 
Conference on Carbon Capture and Sequestration, Pittsburgh, PA, May 4-7,2009. 

Cobble, J.A., M.J. Schmitt, I.L. Tregillis, K.A. Obrey, S.H. Batha, G.R Magelssen, and M.D. Wilke, 
Simulated Neutron Diagnostics of lmploding ICF Targets for the Neutron Imaging System at the National 
Ignition Facility, 2009 IEEE 36th International Conference on Plasma Science (ICOPS), San Diego, CA, 
June 1-52009; 2009 IEEE 36th International Conference on Plasma Science (ICOPS), 2009. 

Dai, Z., H. Deng, A.V. Wolfsberg, Z. Lu, and P. Reimus, Upscaling of Reactive Mass Transport in 
Fractured Rocks with Multimodal Reactive Mineral Facies, LA-UR-I 0-0005 1, 2009 American 
Geophysical Union Fall Meeting, San Francisco, CA, December 14-lB, 2009. 

Delzanno, G.L. and J.M. Finn. Transport and Linear Stability Studies for PPCD Optimization in RFPs, 
International Sherwood Fusion Theory Conference, April 2010. 

Denli, H., and L. Huang, Double-diJJerence Elastic Waveform Tomography in the Time Domain, LA-UR-
09-070B3, Society of Exploration Geophysicists Annual Meeting 2009, Houston, TX, October 26,2009. 

Denli, H., and L. Huang, Quantitative Monitoringfor Geologic Carbon Sequestration Using Double-Di, 
LA-UR-09-0BOB4, American Geopbysical Union Fall Meeting, San Francisco, CA, December 14-IB, 
2009. 

Dillard, S., L. Prasad, and S. Swami narayan, Rapid Image Segmentation and Exploitation, 2009 GEOINT 
Symposiwn, San Antonio, TX, Poster and Software Demonstration, Oct IB-21, 2009. 

Dixon, P.R., Program Development Efforts in AdvanCing DOE-EM Subsurface Simulation and 
Pelformance Assessment Capability: The SAFEMAP Project, SDCLES Briefing, LA-UR-09-0377B. 

Dixon, P.R., Status of the Repository at Yucca Mountain, DOE-EM Performance Assessment Community 
of Practice Technical Exchange Meeting, Salt Lake City, UT, July 13-14, 2009. 

Dixon, P.R., Status of the Repository at Yucca Mountain, LA-UR-09-04308, DOE-EM Performance 
Assessment Community of Practice Technical Exchange Meeting, Salt Lake City, UT, July 13-14,2009. 

Dodd, E.S., and I.L. Tregillis, Modeling of Possible Hot-hohlraum Targetsfor Use in High-energy 
Density Experiments at the NIF, 2009 IEEE 36th International Conference on Plasma Science (ICOPS), 
San Diego, CA, June 1 -5 2009; 2009 IEEE 36tb International Conference on Plasma Science (ICOPS), 
2009. 

Dubey, M.K. , Feasibility of Greenhouse Gas Monitoringfrom Space, LA-UR-09-05614, LDRD Day 
Meeting, Santa Fe, NM, September 14,2009. 

Selected CPA.t\1 S13tistic$ 
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Hickmott, D.O., H. Xu, Y. Zhao, 1. Luo, K. Lokshin, and W. Mao, Applications 0/ Neutron Diffraction 
Studies at UNSCE to Environment and Energy Problems, 2009 Goldschmidt Conference, Davos, 
Switzerland, June 21-26, 2009. 

Huang L, Denli H, How to Design a Sparse Amly for Seismic Monitoring?, 2009 SEG Swumer Research 
Workshop, Ban IT Canada, August 23-27, 2009, LA-UR-09-05425 

Huang, L., A. Cheng, and 1. Rutledge, Time-Lapse VSP Data Processing/or Monitoring C02 Injection , 
LA-UR-09-07335, 2009 SEG Annual Meeting, Houston, TX, October 25-30, 2009. 

Huang, L., and F. Simoneni, A Novel Synthetic Aperture Technique/or Breast Tomography with Toroidal 
Arrays, LA-UR-09-00712, 2009 SPJE Medical Imaging, Orlando, FL, February 7·12, 2009. 

Huang, L., and F. Simonetti, A Novel SynthetiC Aperture TeChnique/or Breast Tomography with Toroidal 
Arrays, LA·UR·09·00406, 2009 SPJE Medical Imaging, Orlando, FL, February 7·12, 2009. 

Huang, L., and H. Denli, Double·Difference Elastic Waveform Tomography Using Time·Lapse Seismic 
Data/or Monitoring C02 Migration, LA·UR·09·0283I, 8th Annual Coruon Carbon Capture and 
Sequestration, Pinsburgh, PA, May 4·7 ,2009. 

Huang, L., and H. Denli, How to Design A Sparse Array for Seismic Monitoring?, 2009 SEG Summer 
Research Workshop, Banff, Canada, August 23·27, 2009. 

Huang, L., C. Li, and N. Durie, Breast Ultrasound Tomography with Total·variation Regularization, LA-
UR·09·00713, 2009 SPIE Medical Imaging, Orlando, FL, February 7·12, 2009. 

Huang, L., C. Li, and N. Durie, Breast Ultrasound Tomography with Total·variation Regularization, LA-
UR-09-00407, 2009 SPIE Medical Imaging, Orlando, FL, February 7·12, 2009. 

Huang, L., F. Simonetti, P. Huthwaite, and R. Rosenberg, Detecting Breast Microcalcificalions Using 
Super-resolution and Wave·equation Ultrasound Imaging: A Numerical Phantom Study, LA-UR-I 0-
00917,20 I 0 SPIE Medical Imaging, San Diego, CA, February 13·1820 I O. 

Huang, L., F. Simonelli, P. Hulhwaile, and R. Rosenben, Detecting Breast Microcalcifications Using 
Super-resolution and Wave-equation Ultrasound Imaging: A M,merical Phantom Study, LA·UR-I O· 
00782,2010 SPIEMedical Imaging, San Diego, CA, February 13·18,20 10. 

Huang, L., High-resolution Wave-Equation Migration Imaging, Talk to Japanese visitors, LA-UR·09· 
03689. 

Huang, L., 1. Rutledge, R. Zhou, H. Denli, A. Cheng, and 1. Peron, VSP Monitoring 0/C02lnjection at 
the Aneth Oil Field in Utah, LA·UR-09-00409, 2008 American Geophysical Union Fall Meeting, San 
Francisco, CA, December 14·19,2008. 

Huang, L., 1. Rutledge, R. Zhou, H. Denli, J . Peron , M, Zhao, and A. Cheng, Time-Lapse VSP Surveys/or 
Monitoring C02 Migration at Ihe Aneth Oil Field in Utah, LA-UR-09-02797, 8th Annual Confon 
Carbon Capture and Sequestration, Pittsburgh, PA, May 4· 7,2009, 

I Huang, L., P. Huthwaite, and F, Simonetti, Multi·scale Ultrasound Breast Tomography, LA-UR-IO-
00916,2010 SPIE Medical Imaging, San Diego, CA, February 13·18,2010. 

Huang, L., P. Huthwaite, and F, Simonelli, The Different Structural Scales a/the Breast and Their Impact 
on Time·of-Flight and Diffraction Tomography, LA·UR·I 0·00783, 20 I 0 SPIE Medical Imaging, San 
Diego, CA, February 13·18,2010. 

Huang, L., R. Zhou, J . Rutledge, and H. Denli, Double·Difference Tomography 0/ Microseismic Data for 
Monitoring Carbon Sequestration, LA·UR·09·07023, 2009 SEG Annual Meeting, Houston, TX, October 
25·30,2009. 

Huang, L., Seismic Imaging and Monitoring/or Geologic Carbon Sequestration, LA-UR-09-020S2, 2009 
Seismological Society of America Annual Meeting, Monterey, CA, April 8·10, 2009. 

Sclccl~d (,PAM S(atis lic~ 
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Mukheljee, P.P., Multiscale Modeling OfElectrodics And Transporlln Polymer E1eclrolyte Fuel Cells, I • 
Symposium on Computational Nanoscience, ASME Inti . Mechanical Engineering Congress and 
Exposition, Lake Buena Vista, FL, November 13-1 9, 2009. 

Mukherjee, P.P. , Polymer Electrolyle Fuel Cells: Transport and Malerials Design , Texas A&M 
University, Coliege Station, TX, March 11 ,2009. 

Nease, B.R., T. Ueki, T.M. Sunon, and F.B. Brown, Instructive Concepts abOUilhe Monle Carlo FiSsion 
Source Distribution, International Conference on Mathematics, Computat iona l Methods and Reactor 
Physics 2009, M and C 2009, Saratoga Springs, NY, May 3-7 2009, 20090503-20090507; American 
Nuclear Society - International Conference on Mathematics, Computational Methods and Reactor Physics 
2009, M and C 2009 VolA, 2407-2416, 2009. 

Nelson, E.M., U. Petillo, and B. Levush, Improved Symmetries in Ih e FinUe-element Gun Code 
MICHEllE, 2009 IEEE International Vacuum Electronics Conference (!VEe), Rome, Italy, April 28-30 
2009; 2009 IEEE International Vacuum Electronics Conference (!VEC) 507-508, 2009, 

Pawar, RJ" C02-PENS: A Systems Level Approach For Evaluating Geologic C02 Siorage Systems 
Presentation at University Of Wyoming, Laramie, WY, January J 3,2009. 

Pawar, RJ., C02-PENS: a Systems Level Approach for Evaluating Geologic C02 Storage Systems, LA-
UR-09-00750, Presentation at University of Wyoming, Laramie, WY, January 13,2009, 

Perkins, G,B" T,E. Larson, P. Longmire, and J.M. Heikoop, DifJerentiation among Multiple Sources of 
Anthropogenic Nitrate in a Complex Groundwater System using Dual Isotope Sys tematics: A Case Study 
from Mortandad Canyon New Mexico, LA-UR-09-0803 1, American Geopbysical Union Fall Meeting, 
San Francisco, CA, December 14-18, 2009. 

Petersen, M.R., D. Livescu, J. Mohd-Yusof, and S. Dean, High Resolution NumericolSimulalions of 
Compressible Isotropic Turbulence, 62th annual Meeting of tbe Nnerican Pbysical Society, Division of 
Fluid Dynamics, Minneapolis, MN, November 22-24, 2009. 

Petersen, M.R" D, Livescu, RA Gore, and K. Sta lsberg-Zarling, High AlWood Number Rayleigh-Taylor 
Illstability with Gravity Reversal, JOWOG 32MIX, Los Alamos, NM, April 19-22,2010. 

Petillo, 1., D. Panagos, S. Ovtchinnikov, B. Held, J. Deford, E. Nelson , K. Nguyen, E. Wright, K. Jensen, 
and B. Levush, Applications and Curren! Sialtis of the Finite-elemenl MICHELLE Gun Colleclor 
Simulation Code, 2009 IEEE International Vacuum Electronics Conference (fVEC), Rome, Italy, April 
28-302009,20090428-20090430; 2009 IEEE loternatiooal Vacuum Electronics Conference (fVEC) 463-
464,2009. 

Pbillips, W.S., Ground-Based Nue/ear Explosion Moniloring R&D, AFTAC Se ismic Review Panel, Los 
Alamos, NM, Marcb 4, 2009. 

Pineda-Porras, 0., New Perspectives all the Damage Estimotiol1 for Buried Pipeline Systems due 10 

Seismic Wave Propagation, 7th International Conference on Lifeline Earthquake En gi neering, American 
Society of Civil Engineeriog, Oakland, CA, June 2S-July 1,2009. 

Powell , D., Oplimal Pandemic Influenza Strategies/or Nat iOns, Risk Analysis of Complex Systems for 
National Secw-ity Applications, Santa Fe, NM, 2009. 

Powell, D.R., R. Haffcnden, and R.J . LeClaire, Selecled Survey o/In/rastruclure Disruplion Evenis and 
Consequences , presented at the Worksbop on Grand Chalienges in Modeling, S imulation, and Analysis 
for Homeland Security, Arlington, VA, March 17- IS, 2010. 

Prasad, L., and 1. Theiler, A sln/ctural/ramework/or anomalous change delection and characterization 
paper #7341-24 , Proceedings ofSPJE Defense, Secw-ity, and Sensing Symposium, Orlando, FL, April 
2009. 

Seleclcd CPAM 5lahSliCs 
crAM Capability Review. June 8.10, 2010 
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Ralchenko, Y, J. Abdallah, A. Bar-Shalom, J. Bauche, e. Bauche-Amoult, e. Bowen, H.-K. Chung, J. 
Colgan, G. Faussurier, CJ. Fontes, M. Foster, F. de Gaufridy de DOl1an, I. Golovkin, S.B. Hansen, R.W. 
Lee, V. Novikov, J. Oreg, O. Peyrusse, M. Poirier, A. Sasaki, H. Scott, and H.I.. Zhang, Mulli-code ob 
initio Calculalion of Ionization Distributions and Radiation Lossesfor Tungsten in Toknmak Plasmas, 
Atomic Processes in Plasmas. 16th Intcrnational Conference On Atomic Processes in Plasmas, Monterey, 
CA, March 22-262009; AlP Conference Proceedings voL I 161,242-250,2009. 

Reckinger, AJ., D. Livescu, and OV. Vasilyev, Wavelet-based Simulations of Single-mode Rayleigh-
Taylor Instability, 62th annual Meeting of the American Physical Society, Division of Fluid Dynamics, 
Minneapolis, MN, November 22-24, 2009. 

I Reckinger, S., D. Livescu, and O. Vasilyev, Compressibility Effects on the Single Mode Rayleigh-Taylor 
Instability, 2nd InternatiOnal Conference Turbulent MIXing and Beyond, Tneste, Italy, July 26-August 7, 
2009. 

Reimus, P., T. Schafer, W. Hauser, e. Walther, H. Geckels, e. Degueldre, and T. Trick, The CFM 
(Colloid Formation and Migralion) Project at the Grimsel Test Site (GTS Switzerland): Model 
Interpretations of First Field Experiments, LA-UR-09-060 II, Migration 09, 12th International 
Conference on the Chemisrry and Migration Behaviour of Actinides and Fission Products in the 
Geosphere, KeruJewick, W A, September 20-25, 2009. 

Robinson, B.A., Earth and Environmental Sciences Division Overview, General Presentation for 
meetiogs where EES overview needed, LA-UR-09-03861. 

Robinson, B.A., Next Steps in Spent Fuel DIsposition, general meeting use, LA-UR-09-04469. 

Rousculp, e.I.., PJ. Turchi, W.A. Reass, D.M. Oro, F.E. Merrill, J.R. Griego, and R.E. Reinovsky, 
PHELlX, 2009 17th IEEE International Pulsed Power Conference (PPC 2009), Washington, DC, June28-
July 2 2009; 2009 17th IEEE International Pulsed Power Conference (PPC 2009)368-371,2009. 

Rowland, J.e., CJ. Wilson, S. Brumby, and P. Pope, River Mobility in a Permafrost Dominated 
Floodplain, LA-UR-09-02447, 216th European Geophysical Union meeting, VieruJa, Austria, April 2009. 

Rowland, J.e., CJ. Wilson, S.P. Brumby, and P.A. Pope, Arctic River Mobility: A Baseline Assessment, 
LA-UR-09-08030, American Geophysical Union Fall Meeting, San Francisco, CA, December 14-18, 
2009. 

Rubinstein, R., W.RT Bos, D. Livescu, and W. Woodruff, Closure Modelsfor Inhomogeneous 
Turbulence, 12th European Turbulence Conference, Marhurg, Germany, September 7-10,2009. 

Scannapieco, AJ, NT Padial-Collins, and F. L. Cochran, A Study of Radlalion Flow, Proc. N£DPC, 
Lawrence Livermore National Laboratory, Livermore, CA, Octoher 26-30, 2009. 

Schmitt, MJ., J.F. Benage, F.J. Wysocki, T.JT Kwan, e.A. Ekdahl, W.S. Daughton, and M.S. Murillo, 
Equation of State of Warm Dense Maller at DARHT-2 FaCility, 20091£££ 36th Interrllltional Conference 
on Plasma Science (ICOPS), San Diego, CA, June 1-52009; 2009 IEEE 36th International Conference on I 
Plasma Science (ICOPS), 2009, 

SchofLeld, S. P., Interface TraCking Methods for Multi-material Flows, SlAt\>! Conference on 
Computational Science and Engineering, Miami, FL, March 2-6, 2009. 

Schofield, S.P., Multi-material Incompressible Flow Simulations Using the Moment-ol-Fluid (MOF) 
Method, USNCCM X, Columbus, OH, July 2009. 

Sherrill, ME, J. Abdallah, CJ. Fontes, H.I.. Zhang, and D.P. Kilcrease, NLTE Opacities of Mid- and 
High-Z Cocktails. Atomic Processes in Plasmas. 16th International Conference on Atomic Processes in 
Plasmas, Monterey, CA, March 22-26 2009; AJP Conference Proceedings voLl161, I 0-16, 2009. 
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I Solomon, CJ" A. Sood, and T.E. Booth, A Weighted Adjoinl Sourcefor Weight-window Generation by 
Means of a Linear Tally Combination, International Conference on Mathematics, Computational Methods 
and Reactor Physics 2009, M and C 2009, Saratoga Springs, NY, May 3-7 2009, 20090503-20090507; 
American Nuclear Society - International Conference on Mathematics, Computational Methods and 
Reactor Physics 2009, M and C 2009 Vol.3, 1686-1702,2009. 

Stephens, D.C, SK Leggell, M.S. Marley, D. SaWDon, M.C Cushing, T.R. GebaUe, DA Golimowski, 
X. Fan, and K.S. Noll, The 0.8 to 14.5 pm Spectral Energy Distributions of Mid-L 10 Mid-T Dwarfs, Cool 
Stars, Stellar Systems and the Sun. 15th Cambridge Workshop on Cool Stars, Stellar Systems and the 
Sun, St. Andrews, Scotland, UK, July 21-25 2008; AIP Conference Proceedings voLi 094, 172-177, 2009. 

Theiler, J., N.R. Harvey, R. Poner, and B. Wohlberg, Simulation Frameworkfor Spalio-spectral 
Anomalous Change Deteelion, SPIE: Algorithms and Technologies for Multispectral, Hyperspectral, and 
UlrraspectraJ Imagery XV, Orlando, FL, April 2009. 

Toole G.L, Energy Transmission Research: New Mexico Renewables, Science and Technology 
Conunittee, New Mexico State Legislature, 2009. 

Toole G.L, et aI., £Ieetric Power Transmission Network Designfor Wind Generation in the Western 
United States: Algorilhms, Methodology, and Analysis, 2010 IEEE Power Engineering Society 
Transmission and Distribution Conference and Exposition, New Orleans, LA, 2010. 

Toole G.L, et ai., Wmdpower-Water Equivalency for Ihe Western us Region, GWPC WaterlEnergy 
Sustainability Forum, Sail Lake City UT, 2009. 

Toole G.L.,WinDS Transmission Path Validation/RES Portfolio Validation, DOE-EERE Annual 
Windpower and Hydropower program review, Washington, DC, 2010. 

Turchi, PJ., WA Reass, CL. Rousculp, D.M. Oro, F.E. Merrill, JR Griego, and R.E. Reinovsky, 
Evaluation ofConduclorStresses in a Pulsed High-cwrent Toroidal Transformer, 2009 17th IEEE 
International Pulsed Power Conference (PPC 2009), Washington, DC, USA, June 28-July 2 2009; 2009 
17th IEEE International Pulsed Power Conference (pPC 2009), 372-377, 2009. 

Ulrich, TJ., K. Van Den Abeele, P.-Y. Le Bas, BE Anderson, M. Griffa, and RA Guyer, Three 
Component Time Reversal Imaging using Nonlinear Elasticit)', LA-UR-09-00079, ICU, Santiago Chile, 
January 11-18 2009. 

Welling, DT, V. Jordanova, and S. Zaharia, Virtual Satellites in the RAM-SCB Inner Magnetosphere 
Model, 38th COSPAR Sciemif<c Assembly, Bremen, Germany, July 18-25,2010, 

Wellmg, D,T., V. Jordanova, S. Zaharia, and G. Toth, Coupling RAM-SCB to a Magnelospheric GCM 
and Polar Wind OUifiow Model, Fall Meeting American Geophysical Union, December 14-18, 2009. 

Welling, DT, V. Jordanova, S, Zaharia, and G. TOlh, Exploring the Effects of Ionospheric Ouiflow on 
the Inner Magnetosphere using RAM-SCB, 38th COSPAR Scientific Assembly, Bremen, Gennany, 
July 18-25, 20 I O. 

Wohlberg, B. and J. Theiler, Improved Change Delection with Local Co-registration Adjuslments, First 
Workshop on Hyperspectrallmaging and Signal Processing: Evolution in Remote Sensing (WHlSPERS), 
Grenoble, France, August 2009. 

I Wohlberg, B, and 1. Theiler, J" Symmetrized Local Co-regislrolton Opflmizationfor Anomalous Change 

, Detection, SPIE Computational Imaging VIII, San Jose, CA, January 2010. 

Wohlberg, B. and P. Rodriguez, An II-TV Algorilhmfor Deconvolution with Salt and Pepper Noise, IEEE 
International Conference on Acoustics, Speech, and Signal Processing (ICASSP), Taipei, Taiwan, April 
2009. 

Wohlberg, B., Block Estimation Methods in Exemplar-based Image Restoralion, SIAM Conference on 
Imaging Science (ISIO), Chicago, IL, April 2010. 
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Peer-Reviewed Articles 

The/allowing lisl ineltldes 231 peer-r~iewed articles by CPAM capability area staff The lisf was compiied via 
submissions by staffin this capability area. 

AbdaUah, J., M.E. Sherrill, D.P. Kilcrease, C.J. Fontes, H.L. Zhang, and J. Oelgoetz, The Reduced 
Detailed Conflguralion Accounting (RDCA) Modeljor NLTE Plasma Spectral Calculalions, High Energy 
Density Physics vol.5, no.3, 204-207, 2009. 

Agouzal,A., K. Lipnikov, and Yu. Vassilevski, Hessian:!ree Metric-based Mesh Adaplalion via 
Geomelry oj Interpolalion Error, Comput. Math. Math. Phys. 50, 131-145,2010. 

Agouzal, A., L. Lipnikov, and Yu. Vassilevski, Error Eslimatesjor a Finile Element Solution oj the 
Diffusion Equalion Based on Composite Norms, J. Numer. Math. 17,77-95,2009. 

Ahn, H.T., and M. Shashkov, Adaplive Moment-oj-Fluid Melhod, J. Comput. Phys. Vol.228, iss.8, 2792-
2821,2009. 

Ahn, H.T., M. Shashkov, and M.A. Christon, The Moment-of-Fluid Method in Action, Corum. Numer. 
Meth. Eng. Vo1.25, iss.IO, 1009-1018,2009. 

Aluie, H. and G.L. Eyink, Localness oj Energy Cascade in Hydrodynamic Turbulence. II. Sharp Spectral 
Filler, Physics of Fluids, Volume 21, Issue II , 115108,2009. 

Aluie, H. and G.L. Eyink, Scale Lacality oj Magnetohydrodynamic Turbulence, Phys.Rev. Lett. vol. 104, 
Issue 8, id. 081101, 2010. 

Anderson B.E., RA. Guyer, TJ. Ulrich, and P.A. Johnson, Time Reversal ojConlinllous-wave 
Monochromatic Signals in Elastic Media, Appl. Phys. Lett. 94( II), 111908,2009. 

Anderson B.E., RA Guyer, T.J. Ulrich, P.-Y. Le Bas, C. Lannat, M. Griffa, and PA Johnson, Energy 
Current Imaging Methodjor Time Reversal in Elastic Media, Appl. Phys. Lett. 95(2), 021907, 2009. 

Anderson D.N., Rediscovering Signal Complexity as a Teleseismic Discriminant, PAGEOPH 66:3, doi 
101 007/S00024-008-0449-Y, 2009. 

Arcudi, F., G.L. DelzarulO, and J.M. FiIUl, The Elfeci oj Plasma Flow on Line-lied Magnelohydrodynamic 
Modes, Phys. Plasmas (in press) 2010. 

Arrowsmith S., R Burlacu, R Whitaker. and G. Randall, A Repeating Source oj In/rasound jrom the 
Wells Nevada Earthquake Sequence, Geophys. Res. Lett. 36, LJ 18 17, 2009. 

r--
Azhgirey, I.L., V.I. Belyakov-Bodin, l.I. Degtyarev, S.G. Masbnik, FX Gallmeier, and W. Lu, CTOF 
Measurements and Monle Carlo Analyses ojNeutron Spectrajor the Bacic>vard Direclionjrom an Iron 
Target Irradialed with 400-1200 Me V Protons, Nuc!. Instrum. Methods Phys. Res., Sect. B Vo1.267, 
iss.23-24, 3601-3605, 2009. 

Bailey, D., M. Berndt, M. Kucharik, and M. Shashkov, Reduced-dissipa/ion Remapping q( Velocity in 
I Siaggered Arbitrary Lagrangian-Eulerian Method, J. Comput. Applied Math. Vo1.233, iss.12, 3148-3156, 

20 I 0041 5,20 I O. 

Bakosi, J., P. Franzese, and Z. Boybeyi, Joint PDF Modelling oj Turbulent now and Dispersion in an 
Urban Street Canyon, Boundary Layer Meteoro!. Vol.! 31, iss.2,245-261, 2009. 

Bauer, A.L., T.L. Jackson, and Y. Jiang., Topography oj Exlracellular Malra Mediates Vascular 
Morphogenesis and Migralion Speeds in Angiogenesis, PLoS Comput BioI. 5, e1000445, 2009. 

Bauer, A.L., T.L. Jackson, Y. Jiang, and T. Rohlf, Receplor Cross-talk in Angiogenesis: Mapping 
Environmental Cues to Cell Phenotype Using a Siochastic, Boolean Signaling Nelwork Model, J Theor 
BioI. 264, 838-46, 2010. 
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Brezzi, F., A. Buffa, and K. Lipnikov, Mimetic Finite Dif/erences/or Elliptic Problems, M2AN: Math. 
Model. Numer. Anal. 43, 277-295, 2009. 

Brown, L.S. and R.L. Singleton, Temperature Equilibration in a Fully Ionized Plasma: Electron-ion 
Mass Ratio Effects, Phys. Rev. E Vo1.79, iss.6, pt.2, 066407, 2009. 

Brown, M., M. Nelson, M. Williams, A Gowardhan, and E. Pardyjak, A Non-CFD Modeling System/or 
Computing 3D Wind and Concentralion Fields in Urban Environments, 5th lnt. Symp. Compo Wind Eng., 
Chapel Hill, NC, 2010. 

I Carey 1.W., R. Svec, R. Grigg, 1. Zhang, and W. Crow, Experimental Investigation 0/ Wellbore Integrity 
and C02-brine Flow along the CaSing-cement Microannulus, Int. 1. Greenhouse Gas Control 4(2), 272-
282,2010. 

Chacon, L., GL. Delzanno, and 1.M. Finn, Robust, Multidimensional Mesh Motion Based on Monge-
Kantorovich Wquidistribution," 1. Comput. Phys. (in press) 2010, 

Chadwick, M.B., R.e. Little, T. Kawano, P. Talou, D. Viera, M. Jandel, TA Bredeweg, M.e. White, 
A.P. Toncbev, and 1.A Becker, Actinide ENDFIB-VII Cross-section Evaluations and Validation Testing, 
Ann. Nucl. Energ. Vol.36, iss.3, 258-262, 2009. 

Chartrand, R. and B. Wohlberg, Total-Variation Regularization with Bound Constraints, Proc. 35th Int. 
ConI'. Acoustics, Speech, Signal Processing (lCASSP), 20 10. 

Chartrand, R. and B. Wohlberg, Total-variation Regularization with Bound Constraints, Proc. IEEE Int. 
ConI'. Acoustics, Speech, Signal Process. (ICASSP), 2010. 

Chartrand, R., Fast Algorithms/or Nonconvex Compressive Sensing: MRI Reconslnlction/rom Very Few 
Data, Proc. IEEE Int. Symp. Biomed. Imaging, 262-265, 2009. 

Chartrand, K, K.R. Vixie, B. Wohlberg, and E.M. Bollt, A Gradient Descent Solution to the Monge-
Kantorovich Problem, Applied Math. Sci. 3:22, 1071-1080,2009. 

Chartrand, K, K.K Vixie, B., Wohlberg, and E.M. Bollt, A Gradient Descent Solution to the Monge-
Kantorovich Problem, Appl. Math. Sci. vol. 3,1071-1080,2009. 

Chen, L., J. Bortnik, KM. Thome, R.B. Home, and VX. Jordanova, Three-dimensional Ray Tracing 0/ 
VLF Waves in a Magnetospheric Environment Containing a Plasmaspheric Plume, Geophys. Res. Lett. 
36, L22101, doi:10.l029/2009GL040451, 2009. 

Chen, L., KM. Thome, V,K. Jordanova, e.-P. Wang, M. Gkioulidou, L. Lyons, and KB. Home, Global 
Simulation 0/ EMlC Wave Excifation during the 2001 April 21 st Storm/rom Coupled RCM-RAM-
HOTRAY Modeling, 1. Geophys. Res., in press, 2010. 

Ching, 1., M. Brown, S. Burian, F. Chen, R. Cionco, S. Hanna, A Hultgren, T. McPherson, D. Sailor, H. 
Taba, and D. Williams, National Urban Database and Portal Access Tool, Bull. Amer. Mel. Soc. 90(8), 
1157-1168,2009. 

Connington, K., Q. Kang, H. Viswanathan, S. Chen, and A Abdel-Fattah, Peristaltic Partic/e Transport 
Using the Lallice-Boltzmann Method, Phys. Fluids 21(5), 053301, 2009. 

Cowee, M.M., D. Winske, and S.P. Gary, Two-dimensional Hybrid Simulations o/Superdif/ilsion at the 
Magnetopause Driven by Kelvin-Helmholtz Instability, 1. Geophys. Res. Space Phys. VoU 14, AI0209, 
2009. 

Cushing, M.e., T.L. Roellig, M.S. Marley, D. Saumon, S.K. Leggett, J.D. Kirkpatrick, J.e. Wilson, G.e. 
Sloan, AX. Mainzer, J.E. Van Cleve, and J.R. Houck, A Spitzer In/rared Spectrograph Spectral Sequence 
o/M, L, and T Dwarfs, Astrophys. 1. Vo1.706, iss.l, 923-923, 2009. 

DaJigault,1. and G. Dimonte, Correlation Effects on the Temperature-relaxation Rates in Dense Plasmas, 
Phys. Rev. E Vo1.79, iss.5, p1.2, 056403, 2009. 
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Fonney, 1.1., S.H. Glenzer, M. Koenig, B. Militzer, D. Sawnon, and D. Valencia, Frontiers of the Physics 
of Dense Plasmas and Planetary Interiors: Experiments, Theory, and Applications, Phys. Plasma. vol. 16, 
noA, 041003, 2009. 

Foster Jr., JT, A.A. Barhorst, cns. Wong, and MT Bement, Modeling Loose JoinlS in ElaS/ic 
SlnlclUres-Experimental Results and Validation, 1. Vib. Contr. Vol. 15, issA, 549-565, 2009. 

Fotiades, N., R.O. Nelson, M. Devlin, S. Holloway, T. Kawano, P. Talou, M.B. Chadwick, lA. Becker, 
and P.E. Garrett, Feeding of the 11/2(-) Isomers in Stable Ir and Au Isotopes, Phys. Rev. C Vo1.80, issA, 
044612, 2009. 

I Francois, M.M. and B.K. Swartz, Interjace Curvature via Volume Fractions, HeighlS, and Mean Values 
on Nonuniform Rectangular Grids, 1.Compul. Phys. Vol. 229, 527-540, 2010. 

Fryer, CL., PJ. Brown, F. Bufano, 1.A Dahl, CJ. Fontes, L.H. Frey, ST Holland, A.L. Hungerford, S. 
JmmJer, P. Mazzali, P.A. Milne, E. Scannapieco, N. Weinberg, and P.A YOWlg, Spectra and Light 
Curves of Failed Supernovae, Astrophys. 1. Vol. 707, iss. I, 193-207,2009. 

Galli, E., S. Eidenbenz, S. ~1niszewski, C Teuscher, L. Cuellar, and M. Ewers, ActivitySim: Large-Scale 
Agent-Based Activity Generationfor Infrastructure Simulation, Proc. 2009 Spring Simulation 
Multiconference,2009. 

Gardner, R.P., and A Sood, On the Future of Monte Carlo Simulation for Nuclear Logs, AppL Radial. 
[SOl. Vo1.68, issA-5, 932-935,2010. 

Garimella Rand K. Lipnikov, Solution of the DiffUSion Equation Mulli-material Domains by Subdivision 
of Elements Along Reconstnlcted Interjaces, Int. J. Nwner. Meth. Fluids (in press) 2010, 

Garimella R. V., Conformal Refmement of Unstnlctured Quadrilateral Meshes, Proc. 18th Int. Meshing 
Roundtable, Salt Lake City, UT, 2009. 

Garimella RV., S. Schofield, M.M. Francois, and R. Loubere, A Second-order Accurate Material Order-
independent Inlerface ReconS/ructionfor Multi-material Flow Simulations, 1. Compul. Phys. 228:3, 745, 

1 2009. 

Gary, S.P., H. Karimabadi, and V. Roytersbteyn, Turbulence in Electron-positron Plasmas: Dissipation 
Wavenumbers, Astrophys. J. 70 I 1695-1700, 2009. 

I Geballe, T.R., D. Sawnon, DAGolimowski, S.K. Leggett, M.S. Marley, and K.S. Noll, Spectroscopic 
Detection of Carbon Monoxide m Two Late-type T Dwarjs, ASLrophys. J. VoL695, lSS.2, 844-854,2009. 

Ginrautas, V. and A.Hubler, A Simple, LOW-COSI, Data-logging Pendulum Built from (I Computer Mouse, 
Phys. Educ. 44, 488, 2009. 

Gintautas, V., A Hagberg, and L.M.A. Bettencoun, When is Social Computation Beller than the Sum of 
its Parts?, [n Social Computing and Behavioral Modeling, 93-101, New York, NY, 2009. 

Gnanakaran, S., M.G. Daniels, T. Bhattacharya, AS. Lapedes, A. Sethi, M. Li, H. Tang, K. Greene, H. 
Gao, B.F. Haynes, M.S. Cohen, G.M. Shaw, M. Seaman, A Kumar, F. Gao, D.C MOnlefiori, and B. 
Korber, Genetic Signatures in the Envelope Glycoproteins of HIV-I that Associate with Broadly 
Neutralizmg Antibodies, PLOS Compo BioI. (submitted). 

Goddeke, D., H. Wobker, R Strzodka, 1. Mobd-Yusof, P. McCormick, and S. Turek, Co-Processor 
Acceleration of an Unmodified Parallel Solid Mechanics Code with FeastGPU, Int. J. Comput. Sci. 
Engineer. VolA, issA, 254-269, 2009. 

Gowardhan, A, E. Pardyjak, I. Senocak, and M. Brown, A CFD-based Wind Solver for a Fast Response 
Transport and Dispersion Model, 5tb 1m. Symp. Compo Wind Eng., Chapel Hill, NC, 20 I O. 

Gowardhan, AA, MJ. Brown, and E.R. Pardyjak, Evalualion of a Fast Response Pressure Solver for 
Flow around an Isolated Cube, Environ. Fluid. Mech., DOl 10.1 007/s I 0652-009-9152-5, 2009. 
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Leggett, S.K., B. Burningham, D. Sawnon, M.S. Marley, SJ. Warren, R.L Srrum, RL; H.R.A. Jones, 
P.W. Lucas, DJ. Pinfie!d, and M. Tamura, Mid-infrared Photometry of Cold Brown Dwarfs: Diven·ity in 
Age, Mass, and Me/allicily, ASlrophys. 1. Vo1.710, iss.2, 1627-1640,2010. 

Leggect, S.K., M.e. Cushing, D. Saumon, M.S. Marley, T.L. Roel!ig, SJ. Warren, B. Burningham, 
H.R.A. Jones, 1. O. Kirkpatrick, N. Lodieu, P.W. Lucas, A.K. Mainzer, E.L. Martin, MJ. McCaughreao, 
OJ. Piofield, G.C. Sloan, R.L. Smart, M. Tamura, and 1. Van Cleve, The Physical Propenies of Four 
Similar /0 600 K T Dwaifs, ASlropbys. 1. Vo1.695, 15S.2, 1517-1526, 2009. 

Lemons, OS, O. Winske, W. Daughton, and B. Albright, Small-angle Coulomb Collision Modelfor 
Panicle-in-ceU Simula/ions, 1. Compul. Phys. Vol.228, iss.5, 1391-1403,2009. 

Lemons, D.S., K.1. Liu, D. Winske, and S.P. Gary, SlocJws/ic Analysis of Pitch Angle Scallering of 
Charged Particles by Transverse Magnetic Waves , Phys. Plasma. Vol. 16, iss. I I, 112306,2009. 

Lestone, 1.P. and S.G. McCalla, St(Jfistical Model of Heavy-ion FlISion-[ission ReactiOns, Phys. Rev. C 
Vo1.79, 00.4,044611,2009. 

Lin, Y., B. Wohlberg, and H. Guo, UPRE Methodfor Total Varwlion Parameler Seleclion, Signal 
Processing 90: 8, doi: I 0.1 0 16/j.sigpro.20 I 0.02.025, 2546-2551 , 20 10. 

Lipnikov, K., D. Svyatskiy, and Yu. Vassilevski, A Monotolle Finile Volume Scheme for Advection-
diffUSIOn EquatIOns on Uns!nlclured Polygonal Meshes , 1. Comp. Phys. 229, 4017-4032,2010. 

Lipnikov. K., D. Svyatskiy, and Yu. Vassilevski. Interpolation-jree Monotone Finite Volume Methodfor 
Diffusion Equalions on Polygonal Meshes, 1. Comp. Phys. 228. 703-716, 2009. 

Lipoikov, K., 1. Moulton, and D. Svyatskiy, A Mullilevel Mulliscale Mlmetic (M3) Methodfor an 
Anisolropic Infiltration Problem. Lecrure Notes in Computer Scienc, Vo1.5544, 685·694,2009. 

Lipnikov, K., J.D. Moulton and D. Svyatskiy. A multilevel multiscale mimetic (lvf!'J) melhodfor an 
anisotropic infiltration problem, 8n G. Allen. J. Nabrzyksi, E. Seidel. G.D: Van Albada, 1.1. Dongarra, 
and P.M.A. Sioot. editors. Computational Science·ICCS 2009, 9~' International Conference Baton Rouge, 
LA. May 25-27 2009 Proc. Part I Lecrure Notes in Computer Science. vol. 5544 , 685-694, 2009. 

Lipnikov, K., M. Shashkov, and 1. YO(ov. Local Flux Mime/ic Fillile Difference Me/hods, Nwnerischc 
Mathematik Vol. I 12, iss.I, 115-152.2009, 

Lipnikov, K., M.1. Shashkov, and I. YO(OV, Local Flux Mimellc Finlle Difference Methods. Numerisbe 
Mathematik 112, 115-152,2009. 

Liska. R., M. Shashkov, P. Vachal, and B. Wendroff, Optimization-based Synchronized Flw.:-cOl'recled 
Conservative Interpolation (Remapping) of Mass and Momentum for A rbitrary Lagrangian-Eulerian 
Methods,1. Compul. Phys. Vo1.229, iss.5, 1467-1497.2010. 

Li vescu, D. and J.R. Ris\orcelli. Mixing Asymmetry in Variable.densily Tllrbulence, in Advances in 
Turbulence XII. Editor: B. Eckhardt. Springer Proceedings in Physics vol. 132, 545-548, 20 10. 

Livescu. D. 1.R. Ristorcelli, R.A. Gore, S.H. Dean. W.H. Cabot, and A.W. Cook, High-Reynolds Number 
Rayleigh-Taylor Turbulence, 1. TurbuL Vol. 10, iss.13. 1-32.2009. 

Livescu. D., 1.R. Ristorce ll i, M.R. Petersen, and R.A Gore, Variable-density Rayleigh-Taylor Turbulence 
at Moderate Atwood Numbers, Phys. Scr. (in press) 20 10. 

Livescu, D., 1.R. Ristorce ll i, R.A. Gore, S.H. Dean, W. Cabot, and A. W. Cook, High-Reynolds NlImber 
Rayleigh- Taylor Turbulence, 1. T urbul. I O( 13), 1-32, 2009. 

Loxley P.N. and P.A. Robinson Soli/on Model of Competitive Neural Dynamics during Binocular 
Rivalry, Phys. Rev. Lett. 102,258701.2009. 

Luo, S.N. , T.c. Gennann, and D.L Tonks, Spall Damage of Copper Under Supporled and Decaying 
Shock Loading, 1. Applied Phys . Vol. 106, iss.12, 123518, 2009 . 
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Lynch, R.M., T. Shen, R. Rong, B. Li, W. Honnen, J. Mulenga, S. Allen, S. Zolla-Pazner, A. Pinter, S. 
Gnanakaran, and C.A. Derdeyn, Subtype-specific Conservation of Isoleucine 309 in the Env V3 Domain is 
Linked to Immune Evasion in Subtype C HIV-J Infection, Virol. (in press). 

Lynch, R.M., T. Shen, S. Gnanakaran, and C.A. Derdeyn, Appreciating HIV-J Diversity: Sub typic 
Differences in Env, AIDS Res. Hum. Retrovir. 25, 237-248, 2009. 

M. Bradonji'C, A. Hagberg, and A.G. Percus, The Structure of Geographical Threshold Graphs, Internet 
Math 5, 113-140,2009. 

Maltrud, M., F. Bryan, and S. Peacock, Boundary Impulse Response Functions in a Century-long Eddying 
Global Ocean Simulation, Environ. Fluid Dynam. Vol. 10, iss. 1-2, p.275-295, 2010. 

Manga, M., and J. Rowland, Response of Alum Rock Springs to the October 30 2007 Alum Rock 
Earthquake and Implications for the Origin of Increased Discharge afier Earthquakes, Geof1uids 9, 237-
250, doi: 10111 IIJ 1468-8 123200900250, 2009. 

Manor, R., A. Hagberg, and E. Meron, Wavenumber Locking and Pal/em Formation in Spatially Forced 
Systems, New 1. Phys. 1063016 (19pp), 2009. 

Margolin, L.G., Finite-scale Equationsfor Compressible Fluid Flow, Philos. Trans. R. Soc. London, Ser. 
A Vo1.367, iss.1899, 2861-2871, 2009. 

Mau, Y., A. Hagberg, and E. Meron, Dual-Mode Spiral Vortices, Phys. Rev E. 80:065203(R), 2009. 

McClarren, R.G. and T.J. Urbatsch, A Modified Implicit Monte Carlo Methodfor Time-dependent 
Radiative Transfer with Adaptive Material Coupling, 1. Comput. Phys. 228,5669-5686,2009. 

Memild, S.H. and B. Hasholt, Observed Runoff, Jokulhlaups, and Suspended Sediment Loadfrom the 
Greenland Ice Sheet at Kangerlussuaq, West Greenland,for 2007 and 2008, J. Glaciol. 55(193), 855-
858,2009. 

Memild, S.H. and G.E. Liston, The influence of air temperature inversion on snow meil and Glacier 
Surface Mass-balance Simulations, SW Ammassalik Island, SE Greenland. J. Clim. Appl. Meteorol. vol. 
49(1),47-67,2010. 

Mernild, S.H., G.E. Liston, C.A. Hiemstra, and J.H. Christensen, Greenland Ice Sheet Surface Mass-
balance Modeling in a J 3I-year PerspeC/ive J 950-2080, J. Hydrometeorol. vol. II (I), 3-25, 2010. 

Mernild, S.H., G.E. Liston, C.A. Hiemstra, and K. Steffen, Record 2007 Greenland lee Sheet Surface 
Melt-extent and Runoff, Eos Trans. AGU 90(2),13-14,2009. 

Mernild, S.H., G.E. Liston, C.A. Hiemstra, K. Steffen, E. Hanna and J.H. Christensen, Greenland Ice 
Sheet Surface Mass-balance Modeling and Freshwater Flw:for 20m, and in a /995-2007 Perspective, 
Hydrolog. Process. DOl: 10.1002/hyp7354, 2009. 

I Memild, S.H., G.E. Liston, K. Steffen, and P. Chylek, Meilwater Flux and Runoff Modeling in /he 
Ablation Area of/he Jakobshavn Isbrce, West Greenland, J. Glaciol. 56(195), 20-32, 2010. 

- - -
Moaveni, B., J.P. Conte, and F.M. Hemez, Uncer/ainty and Sensitivity Analysis of Damage Identification 
Resuils Obtained Using Finite Elemenl Model Updating, Compul. Aided Civ. Wrastrucl. Eng. Vo1.24, 
iss.5, 320-334, 2009. 

Molvig, K., M. Alme, R. Webster, and C. Galloway, Pholon Coupling Theory for Plasmas with Strong 
Compton Scallering: Four Tempera/ure Theory, Phys. Plasma. Vol. 16, iss.2, 023301,2009. 

Mora, C.I., L.R. Riciputi, K.D. Walker, and D.R. Cole, High Temperature Hydrolhermal Alleration of the 
Boehls Bulle Anorthosite: Origin of A Bimodal Plagioclase Assemblage, Contrib. Mineral. Petrol. 157(6), 
781-795,2009. 

Nahar, S.N., J. Oelgoetz, and A.K. Pradhan, Recombination Role Coefficients for KLL Dielecttonic 
Satellite Lines of Fe XYV and Ni XYVI1, Physica Scripta Vol.79, iss.5, 055301, 2009. 
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Rong R, B. Li, R.M. Lynch, R.E. Haaland, MK Murpby, l Mulenga, SA Allen, lL Blackwell, A. 
Pinter, G.M. Shaw, E. Hunter, lEo Robinson, S. Gnanakaran, and e.A. Derdeyn, Escapefram Autologous 
Neutralizing Antibodies in Acute/Early Subtype C HIV-Ilnfectian Requires Multiple Pathways, PLoS 
Pathogens, Epub September IS, 2009. 

Rowland, 1.e., MT Stacey, and WE Dietrich, Turbulent Characteristics of A Shallow Wall-Bounded 
Plane Jet: Experimental Implications for River Mouth Hydrodynamics, 1. fluid Mecb. 627, 423-449, 
2009. 

Rowland, 1.e., WE Dietrich, G. Day, and G. Parker, The Formation and Main/enance of Single-Thread 
Tie Channels Entering Floodplain Lakes, Observations from Three Diverse River Systems, J Geophys. 
Res. Eartb Surface 114, f02013, 2009. 

Roytersbteyn V., W. Daughton, S. Dorfman et aI., Magnetic Reconneclian Near the Dreicer Limit, Phys. 
Plasmas 17,055706,2010. 

Rubinstein, R., W.RT Bos, D. Livescu, and W. Woodmff, Closure Modelsfar InhamogeneclLls 
Turbulence, in Advances in Turbulence XII, Editor: B. Eckhardt, Springer Proceedings in Physics vol. 
132,767-770,2010. 

Sampson, D.H., HL Zhang, and CJ. fontes, A Fully Relativistic Approachfor Calculating Atomic Data 
for Highly Charged Ions, Phys Rep. VoI.477, issA-6, 111-214,2009. 

Scbofield S, M.A Christon, R.V. Garimella, R.B. Lowrie, BX. Swartz and V. Dyadechko Mu/timaterial 
I Incompressible Flow Simulation Using the Moment-of Fluid Method, lnt. J Numer. Meth. fluids, 2009. 

DOl: 10.1 002/fld.21 OS. 

Schofield S. p, and I.M. Resrrepo, Stability of Planar Buoyant Jets in Stratified Fluids, Pbys. fluids 22, 
053602, 20 I O. 

Scbofield S.P., M.A. Christon, V. Dyadechko, R. V. Garimella, R. B. Lowrie, and BX. Swartz, Multi-
material Incompressible Flow Simulation Using the Moment-affluid Method, Int. 1. Numer. Meth. Fluids, 
DOl: 10.1002/fld.210S. 

Schofield, S.P. and M.A Christon M.A., Effects of Element Order and Interface Reconstnlction in 
FEM/valume-ojjlllid Incompressible Flow Simulations, Int. J. Nwner. Meth. fluids (submined) 2010. 

Schofield, S.P., R.V. Garimella, M.M. francois, aDd R. Loubere, A Second-order Accurate Material-
order-Independent Interface Reconst/1.lctlOn Technique for Multi-matenal Flow Simulations, 1. Comput. 
Phys. Vol. 22S, 731-745, 2009. 

Scott, R.B., BX. Arhic, E.P. Chassignet, A.e. Coward, ME Maltrud, WJ. Merryfield, A Ashwanlh 
Srinivasan, and A. Anson Varghese, Total Kinetic Energy in Four Global Eddying Ocean Circulation 
Models and over 5000 Current Meter Records, Ocean Modell. (in press). 

Seifter, A., GA Kyrala, S.R. Goldman, N.M. Hoffman, JL Kline, and S.H. Batha, DemonstratIOn of 
S mea s 10 Measur.e 1m /osion S mmef in the Foot 0 the NIF Scale 0.7 Hohlraums Laser Part. Beams 

I 
y p p 

Voln,'ss I, 123-127,2009 
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Shen, T., and S. Gnanakaran, The Stability of Cellulose: A Statistical Perspective from a Coarse Grained 
Model of Hydrogen Bond Network, Biophys. 1. 96,3032-3040,2009. (highlighted on cover) 

Shen, T., P. Langan, A.D. french, G.P. Johnson, and S. Gnanakaran, Conformational Flexibility of 
Soluble Cellulose Oligomers: Chain Length and Temperature Dependence, l Am. Chern. Soc. 131, 
14786-14794,2009. 

Siranosian, A.A., M. Krstic, A. Smyshlyaev, and M. Bemenl, Motion Planning and Trackingfor Tip 
Displacement and Deflection Anglefor Flexible Beams, J Dyn. SYSI. Meas. Conrr. -Transactions oftbe 
ASME VoLl3 I, iss.3, 031009,2009. 
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Slephens, D.C, S.K, Leggell, M.e. Cushing, M.S. Marley, D. Saumon, T.R. Geballe, D.A. Golimowski, 
X.H. Fan, and K.S. Noll, The O.8-J4.5 flM Spectra of Mid-L to Mid-T Dwarfs: Diagnostics of .f,f!ective 
Temperatllre, Grain Sedimentation, Gas Transport, and SlIrface Gravity, Astrophys. J. Vo1.702, iss. t, 
154.170, 2009. 

Svidzinski. V.A, H. Li, BJ. Albright, and K.J. Bowers, Particle-in-cell Simulations of Tearing Modes in 
Reversed-field-pinch-Iike Plasma, Phys. Plasma. Vol. [6, iss.2, 022504, 2009. 

Svidzinski, V.A., H. Li, H.A. Rose, BJ. Albright, and KJ. Bowers, Particle in Cell Simulations of Fast 
Magnetosonic Wave Turbulence in the Ion Cye/otron Frequency Range. Phys. Plasma. Vol. 16, iss.12, 
122310. 2009. 

Theiler, 1., e. Scovel, B. Wohlberg, and B.R. Foy, Elliptically Contoured Distributions/or Anomalous 
Change Detection in Hyperspectral Imagery, IEEE Geosci. Remole Sensing Lett. 7:2, 
doi: 10.11 09/LGRS.2009.2032565, 271-275, 2010. 

Theiler, 1., N.R. Harvey, R. PorLer, and B. Wohlberg, Simulation Frameworkfor Spatio-spectral 
Anomalous Change Detection, Proc. SPIE: Algorith. Technol. Multispectral Hyperspecrra[ Ultraspectral 
Imagery XV 7334, doi: 10.1117/ 12.818632, 73340P, 2009. 

Thubum, 1., T. Ringler, J. Klemp, and W. Skamarock, Numerical Representation ofGeostrophic Modes 
on Arbitrarily StYUctured C-grids, 1. Comput. Phys. 228 (22), 8321-8335, doi: 1 0.1 0 16~i.jcp.2009.08.006, 
2009. 

Thulasidasan, S. and S. Eidenbenz, Accelerating Traffic Microsimulations: A Parallel Discrete-Event 
Queue-based Approach for Speed and Scale. Proc. ACMlSIGSINl Winter Simulation Conference, 
December 2009. 

Thulasidasan, S. et a[, Designing Systems for Large-Scale, Discrete-Event Simulations: Experiences with 
the FastTrans Parallel MicrosimulaLOr. Proc. Inl. Coni. High Perf. Compul. (HiPC), December 2009. 

Thulasidasan, S., S. Kasiviswanalhan, S. Eidenbenz, and P. Romero, Explicit Spalial Scal/eYingfor Load 
BalanCing in Distributed Discrete Event SimuLations with Conservative Time Synchronization, Proc. 
ACMIlEEElSCS Workshop on Principles of Advanced and Distributed Simulation, 20 10. 

Titarenko, Y., V. Batyaev, A. Tit.arenko, M. Butko, K. Pavlov, S. Florya, R. Tikbonov, N. Sobolevsky, S. 
Mashnik, W. Gudowski, N. Mokbov, and I. Rakhno, Residual Radioactive Nuclide Formation in O.8-GeV 
Prolon-irradiated E'Ctended Pb Target, Nucl. Tech. Vol. 168, iss.3, 631-636.2009. 

Titarenko, Y., V. Batyaev, A. Tilarenko, M. BuLko, K. Pavlov, S. Florya, R. Tikhonov, P. Boyko, A. 
Kovalenko, N. Sobolevsky, V. Anashin, S. Mashnik, W. Gudowski, N. Mokhov, and 1. Rakhno, Beam 
Dump and Local Shielding LayolIl Around the ITEP Radiation Tes/ FaCility, Nucl. Tecb. VoL 168, iss.2, 
472-476, 2009. 

Titarcnko, Y.E., V.F. Balyaev, A.Y. Tirarenko, V.M. Zhivun, K.V. Pavlov, M.A. Butko, S.N. Florya, RS. 
Tikhonov. and S.G. Mashn~ Experimental Determination and Compulational Modeling of Threshold 
Reaction Roles in 0.8 Gev Pr%n-ilTadiated Lead Target, Atom. Energ. VoLl07, iss. 1 ,48-59,2009. 

Toole G.L, et al., Electric Power Transmission Neflvork Designfor Wind Generation in the Western 
United Stotes: Algorithms, Methodology. and Analysis, in IEEE Transaction on Power Engineering 
(PES),201O. 

Toole G.L, et aI., Interdependent Energy Infrastructure Simulation System, in Handbook or Science and 
Technology for Homeland SecurilY, D. Kamien, Ed, Wiley and Sons, 2009. 

Toole, L., M. Fair, A. Berscheid, and R. Benl, Electric Power Transmission Network Designfor Wind 
Generation in the Western United States: Algorilhms. Methodology. and Analysis, Proc. 2010 IEEE 
Power Engineering Society Transmission and Distribution Conrerence and Exposilion, New Orleans, LA, 
April 20 10 . 
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Torres, D.J" Y,H, Li, and S,-e. Kong, Partitioning Strategies lor Parallel KJVA-4 Engine Simulations, 
Comput. Fluids Vol. 39, no, 2, 301-309,2010, 

van der Sluijs, M,A, and A.L. Peratt, AL. The Ouroboros as an Auroral Phenomenon, 1. Folklore Res. 
VoL46, iss.l, 3-41, 2009. 

Van Hemenryck, P., R. Bent, and e. CoITrin, Strategic Planning/or Disaster Recovery with Stochastic 
Last Mile Distribution, Proc.7th International Conference on Integration of Artificial Intelligence and 
Operations Research Techniques in Constraint Progranuning, lune 20 I O. 

Van Hentenryck, P., R. Bent, L. Mercier, and Y. Vergados, Online Stochastic Reservation Systems, Ann. 
Oper. Res. Volume 171(1), 101-126,2009. 

Vrugt, lA, C.J.F. Ter Braak, e.G.H. Diks, BA Robinson, I.M. Hyman et aL, Accelerating Markov 
Chain Monte Carlo Simulation by Differential Evolution with Self-adaptive Randomized Subspace 
Sampling Int 1 Nonlinear Sci Numer Simulat 10(3) 273-290 2009 I ,. . "'". 
Vrugt, 1.A., lM. Hyman, C.J.F. Ter Braak, e.G.H. Diks, B.A. Robinson et ai., Accelerating Markov 

I Chain Monte Carlo Simulation by Self-adaptive Differential Evolution with Randomized Subspace 

I 
Sampling, Int. l Nonlinear Sci. Numer. Simulat. 10(3),273-290,2009. 

I Wang, M., and Q. Kang, Electrokinetic Transport in Microchannels with Random Roughness, Analyt. 
Chern. 81(8), 2953-2961, doi: 10 I 0211 Ac802569n, 2009. 

Wang, X, D.B. Carrington, and D.W. Pepper, An Adaptive FEM Model/or Unsteady Turbulent 
Convective Flow Over a Backward-Facing Step, l Comput. Therm. Sci. Vol I, no. 2, 121-135, 2009. 

Weijer, W., ST Gille, and F. Vivier, Modal Decay in the Australia-Antarctic Basin, l Phys. Oceanogr. 
39, 2893-2909, 2009. 

Welscr-Shenill, L., I.H. Cooley, and D.e. Wilson, Interactive Tools Designed to Study Mix in Inertial 
Confinement Fusion ImploSions, Comput. Phys. Comm. Vo1.180, iss.6, 835-841,2009. 

White, M., A. Pope, 1. Carlson, K. Heitmann, S. Habib, P. Fasel, D. Daniel, and Z. Lukic, Particle Mesh 
Simulations 0/ the Lya Forest and the Signature 0/ BO/yon Acoustic Oscillations in the Intergalactic 
Medium, Astrophys. l Vol. 713, Issue 1,383-393,2010. 

Wohlberg, B. and D.M. Tartakovsky, Delineatian o/Geological Facies/rom Poorly Differentiated Data, 
Adv. Water Res. 32, doi: 10.10 IG/jadvwatres200B.1 0.0 14,225-230, 2009. 

Wohlberg, B. and l Theiler, Symmetrized Local Co-registration Optimization/or Anomalous Change 
Deteelion, Proe. SPIE Computational Imaging VllI 7533, doi:l 0.1117112.845210, 753307, 20 I 0 

Wohlberg, B. and P. Rodriguez, An II-TV Algonthm lor Deconvolution with Salt and Pepper Noise, Proc. 
IEEE Int. Conf. Acoustics, Speech, Signal Process. (ICASSP), doi: 10.11 09ITCASSP.2009A959BI9, 
1257-1260,2009. 

Wohlberg, B., Inpainting with Sparse Linear Combinations o/Exemplars, Proc. IEEE Int. Conf. 
Acouslics, Speech, Signal Process. (lCASSP), doi: 10.1 J09ITCASSP.2009A959677, 689-692, 2009. 

Wu, P., D. Winske, S.P, Gary, N.A. Sehwaciron, and M.A. Lee, Energy DiSSipatIOn and Ion Heating at 
the Heliospheric Termination Shock, l Geophys. Res. Space Phys. Vo1.114, A081 03, 2009. 

Wu, Y., A.D. Kaiser, Y. liang, and M.S. Alber, Periodic Reversal 0/ Direction Allows Myxobacteria to 
Swann, Proc Natl Acad Sci USA. 106, 1222-7,2009. 

Yan, G., P. Dana, S. Eidenbenz, S. ThuJasidasan, and V. Ramaswamy, Criticality Analysis and 
Assessment o/Nalional Internet In/rastructure, Computer Networks, 2010. 

Yin, L., B.l Albright, H.A. Rose, K.J. Bowers, B. Bergen, D.S. Montgomery, lL. Kline, and I.e. 
Fernandez, Onset and Saturation 0/ Backward Slimulated Raman Scallering 0/ Laser in Trapping Regime 
in Three Spatial DimenSions, Phys. Plasma, Vol.! 6, iss. I I , 11310 I, 2009. 
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Carey, l W., AI. Abdel-Fatlah, S. Backbaus, Q. Kang, P.c. Licbmer, D. Moulton, and Y. Zhao, 
Integrated Experimentation and Hybrid Modeling/or Prediction and Control 0/ Multi-phase Flow and 
Reaction in C02 Injection and Storage, Immigration Exhibit, LA-UR-09-07803. 

Carey, J. W., and P.c. Lichtner, Computational Studies 0/ Two-Phase Cement-C02-Brine Interaction in 
WeI/bore Environments, 2009 SPE International Conference On C02 Capture and SLOrage, San Diego, 
CA, November 2-4 2009. 

Carey, J.W., and p,c. Lichtner, Computational Studies o/Two-phase Cement-C02-Brine Interaction in 
WeI/bore Environments, LA-UR-09-05560, 2009 SPE International Conference on C02 Capture and 
Storage, San Diego, CA, November 2-4, 2009. 

Carey, J.W., M.R. Williams, lA. Hakala, lE. Fessenden, and E.H. Keating, Experimental Study 0/ 
Sediment-C02 Reactions With Application to Changes in Groundwater Quality Due To Leakage 0/ 
Sequestered C02, 2009 AGU Fall Meeting, San Francisco, CA, December 14-182009. 

, Carey, 1.W., M.R. Williams, lA. Hakala, lE. Fessenden, and E.R Keating, Experimental Study 0/ 
Sediment-C02 Reactions with Application to Changes In Gro-undwater Quality Due to Leakage 0/ 
Sequestered C02, LA-UR-09-05837, 2009 AGU Fall Meeting, San Francisco, CA, December 14-18, 
2009. 

Carrington, D.B, Adaptive Finite Element Methods/or Turbulent Reactive Flow, Los Alamos ADTSC 
Science Highlights, 20 10. 

Carringron, D.B., A Characteristic-based Split hp-adaptive Finite Element Method/or Combustion 
Modeling in KIVA-hpFE, Los Alamos National Laboratory Report, LA-UR-09-06527, 2009. 

Carringron, D.B., and D.J. Torres, KIVA Modeling to Support Diesel Combustion Research, 2009 
DOE/EERE Advanced Combustion Merit Review, Washington D.C., May 2009. (LA-UR-09-01740) 

Carrington, D.B., KIVA-4 Df,velopment FY 2009 Year End Report, DOEIEERE Advanced Combustion 
Program report, September 2009. (LA-UR-06672) 

Carrington, D.B., KIVA-4 Development, 2010 DOE/EERE Advanced Combustion Merit Review, 
Washington D.C., June 2010, (LA-UR-10-01879) 

Carrington, D.B., T-3 Combustion Modeling KIVA Combustion Model Development, DOE/CFR meeting, 
I Los Alamos, NM, April 21, 2010. (LA-UR 10-01878) 

Carrington, D.B., T-3 Combustion Modeling KIVA-4mpi and KIVA-hpFE Df,velopment, AECIHCCI 
Working Group Meeting, Livennore, CA, February 23,2010. (LA-UR-I 0-00727) 

Carri.ngton, D.B., X. Wang, and D.W. Pepper, An h-Adap/ive Finite Element Method/or Turbulent Heal 
Trans/er, Inl. Conf. Compul. ExpeL Eng. Sci., Las Vegas, NV, March 23, 2010. (LA-UR 10-01692) 

Cheng, A., L. Huang, and 1. Rutledge, Time-Lapse VSP Data Processing/or Monitonng C02 Injection, 
Society of Exploration Geophysicists A.nnual Meeting, Houston, TX, October 25-30 2009. 

Cheng, A., L. Huang, and 1. Rutledge, Time-phase VSP Data Processing/or Monitoring C02 Injection, 
LA-UR-09-02388, Society of Exploration Geophysicists A.nnual Meeting, Houston, TX, October 25-30, 
2009. 

Chrystal, AE., J.M. Heikoop, P. Longmire, M. Dale, T.E. Larson, G.B. Perkins, IT. Fabryka-Martin, 
A.M. Simmons, and 1. Fessenden-Rahn, Using Isotopes to De}ine BaCkground Groundwater Nitrate at 
the Los Alamos National Laboratory in North Central New Mexico USA, American Geopbysical Union 
Fall Meeting, San Francisco, CA, December 14-18 2009. 

Chrystal, AE., lM. Heikoop, P. Longmire, M. Dale, T.E. Larson, G.B, Perkins, 1,1'. Fabryka-Martin, 
AM. Simmons, and 1. Fessenden-Rabn, IsotopiC Composition 0/ Natural Nitrate in Groundwater in Los 
Alamos New Mexico, LA-UR-10-01238, EBTAG 2010, Santa Fe, NM, March 4, 2010 . 
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Cisneros-Dozal, L.M., J. Fessenden, C. Block, R. Feddema, R. Engel, P. Miller, and R. Wallander, 
Evaluating the Carbon Sequestration Potential of Agricultural Fields, 8th Annual Conference on Carbon 
Capnue and Sequestration, Pittsburgh, PA, May 4-7 2009. 

I Clayton, DJ., and C.W. Gable, 3-D Thermal Analysis or High-Level Waste Emplaced in a Generic Salt 
Repository, LA-UR-09-00589. 

I Cole, G.L., D. Coblentz, E.P. Jacobs, and D. Koning, The 2009 Three-Dimensional Geologic Models of 
the Los Alamos National Laboratory Site SOllthem Espanola Basin and Espanola Basin, LA-UR-09-
0370 I. 

Cole, G.L., New Geologic Framework Models For the Pajarito Plateau and Espanola Basin Regions, 
Espanola Basin Advisory Group Meeting, Santa Fe, NM, March 32009. 

Coon, ET., S.P. MacLachlan, and J.D. Moulton, Local Post-processingfor Locally Conservative Fluxes 
m the Galerldn Methodfor Groundwater Flows, LA-UR 09-08292, Los Alamos National Laboratory, 
2009. 

Dai, Z., E. KwickJis, A. Eddebbarh, A. V. Wolfsberg and C. Gable, Sensitivity Analysis of the Pahute 
Mesa Pumpmg Tests: Strategy to Evaluated the Observation Well Design, UGTA Technical Information 
Exchange Meeting Las Vegas, NV, April 202009, 

Dai, Z., H, Deng, A Wolfsberg, Z, Lurn, M, Ye, p, Reimus, Upscaling of Reactive Mass Transport in 
Fractured Rocks with Mullimodal Reacllve Mineral Facies, LA-UR-09-05667, 2009 American 
Geophysical Union Fall Meeting, San Francisco, CA, December 14-18, 2009, 

Dai, Z., H. Deng, AV. Wolfsberg, Z. Lu Z" and p, Reimus, Upscaling of Reactive Mass Transportln 
Fractured Rocks With Multimodal Reactive Mineral Facies, 2009 American Geophysical Union Fall 
Meeting, San Francisco, CA, December 14-182009, 

Dai, Z., H, Deng, AV. Wolfsberg, Z, Lu, M, Ye, p, Reimus, Upscaling Of Reactive Mass Transport In 
Fractured Rocks With Multimodal Reactive Mineral Facies, 2009 American Geophysical Union Fall 
Meeting, San Francisco, CA, December 14-182009. 

Dale, C.B" KT. Kern, and S.c. Scott, Modeling Human Resol/rce Needs For Nuclear Power Expansion, 
Technical Meeting on Workforce Planning to Support New Nuclear Power Programmes, lAEA, Vienna, 
Austria, March 31, 2009. 

Daniel, W,B" D, Powell, and M. Rivera, GlobaiCURE, LA-UR-09-02332, 2009. 

Del Valle, S., D. Powell, et aI., National Population and Economic Impacts for 2009 Influenza A(HINI), 
LA-UR-09-06335,2009. 

Denli, H" and L. Huang L., Differential Waveform Tomography Using Time-Lapse VSP Data for 
Monitoring C02 MIgration, 8th Annual Conf on Carbon Capture and Sequestration, Pittsburg, PA, 2009. 

Denli, H., and L. Huang, Differential Waveform Tomography Using Time-Lapse VSP Datafor 
Monitoring C02 MigratIOn, 8th Annual Conference on Carbon Capture and Sequestration, Pittsburgh, 
PA, May 4-7 2009. 

Denli, H., and L. Huang, Differential Waveform Tomography Using Time-lapse VSP Datafor Monitoring 
C02 Migration, LA-UR-09-0081 0, 8th Annual Conf on Carbon Capture and Sequestration, Pittsburgh, 

, PA, 2009. 

Denli, H., and L. Huang, Differential Waveform Tomography Using Time-Lapse VSP Datafor 
Monitoring C02 Migration, LA-UR-09-0041 0, 8tb Annual Conf on Carbon Capture and Sequesttalion, 
Pittsburgh, PA, May 4-7,2009, 

I Denli, H., and L. Huang, Double-Difference Elastic Waveform Tomography in the Time Domain, LA-UR-
09-02289, Society of Exploration Geophysists Annual Meeting 2009, Houston, TX, October 25, 2009, 
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Johnson, P., P.-Y. LeBas et aI., Effects OtAcoustic Waves On Slick-Slip Behavior In Sheared Granular 
Media, Internalional School on Complexity 11 th Course Grains Friction And Faulls, Erice, Sicily, July 20 
2009. 

Johnson, P.A., Perturbation by Acoustic Waves during Stick-Slip Behavior in Sheared Granular Media 
with Implications to Earthq"ake Processes, LA-UR-OS-06SI3, International Congress on Ultrasonics, 
Santiago, Chile, January II 2009. 

-
Jordanova, V. K., New Insights on Geomagnetic Storms/rom Observations and Modeling, AlP 
Proceedings from tbe School and Worksbop on Space Plasma Physics, Sozopol, Bulgaria, CP1121, 129-
134,2009. 

Jordanova, V.K., Self-consistent Simulations a/Plasma Waves and their Effects on Energetic Particles, in 
The Dynamic Magnetosphere, ed. by W. Liu and M. Fujimoto, Springer, 2010. 

Kang, Q., and M. Wang, Pore Scale Modeling 0/ Electrosmosis 0/ Dilute Electrolyte Solution In Porous 
Media, 2009 American Geophysical Union Fall Meeting, San Francisco, CA, December 14-IS 2009. 

Keating, G.N., D. Pasqualini, R. Middleton, R. Pawar and P. Stauffer, How Storage Uncertainty Will 
Drive CCS In/rastn/cture, LA-UR-09-0S222, 10th International Conference on Greenhouse Gas Control 
Technologies, Amsterdam, Netherlands, September 19, 20 I O. 

Keating, E., Q. Kang, Z. Dash, and E. Kwicklis, Particle Tracking-based Strategies(or Simulating 
Transport in a Transient Groundwater Flow Field at Yucca Flat Nevada Test Site USA, American 
Geophysical Union Fall Meeting, San Francisco, CA, December 14-IS 2009. 

Keating, G.N., and D. Pasqualini, Geernaert Gary Web Technologies and System Dynamics/or 
Community Sustainability. Local and Regional Sustainability Workshop, Odense, Denmark, March 16-17 
2009. 

Keating, G.N., and D. Pasqualini, Integrated System Dynamics Model to Assess Options/or Emissions 
Reductions Related To Energy- Water Sustainability in Sonoma County, 2nd Forum on Energy and Water 
Sustainability, Santa Barbara, CA, April 102009. 

Keating, G.N., and D. Pasqualini, Integrated System Dynamics Model To Assess Options For Emissions 
Reductions Related To Energy-Water Sustainabillty In Sonoma County, 2nd Forum on Energy and Water 
Sustainability, Santa Barbara, CA, April 102009. 

Keating, G.N., D. Pasqualini, G. Geemaen, and L. Bamen, Web Technologies and System Dynamics/or 
Community Sustamability, Applied Solutions Workshop, Rohnen Park, CA, February 2009. 

I Keating, G.N., D. Pasqualini, G.L. Geernaen and F. Perry, VA Model/or Partnerships between National 
Laboratories and County AgenCIes/or Climate Change AdaptatIOn, 2009 GeologIcal Society Of Amenca 
Annual Meeting, Ponland, OR., October IS-21 2009. 

I Keating, G.N., D. Pasqualini, G.L. Geernaen, and F. Perry, VA Model/or Partnerships bern'een National 
I Laboratories and County Agencies/or Climate Change Adaptation, 2009 Geological Society of America 

Annual Meeting, Ponland, OR, October IS-21 2009. 

Kiedrowski, B.C. and F. Brown, AdjOint-weighted Kinetics Parameters wtlh Contmuous Energy Monle 
Carlo, 2009 American Nuclear Society Annual Meeting and Embedded Topical Meeting: Nuclear and 
Emerging Technologies for Space (NETS 2009), Atlanta, GA, June 14-IS 2009, 20090614-200906 IS; 
Trans. Am. Nucl. Soc. Val.l 00,297-299,2009. 

Kwan, TJ.T., M. Berninger, C. Snell, T.S.F. Wang, and L. Yin, Simulation a/the Cygnus Rod-Pinch 
Diode Using the Radiographic Chain Model, 35th IEEE International Conference on Plasma Science; 
Karlsruhe, Germany, June 15-19 200S, 200S0615-200S06 [9; IEEE Trans. Plasma Sci. VoU7, issA, pI. I, 
530-537,2009. 
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Toole G.L, et aI., Regional In/rastn/cture Protection Plan Outage Analysis/or the New York Cily 
Metropolitan Area, National Infrastructure and Simulation Analysis Center report, report to Dept. of 
Homeland Security-RDMB, 2010. 

Toole G.L, et aI., Y Bar Ranch Renewable Energy Site Assessment, Dell Cily NM, report to New Mexico 
small business, 2009. 

Toole G.L, et al.,Electric Service Area Assessment, report to Joint Warfare Analysis Center J4, 2009. 

I Trellue, H.R., R.e. Little, M.e. White, R.E. MacFarlane, and A.C. Kahler, ENDF70: A Continuous-
energy MCNP Neutron Data Library Based on ENDFIB- VII. 0, II th International Conference on 

I Radiatioo Shielding/15th Topical Meeting of the Radiation Protection and Shielding Division of 
American Nuclear Society, Pine Mt., GA, April 13-182008,20080413-20080418; Nucl. Tech. Vo1.l68, 
iss.3, spec. iss.SI, 832-836, 2009. 

Ulrich, T.1., A.K. Vao Den, P.-Y. LeBas, B.E. Anderson, M. Griffa, R.A Guyer, Three Component Time 
Reversal Imaging Using Nonlinear Elasticily, International Congress on Ultrasonics, Santiago Chile, 
January 11-182009. 

Van Cuyk, S., A. Deshpande, A Hollander, L. Ticknor, L. Veal, M. Brown, N. Duval, L. Gallegos-
Graves, and K. Omberg, Bacillus thuringensis val'. kurstaki (Btk): Agent Fate Characterization, 2008 
Final Report, LA-UR-09-05794, 2009. 

Van Cuyk, S., A. Deshpande, A Hollander, L. Ticknor, L.A. Veal., M. Brown, N. Duval., L. Gallegos-
Graves, and K.M. Omberg, Bacillus Thuringiensis val' Kurstaki (Etk): Agent Fate Characterization, 2008 
final report, LA-UR-09-05794, 2009. 

Vaniman, D., S. Chipera, K. Brown-Holland, and D. Bish, The Todilto Formation as an Analog o/Short-
lived Martian Flood Evaporites, LA-UR-09-08141. 

Vaniman, D.T., Bassanile on Mars, 40th Lunar And Planetary Science Conference, Houston, TX, March 
23-27 2009. 

Vesselinov, V. V., and D.R. Harp, Decision Support Based on Uncertainly Quantification 0/ Model 
Predictions o/Contaminant Transport, LA-UR-09-06553, 2010 Computational Methods in Water 
Resources Meeting, Barcelona, Spain, June 21, 2010. 

Vesselinov, V.V., P.K. Mishra, S.P. Neuman, AnalyUcal Solulion /01' Flow to a Partially Penetrating 
Well with Storage in a Confined Aquifer, LA-UR-09-05668, 2009 American Geophysical Union Fall 
Meeting, San Francisco, CA, December 14-182009. 

Viswanathan, H.S., and AI. Abdel-Fatlah, An Experimental and Theoretical Framework/or Reactive 
Micromixing, Immigration Exhibit, LA-UR-09-07806. 

Vrugt, J.A., ReconCiling Models With Data, LDRD Day Meeting, Santa Fe, NM, September 142009. 

Wang, M., and Q. Kang, Electrokinetic Transport in Rea"stic Nanochanne1s, 62nd American Physical 
Society Division of Fluid Dynamics, Minneapolis, MN, November 22-24 2009. 

Wang, M., and Q. Kang, Inter/acial Electrokinetic and Reactive Transport Phenomena in Micro and 
Nanopores 0/ Permeable Media, Journal Article, LA-UR-09-07605. 

Wang, M., and Q. Kang, Ion Transport In Nanofluidic Channels, 2009 ASME 2nd MicrolNanoscale Heat 
and Mass Transfer Conference, Shanghai, China, December 20 2009. 

Wang, M., Q. Kang, and H. Viswanathan, Numerical Modeling 0/ Electrokinetic Transport and Mixing 
Enhancement in Heterogeneously Charged Microchannels, 2009 ASME 2nd MicrolNanoscale Heat and 
Mass Transfer Conference, Shanghai, China, December 20 2009. 

Wang, Y., and L. Huang, Reverse-time Migration o/Time-Iapse Walkaway VSP Data/or Monitoring 
CO2 Injection, LA-UR-10-00915. 
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Books 

Pepper, D.W. and D.B Carrington, Modeling Indoor Air Poilu/ion, Imperial College Press Inc, London, 
UK, April 2009. 
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Mohd-Yusof, J., Direct Numerical Simulation afFluid Flow on Roadrunner, Electronic Archive 

Parallel Ocean Program (POP) 

Pasqualini, D., CLEAR Verso 2.0 for unconventional fossil fuels, LA-CC-09-064, July 22, 2009 

Pasqualini, D, CLEAR Verso 2.0, LA-CC-09-065, July 22, 2009 

The Los Alamos Accelerator Code Group software comes in two groups: 

• Freely available software packages: Superfish, Trace and Parmila. In 2009 there were a total of2402 
downloads from our website. 

• Controlled software packages (for some users license bearing): Parmela and Parmteq. In 2009 a total 
of 40 licenses have been sold or given out to US government laboratory users. 

Ulrich, TJ., Development of a data acquisition and analysis software for NDE (Resonance Inspection 
Techniques and Analyses) 
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Program Development Initiatives and Programs 

5taffin the CPAM capability area arc acn'vely engaged ill progrum development Initiatives and programs with other 
federal agencies. nOfiollallaborntones, ulliverSities . and lnd/lSlry. The following list shows descriptions of some 
progra'r1s and itlltu:wves. The list was complied 111(1 selective SlIbmissions by staff in this capability area. 

Federal Agencies 
I Smart Grid securicy with DTRA 

Academia 
Contract Agreements with Iowa State University. Contract #s 74355-001 -09 and Basic Agreement # 
74968.000.00 for FYIO. nis contract is for work related to increasing KJVA-4 modeling capability 
representing the appropriate physical processes accurately by incorporating tbe following: appropriate 
physical modeling ofheat transfer with variable and evolving temperatures throughout the engine domain. 
Iowa State Universiry Department of Mechanical Engineering and Dr. Kong are providing the assistance 
on this conrract. 

Cont ract Agreemen ts wi th Purdue Un i versi ry. Cal u men t, Contract # 8184 1-00 I-lOt hrough FY I 0 (with 
some carry-over expected). This contract is for work to increase lhe capabi liry of KJV A combustion 
modeling. Model developmeot to address accuracy find robustness by increasing both grid resolution and 
the spatial accuracy of the model's d iscret ization while at the same time increasing the robustness of the 
grid evolution. This while minimizing the amount of computational requirements for well-resolved, time-
dependent solutions. To accomplish this the development of new discretization is required. known as the 
characteristic-based split (CBS) method using an hp-adaptive finite element (FE) system for grid and 
equation/dependent variable representation . 

Contract Agreements with Universiry of Nevada. Las Vegas, Contract # 81 840-001 -10 through fY 10 
(with some carry-over expected). 

Purdue's department of Mechanical Engineering and Dr. Wang are providing assistance with lhe hp-
adaprive algorithm development and validations. 

Subcontract 57206-00 1-07 with Uni versity of Colorado. Boulder 08/1 5/2007-08/15/20 10 
The Universiry will perfom) Direct Numerical Simulations (DNS) using the Dynamically Adaptive 
Wavelet Collocation (DA WC) method and analysis of compressible turbulent mixing with applications to 
the compressible Rayleigh-Taylor instabil iry. This work is the first attempt of DNS of compressible 
turbulent mixing USLDg adaptive mesh methodologies. 

Subcontract 73697-001-09 with Missouri Universlry ofSctcncc and Technology 04/01/2009-10/0 112009 
The University used a novel experiroental semp for studies of large accelerations and geometrical effecLS 
on the growth of Rayleigh-Taylor instability, Dot possible in tbe contcx:t of previous experiments. This 
research eITon has provided experimental results necessary for the development and validation of models 
for the rurbulent growth of a RayJeigh-Taylor unstable flUid system. 

Subcontract 75219-001-09 with Ohio State Universiry 04/01/2009-06/30/2009. The Universiry has 
developed a protol)'pe volwne rendering code that can be used to produce movies ofturbuJent flow from 
large data sets. 

UCOP coding theory with University of California. Santa Barbara , 

University of Nevada Los Vegas Department of Mechanical Engineering and Dr. Pepper are providing 
assistance with general algoritlun development and val idations . 

Sclc-ctcd CP AM SLatisuc.s 
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Multiple Agencies 

Hybrid Mullicore Consortitun, First Annual Workshop, January 19-22, Burlingame, CA. Participated in 
discussions with vendors and other HPC users on design and provisioning of next-generation computing 
architectures and software infrastructure. Primary focus was on Applications and Libraries, and 
Progranuning Models. 

Sharing graduate students with University ofCalifomia, Santa Barbara on two different IMMS funded 
projects 

• Development of Coarse-Grained Models for Protein Aggregation 

• A course grained lipid model for studying inhomogeneous membrane interfaces 

Statistical Physics and Computer Science, Cornell Urriversity and Massachusetts Institute of Technology. 
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Conferences and Workshops Organized by LANL 

S/ajJin the CPAM capability area host and/or organize a broad variety of conferences and workshops designed 10 
foster active participafion by a wide range of collaborators and po/ential col/aborators in academia, other research 
laboratories, and induslry. This !ist was compiled via submissions by slaJJin this capability area. 

Ambrosiano, 1., participant, contributor, Risk 2009 Workshop, Santa fe, NM, April 2009. 

Annual Santa fe Cosmology Workshop at St. John's College, July 2009 

Bettencoun, L.A.M., Injormalion Processing in Complex Systems Seminar series, held at the Center for 
I Non-Linear Science, LANL. 

Coblentz, D., 2007-2009, Organizer of the Colorado Rocky Mountain Experiment 

Coblentz, D., 2008-2009, Southeast Asian Stress Map CollaborationIWorkshop 

Coblentz, D., Seismic Transect (CREST) yearly workshop 

Energy Jor the 21" Cenlwy. May 18-22, 2009. (!illn;LLs:n!~, I" "1 gQ\>~~ nn,,;lll')I ) 

finn, I.M., co-organizer of CNLS (Center for Nonlinear Studies, Los AJamos) workshop: Monge-
Kantorovich Optimal Transp0rl: Theory and Applications". Oct. 2009. 

IHuang, L., 2009, American Geophysical Union fall Meeting Union Session, "Geophysical Monitoring, 
Verification, and Accounting for Geologic Carbon Sequestration" 

Huang, L., 2009, Society for Exploration Geophysicists Summer Research Work on Carbon Sequestration 
Geophysics 

Jiang, Y., Minisyrnposium on Mathematical Modeling oJCancer Development, first Joint Society for 
IMathematical Biology and Chinese Society for Mathematical Biology Meeting, Hangzhou, China, June 
14-17,2009. 

IJiang, Y., W. Hlavacek, I. Nemenman, and M. Wall, M., fOUrlh q-bio Conference: Infonnation Processing 
lin Cellular Signaling and Gene Regulation, Santa fe, NM, August 11-14,2009. 

Jiang, Y., W. Hlavacek,!' Nemenman, and M. Wall, M., Physics of Cancer Seminar and Lecture Series, 
Los Alamos, NM, 2009-2010. 

liang, Y., W. Hlavacek,!' Nemenman, and M. Wall, Third q-Bio Summer School, Los AJamos, NM, Iuly 
20 - August S, 2009. 

Jiang, Y, W. Hlavacek, L Nemenman, M. Wall, and A. Zilman, Third q-Bio Conference: Infomnation 

I 
Processing in Celiular Signaling and Gene Regulation, Santa fe, NM, August 5-9,2009. 

iKang, Q, Session Chair, "Pore-scale reactive transporl modeling and upscaling to the continuum scale", 
Ixvn International Conference on Computational Methods in Water Resources, San francisco, CA, July 
6-10,2008. 

. . 
IKang, Q., The 3rd Interna~onal Workshop on Energy ConverSIOn, Kyoto, Japan, November, 25-27, 2009. 

Keating, G., and f. Penry, Technical session, "Climate Change Impacts on Society: Interface Between 
Earth Systems Science and Policy Making," Geological Society of America fall meering, POrlland, OR, 
October 18, 2009. 
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Larmat. C, special session , "Slow Slip aod on-volcanic Tremor in Cascadia and Beyond: Observations. 
Models and Hazard Implications," Geological Society of America. 20091 

Le Bas, P.-Y .. the X [V International Conference on NonJinear Elasticity in Material was co-organized by 
LANL in Lisbon, Portugal (hltl1:/lwww-cxL lm:c.llt L~E(' XIVlCNEMiindcx.htm) June 1-5,2009. 

Llpnikov. K., co-organizer: Mirusymposium Advanced Discretization Methods, lnternational Conference 
on Mathematics of Finite Elements and Applications, BruneI University, London, UK. June 2009. 

Maceira. M .. and CA. Rowe, special sessioD. "Slow Slip and Non-volcanic Tremor in Cascadia and 
Beyond: Observations. Models aod Hazard Implications," Geological Society of America, 2009. 

Owczarek. R., Special Session. "Subjects in between Pure and Applied Mathematics," 20 10 Spring 
Western Section Meeting. Albuquerque. NM, April 17-18,2010. 

Q-bio Summer School on Cellular Information Processing (2010), July 26-Augtlst 11,20 I O. 
(blto:/lcnls Ian I. l1o\"Ja-bio/wi kilindJ:xJlhplThc Fourth Ci-
bio Summer School on Cellular Information PrClcc_ ing) 

Wang, M., Scientific Committee, The 3rd International Symposium on Nonlinear Dynamics. Shanghai. 
China, Sept. 25-28, 20 I O. 

WilsoD, C, and G, Geernaert, Arctic Watershed Evolution Workshop: towards better predictive models of 
terrestrial arctic change. Sept \5-162009 . 
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Professorships, Committees, and Editorial and Advisory Board Memberships 

Staff in lhe CPAM copobiliry area ore active in the e:aerno! research community by serving all commillees and 
advisory' boards and os adjuncl professorships with academic inSfifufions. The lisl was compiled via submissions by 
LANI Slnff in this capability area. 

Abdel-Fattah, A.I., [mernational Advisory Board of Electrokinetics, U.S. Representative and Standing 
Member 

Abdel-Fallah, A.L, Technical Advisory Board for International conferences (ELKIN), Member 

Albright, 8., DOE OFES and SBJR grant proposals reviewer 

Albright, B., Guest Editor, JOWllal of Physics Conference Series 

Albright, B., National Science FOlmdation gTant proposals reviewer 

Ambrosiano, 1., member National Center for Food Safety and Defense (NCFPD) Researcb Evaluation and 
Advisory Panel, 2009 to present 

Ben-N aim, E, Ellrop . .1. Phys. B, Editorial Board 

Ben-Nairn, E,.l Phys. A, Editorial Board 

Ben-Nairn, E, University of New Mexico, AdjlU1ct Professor 

Bent, R., Associate of Brown University Optimization Laboratory 

Bent, R., Member of Constraint Programming Society in America 

Bettencourt, L.M.A., Editorial Board of Mathematics in Computer Science 

Bettencourt, L.M.A., Editorial Board of Sustainability 

Bettencourt, L.M.A., Reviewer for Depanment of Energy 

Bettencourt, L.M.A., Reviewer for National Institutes of Health, 

Bettencourt, L.M.A., Reviewer for National Science FOlU1dation 

Bettencourt, L.M.A., Reviewer for Netherlands Organization for Scientific Research 

! Bettencourt, L.M.A., Reviewer for Swiss National Science FOlU1<wtion 

Bettencourt, L.M.A., Reviewer for UK's EPSERC 

Brown, F., Chair, Advisory Board, Nuclear Engineering and Radiological Science, University of 
Michigan 

Brown, F., Chair, OECDINEA Expert Group on Monte Carlo Source Convergence and Advanced Monte 
Carlo Tecbniques 

Brown, F., General Chair, American Nuclear Society PHYSOR-2012 Conference 

Brown, F., Technical Program Committee, American Nuclear Society Mathematics and Computation 
2009 Conference 

Brown, F., Technical Program Committee, American Nuclear Society PHYSOR-2010 Conference 

Brown, F., Technical Program Committee, Monte Carlo and Supercomputing for Nuclear Applications 
20 I 0 Conference 

Brown, MJ., Chair, AMS Committee on Meteorological Aspects of Air Pollution 

Brown, MJ., Ph.D. Committee member for Balwinder Singh, University of Utah 

Carrington, D.B, Begell House, lnc, Thermopedio, Editor 
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I Garimella, R.V., Editor, Special issue of Engineering with Computers based on papers from the 17th 
International Meshing Roundtable beld in Pittsburgh, PA Oct 2008 

Grove, l.W., Associate Editor, Computers and Mathematics wiD, Applications, Elsivier 

Grove,J.W., Adjust Professor, Stony Brook University 

Grove,J.W., Proposal Review Advisor, National Science Foundation 

Habib, S., DOE HEP Early Career Program Panel 

Habib, S., DOE HEP Graduate Fellowship Committee 

Habib, S., Uncertainty Quantification Panel at tbejoint NNSAfDOE SC Worksbop 

Haffenden, R., Comminee on Disposal of Legacy Nerve Agent GA and Le,visite Stocks at Deseret 
Chemical Depot, 2009 

Haffenden, R., Committee on Review of Chemical Agent Secondary Waste Disposal and Regulatory 
Requirements, 2007 

Haffenden, R., Committee on Review of Secondary Waste Disposal Planning for the Blue Grass and 
Pueblo Chemical Agent Destruction Pilot Plants, 2008 

Haffcnden, R., Comminee on Review of the Design of the Dynasafe Static Detonation Chamber (SOC) 
System for the Anniston Chemical Agent Disposal Facility, 20 I 0 

Haffenden, R., National Research Council of The National Academies, Board on Army Science and 
Technology 

.. 

Hagberg, A.A., DOE Young Investigators Review Panel, Fall 2009 

Hanse, H., National Nuclear Security Administration, Proposal reviewer 

Hanse, H., National Science Foundation, Proposal reviewer 

Hartse, H., of National Academy of Sciences Subcommittee on Seismology, Member 

Heitmann, K., NSF Review Panel Member, N-body Simulations 

Hemez, F., Funding Proposal Reviewer, Royal Society 

Hemez, F., Member, International Modal Analysis Conference Advisory Board 

Hemez, F., PSAAP Committee member, University of Michigan, 2009 

Higdon, D., Technometrics, Associale Editor 

Hoffman, N., DOE HEDLP loint Program proposal reviewer 

Hoffman, N., DOE OASCR ALCC proposal reviewer 

Hoffman, N., NNSA ASC PSAAP Academic Alliances Strategy Team 

Honnell, K., Industrial Advisory Committee, New Mexico Technical University, Department of Chemical 
Engineering 

Huang, L., Communications in Computational Physics, Associate Editor 

Huang, L., Communications in Computational Physics, Guest Editor 

Huang, L., SEG C02 Subcommittee, Member 

Huang, L., SEG Conference Proceedings, Reviewer 

Huang, L., SEG Publication Committee, Member 

i Huang, L., SEG Research Commlllee, Member 
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Kang, Q., SPE Journal, Reviewer 

Kang. Q., Transport in Porous media, Reviewer 

Kang. Q. , Water Resources Research. Reviewer 

Kang, Q .. Zei(schri ft fUr Narurforschung, Reviewer 

Keating. G .. Regional Sustainability Working Group. Initiative for Scieoce, Society, and Policy, 
University of Southern Denmark, Odense. Member 

Le Bas, P.-Y., Acta Acustica wilted witb Acustica. Reviewer 

Le Bas, P.·Y., Cement and Concrete Research. Reviewer 

Le Bas, P.-Y., Geophysical Journal mternational, Reviewer 

Le Bas, P.-Y .. Jouroal oflhe Acoustical Society of Amenca, Reviewer 

Le Bas. P.-Y. Philosophical Magazine. Reviewer 

Le Bas. P.-V., Wave MOlion, Reviewer 

Lichtner, P. C . DOE-SciDAC organizing commillce, Member 

Lipnikov, K. , Panel member, OOE SciDAC Mid-Term Review of Applied Partial Di fferen(ial Equatioos 
Cenler (APDEC). Washington IX. April 21 ,2009 

Livescu. D., Member in the Ph.D. Comprehensive Examination Committee. University of Colorado. 
Bou Ider 

Lookman. T. University of Toronto, Adjuoct Professor 

LovlTie, R.B .. Texas A&M University. Adjunct Faculty 

Mohd- Yuso f, J., DOE ASCR Review Panel, Reviewer 

Mohd-Yusof. 1.. DOE EPSCoR Review Panel, Reviewer 

Mora. C. 1., EAR (Earth Sciences) on AC-GEO cOmnUllee chair 

Mora, C. 1., Gcodcnna. reviewer 

Mora, C. 1., National Research Council Board of Earth Sciences and Resources. Board Member 

Mora, C. I. , National Science Foundation Geoscience Directorate Advisory Commiltee. Board member 

Mora. C. I.. Nature, Reviewer 

Mora. C. 1.. University of New Mexico, Adjunct Professor 

Mora. C. r.. University of Tennessee. Adjunct Professor 

Moulton, J.D., DOE Young mvestigators Review Panel, Fall 2009 

I Moulton, J.D., DOE/Office of Science ASCR Review Panels 

Moulton, 1.0., NSERC (Canada) Review Panels 

Moulton, 1.0 .. NSF Review Panels 

Moulton. J.D .. Organizing Commillee Member: Copper Mountain Conference on Multigrid Methods, 
B iennielly in Copper Mountain. CO. member since 2002. Co-editor of tbe con ferences' special issues of 
Numerical Linear Algebra will) Applications since 2003. 

Omberg, K .. American Chemical Society Committee on Budget aod Finance. Associate Member 

Omberg, K., American Cbemical SocietyCommiltee on Cbemistry and Public AO'airs, CbaiT 

Owczarek, R., Bulletin of the Seismological Society of America. Reviewer 

Owczarek, R., Classical and Quantum Graviry, Reviewer 
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Winske, D., Adjunct Pro fessor Boston University 

Winske, D., DOE Plasma Physics Panel Review February 20 10 

Winske, D., DTRA V&V Code Review Commillee 2009 

Winske, D., NASA Magnetospheric Proposals PaJlel Review January 20 10 

Winske, D., National Science Foundation 

Wohlberg, B.E .. NSF review panels 

Wohlberg, B.E .. Technical Program Conunillee member for [EEE International Conference on Image 
Processing and IEEE International Conference on Acoustics. Speech. and SIgnal Processing 

Woldegabriel, G., Deep Eanb Processes Section. National Science Foundation, Program Director 

Woldegabriel . G., Journal of Human Evolution . Associate Editor 

WO.ldegabriel , G., Jowllal of Volcanology and Geothennal Research, Guest Editor 

Woldegabriel, G., National Geographic Society, Washington D.C, Grand Reviewer 

Woldegabriel. G., Scientific Executive Corrunillee orThe Leakey Foundation, CalIfornia, Proposals 
Reviewer 

Wolfsberg, A.V .. Colorado School of Mines -Steering ConuniLlee for Oil Shale Symposium 2009. 

Wolfsberg, A.Y.. External Advisory Board - University of Utah mstirute for Clean and Secure Energy 
(ISCE), Member 

Wolfsberg, A.V., LANL Energy Security Center Leadership Team. Member 

Wolfsberg, A.Y., US DOE Fossil Energy Subcommittee for Unconventional Fossil Fuel, Member 

Wolfsberg, A.V., US DOE, Nevada Site Office - Technical Working Group (Advisory Comrni llee) for 
the Underground Test Area Project, Member 

Xu. H., American Mineralogist Associate Editor 

Xu, H., Neutron Science Review Commillee ORNL, Member 

Yin. L., APS-DPP 2010 Program Commillee 

Yin, L., ReNew HEDLP, November 2009, Fredericks, MD 

Zaharia, S" LANL, NSF/GEM Program Near-Earlh Space and Plasma focus Group, Chair. 

. Zaharia. S., NSF Space Weather grant reviewer. 

I Ziock. H., Alife XII Conference Program Conunillee, Member 

Ziock, H .. European Science Foundation Pool of Reviewer 

Zyvoloski, G.A .. Ground Water. Reviewer 

Zyvoloski. G.A., International Joumal of Offshore and Polar Engineering (for Methane Hydrate), 
Reviewer 

ZyvoJoski, G.A., Journal of Hydrology, Reviewer 

Zyvoloski, GA. Scidac-e proposals. reviewer 

Zyvoloski. G.A., Transpon in Porous Media, Rev iewer 

Zyvoloski, G.A., Vadose Zone Journal, Reviewer 
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Brock, J:,ScienLi fic Commillee, 6th International Conference on Sensitivity Analysis of Model Ourput. 
July 20 I 0, Milan. llaly 

Brown. F., Journal of Computational Phys ics 

Brown. F., JOWllal of Nuclear Science and Technology 

Brown, F. , Nuclear Science and Engineering 

Brown. F .. Proceedmgs, American Nuclear Society 2009 Annual Meeting 

Brown, F., Proceedings, American Nuclear Society 2009 Winter Meeting 

Brown, F., Proceedings, American Nuclear Society 20 I 0 Annual Meet ing 

Brovm, F., Proceedings. American Nuclear Society Mathematics and Computation 2009 Conference 

Brown. F., Proceedings, American Nuclear Sociel)' PHYSOR 20 I 0 Conferencc 

Carrington, D.B ., Computational Thennal Sciences 

Carrington, D.B .. In(ernational Computational Heat Transfer Conference ' 10 

Carrington, D. B., International Journal of Hydrogen Energy 

Carrington, D.B., International Mechanical Engineering Congress. 09 

Carrington, D.B., Summer Heat Transfer Conference. 09 

Chartrand, R., Applied and Computational Harmonic Analysis 

Chamand, R., Computers and Chemical Engineering 

Cbanrand, R., IEEE Signal Processing Letters 

Chanrand, R., IEEE Transactions On Image Processing 

Chartrand, R., IEEE Transactions on lnfonnation Theory 

Chartrand, R., IEEE Transactions on Pattern Analysis and Machine Imelligence 

Chamand, R., IEEE Transactions on Signal Processing 

Chanrand. R., Inverse Problems 

Chartrand. R., JOWllal of Mathematical Imaging and Vision 

Chanrand, R .. JOWllal 00 Computati onal Mathematics 

Chanrand, R., Mathematical and Computer Modelling 

Chartrand, R., Mathematical Programming A 

Chanrand, R., Research Letters in Signal Processing 

Chartrand, R., SlAM JOWllal on Imaging Sciences 

Chartrand, R., SlAM JOWllal on OptImization 

Chartrand, R., SCAM Jownal on Scientific Computing 

Chartrand. R., Signal Processing 

Chartrand. R .. Transactions on Medical Imaging 

Coblentz, D., Eanh and Planetary Sciences, referee 

Coblentz, D., National Science Foundation. referee. 

Coblentz, D., Tectonics, referee 

Coblentz, D., Tectonophysics, referee 

Daughton, W., Geophysical Review Letters 
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('PAM C.p.bdil)' Rev",IV, June 8·10. 2010 
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Mniszewski, S., The Lancet Infectious Diseases 

Mohd-Yusof, J., Jownal of Computational Physics 

Mohd-Yusof, 1., Monthly Weather Review 

Moulton, J.D., Applied Numerical Mathematics 

Moulton, J.D., Numerical Linear Algebra and its Applications 

Owczarek, R., Bulletin of the Seismological Society of America, Reviewer 

Owczarek, R, Classical and Quantum Gravity, Reviewer 

Owczarek, R, Journal of Physics, Reviewer 

Owczarek, R, Mathematical Reviews, Reviewer 

Owczarek, R, Physical Review E, Reviewer 

Owczarek, R, Physical Review Leners, Reviewer 

Parsons, D., Nuclear Science and Engineering 

Pasqualini, D., Energy Policy, Referee 

Pasqualini, D., International System Dynamics Conferences, Referee 

Pasqualini, D., Journal of Acoustic Society of America, Referee 

Pasqualini, D., Journal of Geophysical Research, Referee 

Pasqualini, D., Physics Review B, Referee 

Pasqualini, D., Regional Environmental Change, Referee 

Pineda-Porras, 0., Ecological Economics 

Pineda-Porras, 0., Journal of Pipeline Systems - Engineering and Practice, American Society of Civil 
Engineering 

Pineda-Porras, 0., Journal of Transportation Engineering, American Society of Civil Engineering 

Pope, A., Astrophysical Jownal 

Porch, W., Jownal of Atmospheric Chemistry and Physics, Referee 

Porch, W., Jownal of Optics Leners, Referee 

Roytershteyn, V.S., Physical Review Leners 

Roytershteyn, V.S., Physics of Plasmas 

Saumon, D., Astrophysical Jownal 

Saumon, D., Physical Review E 

Schofield, S.P., International Journal for Numerical Methods in Fluids 

Shaskov, M., Corrununications in Computational Physics 

Shaskov, M., Computer & Fluids 

Shaskov, M., International Jownal for Numerical Methods in Fluids 

Shaskov, M., Journal of Computational Physics 

Shaskov, M., SIAM Jownal on Scientific Computing 

Shores, E., Proceedings, American Nuclear Society's Radiation Protection and Shielding Division Topical 
Meeting, Las Vegas, NY April 2010 

Shores, E., Reviewer, Nuclear Technology Journal 

Selected CPAM Slati~licii 
CPM1 Capability Review, June 8·\0, 2010 
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Wang, M., Journal of Composite Materials, Referee 

Wang, M" Journal of Enhanced Heat Transfer, Referee 

Wang, M., Journal of Fluid Mechanics, Referee 

Wang, M., Journal ofNanopanicle Research, Referee 

Wang, M., Journal of Physical Chemistry, Physica D, Referee 

Wang, M., Journal of Renewahle and Sustainable Energy, Referee 

Wang, M., Journal of Spacecraft and Rockets, Referee 

Wang, M., Langmuir (2008); Referee 

Wang, M., Microfluidics & Nanofluidics, Referee 

I Wang, M., Molecular Physics, Referee 

Wang, M., Nanoscale and Microscale Thennophysical Engineering, Referee 

Wang, M., Numerical Heat Transfer, Referee 

Wang, M., Physica A, Referee 

Wang, M., PIME-Journal of Engineering Manufacrure, Referee 

Wang, M., PIME-Journal of Mechanical Engineering Science, Referee 

Wang, M .. Sensors and Acruators B. Referee 

Wang, M., Transpon in Porous Media, Referee 

Wang, M .. Vadose Zone Journal, Referee 

Wang, M., Water Resource Research, Referee 

Welling, D., Journal of Geophysical Research 

Welling, D., Space Weather Journal 

Wendelberger, J. R., Tecbnometrics, American Statistician, Physics Leners A 

Winske, D., Journal of Computational Physics 

Winske, D., Journal of Geophysics Research 

Winske, D., Physical Review Lellers 

Winske. D., Physics of Plasmas 

Winske, D.: Geophysics Research Lellers 

Wohlberg, BE, Electronics Letters 

Wohlberg, B.E., EURASIP Journal on Advances in Signal Processing 

Wohlberg, B.E., IEEE Signal Processing Letters 

Wohlberg, B.£., IEEE Transactions on Instrumentation & MeasllJemenl 

Wohlberg, B.£., IEEE Transactions on Signal Processing 

Wohlberg, RE., Pattern Recognition 

Wohlberg, B.E., Transactions on lnfomnation TectulOlogy in BioMedicine 

Zaharia, S., Geophysical Research Lellers 

Zaharia. S., Journal of Geophysical Research 

SelecLed CPAM Stati~lics 
('PAM Capability R(:vil!w, JUDe 8-10, 2010 
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I nven t i on disc I o sure (2008) S 1 I 62361L2008 107 

lnvention disclosure (2008) S I I 62361L2008 I 07 

Invention disclosure (2008) S 1 I 62701L200902 J 

Invention disclosure (2008) S 1 I 62701L2009021 

Invention disclosure (2008) S I 1 62701L200902 I 

Invention disclosure (2008) S I 1 62771L2009027 

inventIOn disclosure (2009) S 1049461L2005055 

LA-CC-09-010, 2/9/09, eVCNI), RAM-SCB vLO 

Ortega, F., Assisted Technology Transfer Division to provide an exclusive license for tbe serial 
version of the General Mesh Viewer (GMV) to CPFD Software LLC. 

Part of the PCT Patent (S·112, 799) filed by Duke Universiry: Acute Transmined HN Envelope 
Signarures 

Patent application (2007) 7179602 

Patent applicat ion (2008) 12/033.189 

Paten! application (2008) 12/033,841 

Patent application (2008) 12/249,953 

Patent application (2008) 12/249,953 

Paleot application (2008) 611126 ,299 

Patent application (2008) 61/130,938 

Patent application (2009) 1.2/463,796 

Patent application (2009) 12/463,802 

Palent application (2009) 12/476,081 

Palen! application (2009) 61/170,070 

Toole, L., Software disclosure: RCME(Renewable Capacity Mix Estimator) issued 2009 

Sdoclcd ("PAM Sialisi''':'' 
CP A."I (",pabiliry Review, Jun~ g. 10, 20 I 0 
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External Awards 

The following lisl includes R&D 1 ODs, National Academies memberships, and other ex/ernal (non-LANL) awards. 

American Statistical Association SPAIG Award (Statistical Partnerships among Academe, Industry, and 
I Government) in recognition of collaboration between the Los Alamos National Laboratory Statistical 

Sciences Group and tbe Iowa State University Statistics Department. 

I Brown, F., Best Paper, American Nuclear Society Nuclear Criticality Safety 2009 Conference 

Haruta, Amon, DOE Award, Outstanding efforts in the Cbina Deployment (ARM - Atmospheric 
Radiation Measurement), 05109 

Hemez, F., 2010 Society of Experimental Mechanics Dominick DeMicbele Award 

Maskaly, K., 2009 R&D 100 Award (Artificial Retina Project) 

Meyer, Clif, DOE Award, Outstanding efforts in the China Deployment (ARM - Atmospheric Radiation 
Measurement), 05109 

Nitschke, Kim, DOE Award, Outstanding efforts in the Cbina Deployment (ARM - ADuospberic 
Radiation Measurement), 05109 

Roybal, Louella, DOE Award, Outstanding efforts in tbe China Deployment (ARM - Atmospheric 
Radiation Measurement), 05109 

Sancbez, Tania, DOE Award, Outstanding effons in tbe China Deployment (ARM - Atmospheric 
Radiation Measurement), 05109 

Team, 2008 Defense Programs Awards of Excellence, National Nuclear Secwity Administration 
(NNSA), CMR Consolidation/Risk Mitigation - 30 Team Members, 2009 

Travis, Bryan, R&D 100 Award, R&D Magazine, Anificial Retina, 11/09 

Vrugr, Jasper, 2010 Young Scientist Award, European Geophysical Union (EGU), Recognizes young 
scientists who bave made significant conDributions to any field of geosciences within seven years of 
completing their Pb.D, 10108 

Sdcclro CPA;\1 Statistics 
CPAM Capabtlity Review, June 8-10, 2010 
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Sclo:clcd CPAM SlaMlle.. 
CPAM Capab'hty R~vi~\V. June 8·10, 20lO 
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• 
G. 

ISlC 3 

ISTC 3 

ISTC 3 

• 
Summer Other 

: Include activities, Indudl", above 

Seminar 

Include actMtits that ere Non·lnstitute tha, we prOVide Admin Suppon: for -lisllnstilule as "Admin", tv~ of participation as "'Admin" 
Type of ActIvities (Seminar, lecture, Mee1inc. Conference, Workshop, Summer School, Outreach, Oth@r) 

P" 
Small·Sample ClassifiCation" Garret Kenyon and frank 

TA·3, Bldg. 1690, Room 102 Alexander. Sixty anendees 

(CNLS Conference Room) 
maximum can attend the 

4/14/2010 
Garrett Kenyon, Technical seminar. 

LANl P" 
Pla sUcity In RNA" Institl.ltional Host, Garret Kenyon and Frank 

TA·3, Bldg. 1690, Room 102 LANl/INST-OFF Alexander. Sixty attendees 

(CNLS Conference Room) 
rnilXII'num can attend the 

Garrett Kenyon, Technical S€minar. 
4/21/2010 

LANL ISTe seminar: Frank Alexander, No roster taken at (NLS p*,,( 

Small Delavs in Multi·channel Institutional Host. Garret Kenyon and Frank 

Wireless Networks" lANl/tNST -OFF Alexander. Sixty attendees 

TA·3, Blelg. 123. Room 121 
maximum can attend th~ 

Ga rrett Kenyon, Technical seminar. 
(T·DO Conference Room) 

Host, lANL/p·21 

No roster 

Inference for Dynamica l Institutional Host, Garret Kenyon and Frank 

S\nlctural BIOlogy" lANL/INST·QFF Alexander. Sixty anendees 

TA·3, Bldg. 1690, Room 102 
maximum can anend the 

Garrett Kenyon. Technical ~eminar. 
(CNlS Co nference Room) 

Host, lANl/P-21 
5/) 9/2010 

No roster P<' 
Attr ibu ted Graphs" Institutional Host, Garret Kenyon and Frank 

TA·3. Bldg. 123, Room 102 lANL/1NST-OFF Alexander. Sixtyanendees 

(CNLS Conference Room) 
maximum can anend the 

Garrett Kenyon, Technical !.eminar. 
5f12/2010 

• 
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G. Summer Other Activities 

.nO NOT included as 
Indude actMUes tNt are Non-lnstltute that we provide Admin Support for- nst Institute as "Admln~, tYpe of participation as "Admin" 
Type of Activities (Seminar, Lecture, Meeting. Conference, Workshop, Summer School, OUtreach, Other) ,. f . .. • ... • 

NarllC~ 01 fI.lfl,{,panls/Or" '" P 1" 0 >\< 0 

Institute! TVP(! of Type of 
Title 01 Activity/location/Date " Ik; ... ·' "~ 1'1< ~ \'"b 

Center 
Qu 

Ac hillty PJrt'<Ipat,on 
Name of Contact/ Ors 

ISTC 1 Seminar lANL Coarse-6raining Agent-Based Profess.or Yannis Kevrekidis, No roster taken at CNLS per y" 11/26/09 
Computations; Equation-Free Speaker, Prtocetoo Garret Kenyon and Frank 

and Variable-Free Computations University Alexander. SilCty .mendees 
mallirTlllm can anend th! 

LANl/CNlS Conf. Room Frank Alexander, semini.l(. (66) 
Institutional Host, 

12/02/2009 LANUINST-OFF 

Garrett Kenyon, Technical 

Host, LANL/P-21 
ISle 1 Seminar lANL Learning Task-Specific Object Damian Eads, Speaker, Na roster taken at CNLS per Yes 12/07/09 

Location Predictors with LANl/ISR-2 & University of Garret Kenyon and Frank 
Boosting and Grammar-Guided California-Santa Cruz Alexander. Sixty attendees 
Feature Extraction maximum can attend the 

Frank Alexander, seminar. (G7) 
\.ANUCNLS Conf. Room Institutional Host, 

LANLjINST-OFF 
12/16/2009 

Garrett Kenyon, Technical 
Host, LANL/P-21 

ISTC 4 Seminar LANL Frontopolar Cortex and Complex Frank Alexander, No roster taken at CNLS per 

Thought Institutional Host, Garret Kenyon and Frank 

TA-3, Bldg. 1690, Room 102 \.ANl/INST-OFF Alexander. Sixty attendees 

(CNLS Conference Room) 
maximum can attend the 

Garrett Kenyon, Technical seminar. 
9/23/2009 Host, \.ANl/P-ll 

ISTC , Seminar lANL Science In an Exponential World Frank Alexander, No roster taken at CNLS per 

TA-3, Bldg. 1690, Room 102 Institutional Host, Garret Kenyon and Frank 

(CNL'i Conference Room) \.AN l/I NST -OF F Alexander. Sixty attendees 

8/5/2009 
maximum can attend the 

Garrett Kenyon, T&hnical seminar. 

Host.lANL/P-21 



_ ... 
, , .• ,--

-... ---'-.-­
~-

-

.- ... -. 



o. 

Institute/ 
Center 

Qt, 

ISTe 2 

ISTe , 

ISl e , 

ISIC 2 

ISI C l 

Summer other Actlvltle. 

; 
I I I International Conferences 

Include activities that are Non-Institute that we provide Admin Support for -list Institute as -Admin"', type of partklpatlon as -Admin" 
Type of Activities (Seminar, Lecture, Meeting. Conference, Workshop. Summer School, OUtreach, Other) . ... .. 

Name~ of PartICIPJl'lt~/Orr. .. '"0 
Type of Type of 1I.,·~u" 

Activity Participation 
Title of Activity/ Location/Date Name of Contact/Org 

Seminar lANl ISTC $emlnar · Prof Don Johnson Frank Alexander, No fOster taken at CNLS per 

• Neural Information Processing Institutional Host. Garret Kenyon and Frank 

CNLSConf Rm LAN l/INST-OFF Alexander. Sixty attendee~ 

3/11/2009 
mallimum can attend the 

Ga((ett Kenyon, Technical ~minar. 

Host, LANl/P-21 

Seminar lANl ISlC Seminar Speake:r Prof Frank Alexa(Hjer, No roster taken at (Nl$ per 

Rex JuoS IOSlilurional Hon, Ganet Kenyon and frank 

CNLSConfRm LANtJlNST -OfF Alexander. Sixty attendees 

2/25/ 2009 
ma .. iml)m can attend the 

Garrett Kenyon, Technical seminar. 
HoSI, LANl/P-21 

Seminar LANl lSTe Seminar-Closed ·Loop Frank AieKander, No ro~er taken atC NLS per 

Simulation lor Parkinson's Institutional Host. Garret Kenyon and Frank 

Diseas.e LANLjINST -OFF Alexander. Sixty attendees 

Quantum Room, 
ma:>:imum can attend the 

Garrett Kenyon, Technical seminar. 
TA3.Sm40,RmNIOl Host, LANL/P-21 
3/10/2009 

Seminar lANl ISTe Seminar-Fundamental Frank Alexander, No roster taken at CNLS per 

Limitations of Networked Institutional Host, Garret Kenyon and Frank 

Decision Systems LANLJINST-OFF Alexander. SiJrty attendees 

Quantum Room, maximum can attend the 
Garrett Kenyon, Technical seminar. 

TA3,Sm40,RmNl01 Host, LANL/P-21 
3/10/2009 

Seminar lANl Intelligent Computation with Frank Alexander, No roster taken at CNLS per 

CMOl Institutional Host, Garret Kenyon and Fr<lnk 

CNLS Conference Room (TA·3, LANl/INST-OFF AleXilnder. Sixty attendees 

SM1690, Rm. 102) 
maximum can aUend the 

Giarrett Kenyon, Technk<ll seminar. 
10/22/2008 Host, LANl/P-21 
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• 
Computational Physics and Applied Math Capabi lity Review 

Poeter Session 

\!ool_ ~""20'O 



I 

Poster 
Position 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

Computational Physics and Applied Math Capability Review 
Poster Session 

Study Center, Santa Clara Gallery, June 9, 2010,4:30 - 6:30 PM 

Poster Title Presenter" 

Theme Area: Integrated Codes 

ASC Programs Urban Nuclear Consequences Project Randy Bos, XCP-4 

Utilization of a Multi-Phase Particle Model to Develop Jon Reisner, EES-16 
Self-Consistent Bulk Microphysical Paramaterization of 
Hurricane Models 
The Roadrunner Universe Project Salman Habib, T-2 

Roadrunner, Quasars, and a Message from the Big Katrin Heitmann, ISR-1 
Bang 
Leveraging Massively Parallel Computing Peter Lichtner, EES-16 
PFLOTRAN Scalability, Uranium Migration, and CO2 
Sequestration 

Theme Area: Computational Fluid Dynamics 

Astrophysical Applications of Computational Fluid Chris Fryer, CCS-2 
Dvnamics 
Application Support for Material Tension and Real John Grove, CCS-2 
Equations of State 
Establishing a Technology Integration Path for Ben Bergen, CCS-7 
Advanced Computing Architectures 

Theme Area: Partial Differential Equations 

Advances in the Material Point Method for Nonlinear Duan Zhang, T-3 
Mechanics 
Solvers Development Supporting Subsurface David Moulton, T-5 
Applications 
Mesh Generation Capabilities at LANL Rao Garimelia, T-5 

Mimetic Finite Difference Methods Theory and Konstantin Lipnikov, T-5 
Applications 

'Only the on-site presenter is listed; a full set of poster authors is listed on each poster. 

Updated: 26 May 2010 
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• 

, Assess the quality of science, technology and engineering within the capability in the 
areas defined in the agenda. Identify issues to develop or enhance core competencies in 
this capability. 

" Evaluate the Integration of this capability across the laboratory organizations that are 
listed in the agenda in lerms of joint programs, projects, proposals, and/or publications. 
Describe the integration of this capability in the wider scientific community using the 
recognition as a teader within the community. ability to set research agendas. and attraction 
and retention of staff. 

;" Assess the relevance of this capability's sCience. technology and engineering contributions 
to current and emerging LANL programs, Including Nuclear Weapons, Global Security, and 
Energy Security. 

;... Adv/ e the Laboratory D/rector/Prmcipal Associate Director for Science, Techn%gy 
and Engineering on the health of the capability it)cluding the current and future (5 year) 
science, technology and engineering staff needs. mix of research and development 
activities, program opportunities, environment for COnducting science, technology and 
engineering . 

. ~ 
" LoS Alamos 

·"Tl0"''''l L6 I.QI-'.','c.:..0 ·_' _________ "-'u ",~''-'k''''A .... § .... Sll.O.'...,''''''O'__ ______ ____ N.'&'1 

Evaluation of topics ;n the agenda must addr9ss the following criteria: 

,. Comparison to peers : State how this work compares to similar or related work 
conducted by others. 

:,.. Sustainability: 

- State the extent to which the contribution strengthens or weakens LANL capabilities. 

- How does this activity/contribution bUild core competencies or other resources thai 
contribute to the vitality of the activity itself and the long term vigor of the lab and its 
ability to meet the needs of the nation? ~ 

- "'-nnJ.:O't-.l 
un 

.~ . . ~ .~. 
. . 

RaOOnmner simu\aticn or Ihe un'overs .. 
Alamos 

~ .... . (I .'&'()C¥ 

• • - I . '. . Model Ol turDulonl ,,"xing AII·a tom rioOSWllCh simulation 

"" .. 'SIft. 

5/28/10 
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,. The (eview committee presents their findings to LANL management in an out-brief. 

:;. The committee must prioritize its assessment and advice for the oUI-briefing and the 
report. 

;,. Specifically, the Committee should identify and prepare (or presentation: 

• Assessment of STE topics cover'ed in the agenda . 

• Between 3 and 7 prioritized most notable contributions observed In he review . 

• Between 3 and 7 prioritized mosl lmportant "aclIonable" recommendahons. 

,. The Commillee must submitrlS assessment and advice via written report within 30 
days of the end of the review. 

Out-brief and report templates are available for the Committee's use . 

• loS Alamos 
1f"" IOIII"~ u..a .... _ '_'._. ___ ____ _ -'u"-'~'-"c. ..... "" ... -!il'_'. '_'Jlf'_">_'I!:- p"--________ _ N .. '9. 

5/28/10 
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Cross-Laboratory Capability 
RevIews 
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CDm~ .. tIon.' PI¥la 
and Appu"d 
Math.mattes 
c,..l>IbiUN'-:II:'wI.-w. 
hI1M' 8-l0.1010 

T he CPAM Capability Slice through 
l os Alamos is Complex 

Current CPAM capability Emplovee Profile 

FYQ9 CPAM audget 
..sc.~I1.""C""""o. .. 

(UOO. IM! P'o:udoc.:s 

.. med Post:<Joc:s 

- Graduate- Stude.n t$ 

U[ld~rgndlJat4!!! 

'Studen15 

(Approx. 591 FTEs) 
u,"" .... 
u... 

, 
&aC_ ." ... 

Funding for CPAM is extremely diverse and 
embedded. Only large funding sources shown that 

directly support CPAM. 

~~~n.' Phpl" 1" CPAM is Critical to all Los Alamos 
Nlall>emM!cs 

~:;~:~";;~~w. ~!""" LORD Grand Challenges! 

" Beyond the standard model 
• Materials: discovery science to strategic 

applications 
<> Complex biological systems 
• I nformation science and technology 
• Earth and energy systems 
" Nuclear performance 
" Sensing and measurement science for global 

security 
n Intelligent, adaptive, engineered systems 

/'. 
' I 

• Los Alamos 
HA.IIO tri .t. t l ." "4.lI(l'¥ 

.e <emplar LORD pr n1Ol1l011 (0 U"e5tul ~nrj JlJpplemcnt""I '" 

()pefil1Od Doy Lot -"'_-N~-:-"" .. --_-",-ty.--LLC-"-N_-------------{f=,'V-::-';.;=-~&.= .• --:-
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-- LANL has Cr.ated II Significant Set 
of Stnltegic Application Codes ----
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Cbmpulatioftot p"",* 
..,d A\lt>tled 
t.1.tl>em.llcs 
c:.g.ltnllryll ........... 
I"", .. ~O~ 2010 

'Experimental 

LANL Developing Materials for Sustainable 
Nuclear Energy 

' Deslgn advanced fuels and structural materials . 

• Develop. test, and characterizauon of new waste forms . 

• Develop new materials for safeguards instrumentation . 

"Develop selec~ve. cost-effeclive separation 
technologies. 

·Modeling & Simulation 
oPeriorm multi scale modeling of fuel arid cladding 

behavior. 

· Deslgn stable waste forms . 

• Process development for ultra elTlcient casting or melal 
fuels . 

·Infrastructure 
' Use unique expe,imentallacililies and capabilities . 

• losAJamos 
" ""rO"~, . ' .'0'. 

--------------------------------------------~~ 
~brU. .......... ~kW'tr w: b~ 

Compuuli6nal P¥ca 
and AjIpIled 
Mathem~ I The Winding DOE Path to Exascale/Co-Design: 

Fascinating(!) Last 18 months for CPAM 
Nationally and at LANL 

c..w.o .......... 
&,10, ~)lO 

New Administration and DOE Leadership 

Impacts on Agency, Labs, Industry dynamiCS 

High expectations lor S& T impact, and Increased cross-cut leveraging of assets 

ASC funding at LANL on path to zero, then restored , and then increased! 
Tri-lab -Right Sizing" planning wilh HQ (3/09) 
- part of NW Budget Uplift for FY11 and beyond (Nudear Posture Review) 

National Exascale Initiative: ASCR and ASC (2009--) 

SCience & Application Frontier workshops } 

CSiApp. Math Workshops S 

ArchiteC1urelindustry workshop ~OGnvolvemenl 
Briefings 10 D'Agoslino, Brink.man. and leadershIp 
Koonlfl. Trivelpiece Commission Chu 

Hybrid Multicore Consortium (HMC) with ORNULBNL (hllpIJcomPU""9 oml.govlHMcr) 

• LANL a key partner in successful (!) CASL, the DOE-NE M&S Hub proposal 
A lead by ORNL 

.losAJamos 
"' .. TI O ..... f.1 I ... tot . H U ... 

" -"" 
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Environmental 
Require CPAM 

..'" 5 .5 ! , 
= .'h. 

", ... " ... , .. .. .. ------.- '"*' e", _ ".' 

". ___ "nZ; .... 
I 7 , .. _ ... 

• 

"VIO 

, , 

" 



• 

• 

• 

HT;" Tlwo. 22 fnom DOE-ASCR En"", 
\ozpi " '~(2OMola) 

• _ ... V "._ :Ie' •• "" 'Ii ......... _ .. ,1 k .. 
... , '*, 1;' ~H"' •• __ "", ,,,,,.,,,,,,,,,,,w 
1ft,.. ... n!" M •• , ' 

-

--- ­_.-.-
." 

, 

M¥w TheIl .. , fnom DOE-ASCII: hrCi'. 
Applleallon WorullotM {2OOI-l01 

1 ' , __ "''' , ........ ni z: ... (.~. _, 

,-

___ ~=~o,=~,;._ 
• n , , 7 

111/10 

I 



• 

• 

• 

.-
' _ Goa.4I .. CCSIl17',"" 5(=:_5 .. T -_ .. - --.-- ._-.. -_. 
~ . OL 7 I ': ao_(:IO,Wb 

.. el 

, , .... o,,-p,; 7 ."',OlMO.,", ..... ~eo.-.. . 
.. ., ''''(.>1_''''00',,,,, __ 

• • .. ,~~,-...• ,. 
10" _. __ ........ -...._ .. __ _ 

~- _._--- - --

R .. pon .. : 
Rnd Guldin" CPAM 

................ ....,.Sim.ttPC_ .. .. FE ___ HE 

~, 104 e'., _orl.otllC, ..... . ", " ._ c.' ........ 
(7 5 p, .... " .. ; 

. ASc." ,"" " 5 2 ' P " .... r _ _ Comp,''P' ' ... 
\0 ..... ",,'. 5 ., 

, ...... ""NC.cc: ,'c.o.-.(O IT "'OOX..ostll; "OI;."" ....... C&.' POC, 

f4IjIO 

" 



• 

• 

• 

c:.._-j L EZft ... __ 
I t _ , ... ...,..""' __ --1 d 5 ; ..... >EtI' _ 
_ -'1 ....... -.0_ .. 
. "oL' 
" 5 .. ___ ..,.. ..... --.-........ eIF,' ,_te'MQ_ -

. ~ , 

" 

._-­"-'-

• 

.--, . 
: , -.--.'-'" 

II 



i{1I10 

• 
_ .......... .,." .... -
,.. ::to ••• • 

- -
• 

...... t 
('0 £_ 

, ,---.. ,--... .,~--.-"--.•• -
.--

• 



• 

• 

• 

. Quality of !he science, technology and 
engineering 

• VIews on strategic diredions 
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Comput.tto ... 1 "¥leI 
... dAppllH 
I ..... hemldcs 
CAOlbillty~ 

JU.M "'W. 1010 

Matter Interaction in Extremes 
(HED, WDM) 

r .. 

~ Research Directions 
Predict , characterize. control 
performance of matter 
between solids and plasmas 
Control transport of energy, 
momentum, mass at 
extreme density and T. 
Exploit chemistry at extreme 
P, T. '0 ~ 

EJlamplH of Loadl."g pa~' • : 
(out 01 equilibrium path-dependGncel 

e'~-.. ... ... ,.. -
.t- l50chorlc prll­

. le HeaUng (ions) .. 

Comp"lIc1oo1al PhpIa 
.nd Applied 
MatIMm."(I 

.. 
I~n\(oplc 

compression 
Probing .... ilh Xoflly 

pulse & Ion beam 

Science @ Roadrunner: 

X-ray TS. & dE~ I dlt 
measurement 

(See A. Voter poSle r) 

C;~CCIA"f It .. viwt. 
Jun .. &,10. 20U) Stretching Metallic Nanowires 

High strain rate {107 S·I ) 
simulation shows necking 

lower strain rate (103 S· l ) 

simula lion thins uniformly 

(not< ","'ed ori.n13' ion) 

old nanowlre experiment 
can be compared with 
Roadrunner simulations 

New with Roadrunner: atomistic simulations long enougll to be directly 
validated by experiment 

• LOSAIamos 
~.I , .I ~~I "'feu Courtesy Pso. Perez, Swaminareyan and Voler 
6po1' by Lb.&~~~.lu:. brNN$.l 
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(.ompullllo ... 1 p ..... 
..... Appl .... 

MltlHlrnotla Anomaly Detection a Key Challenge 
for the Future 

--.. -

....:... -. . 

$$ -

I Anomaly Detection I 
Computational 

7 
• 10 elem.ntll/~urc. 

• )( 10
4 

tlm.poln'" 

Accuracy 
requirements 

·s 

CcuIo ... ", --­_u ...... 
• 10 fals. +v .. 

from NOflproliferalion Panel 
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Overview of Computational Fluid 
Oynamics Research at Los Alamos 

Robot<'! B. 1. __ 1 CCS-2 ;,,_ .... 

• 
• Compullltk>Mi Fluid Oy"3micl (CFD) at LANL i$ 

"'WO<1od p"lIIiI,ily by DOE NNSA (60'4) and Office of 
Scler>ee (20%). LORD (15%), and ol!lers (3%, DTAA, 
NSF. NASA). 

S~ppor\S our mlsslonl .~~~:::::::;~ 9I'IVirontn&nlal ma"808<?,en!. dlmate 
p<O<hCI;o., • .,-,:l _'0' MQMity 

• Steff Il'ima"fy !rom XCP. T. ees, EES. 
and WX 0. ... ..,... 
A ~ «IfTI!lOI*II ~ OU/ 
coIal)O<8I\ons willi 0\heI ~ and ........ 

--
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-- Coupling CFD with other physics is 
a significant focus 

, , -­_ .. -
~.~ 
aon. .. ....,."..", 
,~­
SuDourIaco __ ...-.g 

...... <)pI ' .. ;'. ~ --ere on ,,,',, ____ """,,"""""-

I~ <01<>1>0<011<>/> "'itJI monyOl~rs. lANt I, a 
I.<l<h, In <Oup~"g or .. , phI'S;" ";11> ao and 
applying it '0 <"",pin ",oil"'"" on .'" "",sr 

~-.I, _<ICed «><>'PI'",o",IIII.<,-, 
.~~ 

-----,.-

--~--

LANL's CFO Capability Is Critical 10 
lis Nuclear Deterrent Mission 

• DOE Advanced Simulation and Computing 
(ASe) Program supports two major eo<\(! 

projects at LANL 

• Shavano Project: 
u.u,ang"'rlfAlE hydro on gener31 ",,"yl\e<!ral mesne. 
See 5ha""kov talk 

• Crestone Proj(K:t: 

--

Eu\elian-GoduOOY hydro on Garteslan meshe. with 
cell-by-<:e4lAMR 

--- ---.-
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---­_.- Crestone Project Capabilities are 
Unique in NNSA Complex 

God...- bMed ,lIog/Hf'SOIuIion method, EuIe<Ian 
Duo ••• " " ......... aD .•• .r I. Icw __ ,"", ._. __ " 

CelH:>y-<:eli adaplMl melll ",MIme", (I\MR) :":!, 1O''i'''''""' &0 .... ..,_ ........ , .... AlE . , _ ....... 
Vet')' ea.~ problem set-up 
CeD..:ente<e<I: w~ coopl"'g to Olhflr Phylica, easv 10 
con_ ""'SS , total momentum. 1Ol;I( _ '\Ill 
There """"in ~nifican! !e<:/Y>tcal c/lall,,,,g. .... ouch as 
• • eMS ..... artificial mixing '" invnisdble malOti81 
"'terraces 
Ctes\one COC)e s also "oppo<1_lIO;ieooal "",,,'ma 
(nlrnfl/lj'SlC$. utba<11X1r'15eQueno::.., ICF) 

.~.-

lLNL and AWE are now de_eloping AMR codes as 
wel l 

• As an a~ample , consk:l.r the .adialil'fl $hOCI< 
ve,of.;atOon prob~ of lowrie & Edward. 2008 
F~"",,_, 1uII~_IIfOI; ! 1 ". _ .. 10 
t>yu ..... "WE . .....:I...-uy_ 

MI>Ch 5 ahock Into a hydrogen gIIS (1 Woe:, 100 e'l). 
Ei<ems.strahlung a bsorpllon. Thomson teIIttemg 

• Produces ZeI'dovich spike (multiscale lealure) 
RAGE shown to cooverge roughty Iir$l.ordol to . ,ad 
$CIu1ion (Lowrie & MtOiIrren 2008) 

6/1/10 
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". " , 
·'1 , 
" 

• 
• 
...j~ _." _. 

• 

RAGE converges 10 exact radiative 
shock solution 

r- "'I " ---- ;::::. 

• • .-

AMR required 10 levels of 
refinement to resolve spike 

- '"- 1 .-....... ,._-',UO_ _ ....... 
• .'--' _ '0-• .,.-• 

J •• • •• - •• • . -
OM_ N .... 
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, .,.. ---­_ .. - AMR offered significant savings for 
radiative shock problem 

I . 528 cells vs. 51.200 ceII$ (equall~ spaced mesh) 
• Problem Is relatively simple. yel spike is rarely 

resolved in engineering caIo.Jla!lon, 
MOIl! IWR cak:ulatior>I USoI onI)' 4 (}II 5 ...... ( ......... 
U>8y haW! ",,1K:ycing) 

• Spike can result in a - 30% overshoot in 
temperalure 

ReICIMng spike _1 bel Cfitic.aj lot ,.actlve flows 

• Spike does NOT move al lhe !low Ipeed 
No ~Jl\LE COdII CWlQ.oi".~ cuo,_ ~ 

" ...... .ccur.teIy """""" "'. , I~ ? ' 7 7'.og ... ---- ---

-

' ~', ........ 
-~ " zoo • • _ 

... ..,. --

,,~= 

...... , -

N.'iDI 

code. 

_. ---
N .... 

1 
• • 
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~!:~I~:"'I~ I Astrophysics helps drive mission-
~atl>e",.dC$ J 
Li .. ,.""" .. ,... relevant R&D lutlt8-10. 2Ol0 ' t,=, 

~ Astrophysics R&D is directly relevant to stockpile 
stewardship and national security missions 

• Allowed LANL to produce the first detailed spectra 
of supernovae from a coupled rad-hydro simulation 

~ Helped drive development of Roadrunner 
accelerated code (product of ASC Crestone 
Project) 

Q Also leverages on LANL's expertise in atomic 
physics 

Comp..tilnonal "'¥lIes 
... dApplled 
M8them.du 
c.a~lityR.r~~ 
lune-a..lO, 1010 

LANL at cutting edge of multi­
physics supernovae simulations 

We model a wide 
spectrum of problems: 

Core-collapse engine 
(neutrino transport) 

Ejecta and nucleo­
synthesis (nuclear 
networks) 

matching spectra to 
obseli/ations (thermal 
transport) 

• See Fryer's poster 

~ 
.. Los Alamos 

lo,bO ... ll l .... O •• lrO~y 

Anatomy of the Convection Region 

<OCI 
\ II' / \ \ \! J J :/.( / 

\ L 11 I I Ii {I J /1 /'.-
.. \ ~ • • ~ ; , I l, J { I ,., / .,. /" Proto .. 

- ':.' / , '('-.- Neutron 

Star 

~ , 

-eDO ~ /' /' . , . 

/ /,'" , 

-' -' /' ' I, ' , 
/, ' . ' '', ;' ~ I /,' !' , .- -' ,')',! I,' 

-.00 ?/ J t, 
-' ,/ I, , 

• "J 

~"':'~_"" Accretion 
Shock 

o 4000 
I("'~ 

Fryer et al,.' convection in the SN engine 
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used .. , 

Program <levek>pmenl S!age ' 
I~ olSC, S~ DTRA 

s.. b ' p(II!e< 

a leader In HPC for 

• Major Projects· 
Sci DAC-2 Modeling l./ulliscale-l.Iu/IipIl._ 
Multiccmponent Subsutfll« R,9Cln. Flows uU>g 
"CN~««J Compuh"ll (l.dIIner PI. EES"6f 

salOIIl_ lot ~ __ • HClTE 

DOE·EM ~ sm..ur.", C"P""'*II' lor 
Envitonmemal ~'" (Dixon PM. EE5-00) 

lAM.- v....g- ""'0- -IlN. FVll . ,.. .... (. . ... I0Il) 

• Targeted at energy sa curity and envifoIvnental 
management missions 

_. - _.-

r./l/10 
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~~~:"IP~~ PFLOTRAN state-of-the-art 
MIIIoth.ematlu 
up.aMlryRhit'Wlll, 
JURI! 8-lo"lOlO modeling of Hanford waste site 

, SciDAC-2 PFLOTRAN: next­
generation reactive now and 
transport code 

, Joint with PNNL, EGI/UU, 
ORNL, UIUC 

Demonstrated good scaling 
on various architectures up 
to 131,072 cores 

On right are results of 
uranium plume as it impacts 
the Columbia River 

See lichtner's poster 

U(III) Con_i.-don pill 

l1"li I E-Q1 
n:-Q8 
IE-Q8 
SE-ot 

Ttme: October 

Pre ... "", (Pal; 10000 50000 90000 1l00oo 170000 210000 

(ompvtal!on.ol P~CI 
• ..:1 A""lled 
Malhemarks 
CJ,~l::I ijttv~ ... , 
lI.m. BolO, .2010 

LANL leads effort to develop HPC 
Environmental Management code 

~ DOE-EM initiated Advanced Simulation Capability for 
Environmental Management (ASCEM) project 

• Joint effort with LBNL, PNNL, ORNL, LLNL 

~ LANL leads critical tasks (PM Paul Dixon) 
HPC Simulator (core framework, geo-chem reactions, 
nonlinear solvers, multi-process coupling) 

Spatial discretizations (see Lipnikov's poster) 

UQ and decision support 

• Staff from EES, T, and CCS Divisions. 

o See Moulton's poster 

A 
• loS Alamos 

.. A"CM ... ll .. IO •• .:.:: •• O::: •• ________________ ~=::=~~ ...... 
~rM(-! by ~.A.Ia<fto!J "I.CIor.-~ uc b/I NN£A. 
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I " 

GaSSlO astrophysics code" 
f¥ilO on 0ptet0nI ("unIooooIer.*f") 
ThenTIaI""",,,," (impIIOI Monte Carlo) ICcll,.\ec! 

Product 01 "' .... se c_tonoo P!~ 
5M Frye< pos!Q< 

, DNS simulation or tuml,llonce ( 

. I ~::"L,~ 
• PPM -'tnulations 0/ 

used al 11 

model for 

o CLio U. , " . ... ":I L ..... , 
" ., ... _-_."""" .. 

I 

.. .:: '. 

-, , ... .. _-- . " . - - --
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, 

archltectur •• 

, 

• -- -- --... -"" 
See Borgen I PwIo> 

" 100:., " -, . ... 
N,~ 

• Thus far. Roadrunner c:ooes aooele.illa only a 
subset of algorithms: 

lingle ph, SiCS 

PWIide nOOtllOda. or Can ion" .... lew POE • 
• PortIng prodl'rOOn level UP! COde .emalOl 8 

significant chit" ' -.ge 

.....- OJ t 22, AMR. _ ( . ":'::'::::-
......... d8III ........ 

• • • ....... .......... ,."" ""', . 
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~!:I~~",'PhyaIca I Issue: UCNI designation limits our 
M.them.~cs j 
~:~:b~~.~ ,.~. collaborations and science 

" The Unclassified Controlled Nuclear Information 
(UCNI) designation is given to codes with very 
limited capability 

.~ Example UCN I code: Perfect gas, single-material 
hydro coupled with P _N radiation 

~ But if code written at a U.S. university, then 
typically not treated as UCN I 

~ Severely limits our collaborations, peer review, 
and recruitment in astrophysics and H EDP. 

~~::n"PI¥Ia j Future Directions: Algorithmic 
M.th.marIes .1 
~~:~'~,~~o" ~~, Challenges 

~ AMR will be required for multiphysics predictive 
capability 

refinement criteria and error control (multiphysics) 

subcycling other physics to allow increased levels of 
refinement 

code performance and scaling 

AMR on a fully-unstructured (e.g., used in Lagrangian/ 
ALE) base mesh 

.~ Material mixed-cell treatments and other subgrid 
models 

Y', ' "~ ' ( 

6/1/10 
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• 

• 

Future Direction: Multlscal. 

• In our applicatioo space. the era 01 developing 
CFO capability as an isolated physical process is 
coming 10 an and 

Ear1y on, must """""",\ lor othe< phySic81 P"OC'l""S 
Account fo< light CO<JpIing (o.Ilff" .... ) 

• DNS of coupled physics processes 
• KJootic descriptions for fluids I plasmas 
• Molecular dynamics lor COI1slilutiv8 data 
• Non-LTE effects rOf radiation 

popuIalion 01 brund statu • local cllk:tllation 

- . -~-

Future Direction : 

• Exascale requires two major locus areas: 
Poo ... .. ting aIgonthml . Bul curr8"t aIgorilhms 
gonttrally 00 f>J1 scale, 100., 

Qftvdop ~ 8Igo!'JIhmo _ p!!yIieaI ... odelllO take 
advantage 0/ !hot .... lra COITIpOJIIng power 

• iIIl has bgen our initial locus 

• 11'2 wiU be our future focus on co-dtsipn: 
....... - , . t.. Ih - icaI • .....-« , :.__ _ .... otts. """ .. 
~. and (:<)n'IpI.Jtet K*'II..... • 
..cross NNSA, ~ 01 S<::oo<w», ..,., ....-.i1leS 

6/1/IC 



• 

• 

• 

::=~IP""CI I LANL's long history in developing 
=~.";;~o·· ; = and applying CFD continues today 

J In collaboration with many others, LANL is a 
leader in coupling other physics with CFD and 
applying it to complex problems on the most 
advanced computer architectures 

• CFD is ubiquitous across our results-driven 
missions in stockpile stewardship, environmental 
management, climate prediction, national 
security, and energy security 

C. 
• Los Alamos 

.. 'Aria .... ' \ AtO,U.lQ:t.. 

ComP'Jt.d"".1 PhWoiCI 
and Ilpplltd 
M.lhemiltja 

Cip .. bo~lt¥ "hleoN. 
h.mf!'~ ' lO, !(J10 

Upcoming CFD Talks 

• Discretizations and Closures for Climate Applications 
Todd Ringler (T-3) 

• Numerical Methods and Algorithms for High-speed 
Multimaterial Compressible Hydrodynamics 

Misha Shashkov (XCP-4) 

• Direct Numerical Simulations of Fluid Turbulence 
Daniel Livescu (CCS-2) 

6/1/10 
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Discretization, and Closur •• 
tor Climate Applications 
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• 

Global c:llm.t. modeling will .Iways be 
an uncier-r .. olved endeavor. 
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eon.."" •• tIon.1 P CI 
andAppl~ 
M .. ~_ 

0:...-",,_. 
h_.lC. lOlO 

Transport is one of the most fundamental and 
important processes in global climate modeling. 

Chlorophyll concentration from LANL's Parallel Ocean Program. 

c...npon.lion.1 'r 
andApjllltd 
"'alhem.tI .. 

Glp.~h rv ItNirw. 

We have developed a high-order transport 
scheme to complement the finite-volume solver. 

Junt:' ... .lO. ,010 

The Characteristic Discontinuous 
Galerkin (CGD) method takes 
advantage of the Lagrangian 
nature of transport while 
maintaining a static mesh. 
(Lowrie. 2010) 

The method has been extended to 
arbitrary convex polygons and to 
arbitrary order of accuracy. 
(8uonOi, Lowrie and Ringler 2010). 

The method has also illuminated the 
connection between COG and 
Prather's Method-of-Moments. 
~ 

. LosAiamos 

II. 
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C,cH'TI£)I.Illitton ... p 

1M .pOIled 
M.II> • ....cics 
~ty~. 

tUftt" 1.o.. 20tO 

The power of the LANS-a modeL!. stems fr om the 
closures respect of energy and vorticity 
d namics. 

Even though the LANS-a model contains two ve locities, it retains 
Kelvin's Circulation Theorem. 

\I F il l l/ (v) 

(jv T \ 
-- i- u, \'v I· \0 . v ~ v;r - ,, \7-v I F 
Df 

Note: The finite-volume scheme discussed previously is the first implementation of 
the LANS-a model that preserves the LANS-a circulation theorem after 
di~retization . 

• ~AJamos 
. .. rlllll ..... t .. . -'-------------------._-_.,~,;o;_~,..;;;;~,----_ ...... ___ w: ... 1tN$.< _..;;::po~ 

andApplItd MO"' ___ 
'_ .", Ie_ 
h.M 'l-lo..:010 

Evaluating the LANS-a model as a 
turbulence closure for ocean simulations 

on 

CO~% (If doubling 
norr~onlal griC' 
"eally factor of 10 

Petersen et al.. (2008). 
Hecht et al. (2008). 

S/27/10 
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Comw('·ttonal ~ 
.ndAppll~d 

/III,th,mark. 
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Jutl. 15-10, ~IJ 1.0 .II' 

The LANS-a closure doubles the effective 
resolution of the simulation. 

0 

200 

400 

600 

800 

1000 

1200 

6C isotherm 

O.l"(high res} 
0.2" pop- a 

0.2· 
.--~- 0.4° Pop- a 

O.S· pop· a 

1400~~--~----~--~~~--~ 
-58 -56 '--54 -62 ·60 

latitude "" O.B"(low res) 

~~ 

IWe have taken the first steps toward the 
construction of a multi-scale climate model. 

1) by deriving the first multi-resolution finite-volume method 
applicable to climate system modeling, 

2) by developing a high-order transport scheme suitable for 
use on multi-resolution meshes, and 

3) by developing LANS-a model as a turbulence closure. 

~ 
. LosAJamos 
~~ '~~~'''--------------------------------~~~_.7 __ ~~'---
~ .... t.."""""""$ewII)-ll..L. btfNSA .. ~~ . ' 
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• 

~::::"I "'r'" ~. The next decade will be an exciting period 
Mathet1li~a • • 

=:-;,.~ 'L./ for global climate modelmg at LANL 

1. A global atmosphere model based on the finite-volume 
solver is currently being tested as a dynamical core within the 
NCAR Community Climate System Model. 

2. A global ocean model based on this same approach is 
currently under development with anticipated completion of 
prototype by end of 2010. 

3. We expect to be testing a multi-scale climate system model 
(i.e. coupled atmosphere, ocean, ice system with variable 
resolution) within the next three to five years . 

. ~ 
, LoS Aiamos 

..... . , .... ' ... aiiIUO •• 
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Numerical Methods and Algorithms for 
High-speed Multi-material 
Compressible Hydrodynamics 

Mikhail J . Shashkov, XCP4 Methods and Algorithms 
Computational Physics and Applied Mathematics 
Capability Review June 8-10, 2010 



• • • 
~~;~~~~i~~naIP'f'k" Connection to the Goals and 
Mathematics 

~~~:b~';:~,R;;;~W' Mission of the Laboratory 

• LANL's primary responsibility is to develop and apply science and 
technology to ensure the safety, security, and reliability of the US nuclear 
deterrent 

• Under Advanced Simulation and Computing (ASC)rvomputer simulation 
capabilities are developed to analyze and predict th~e performance, safety, 
and reliability of nuclear weapons and to certify their functionality, 

• The Integrated Codes (IC) subprogram of ASC at LANL comprises 
laboratory code projects that develop and improve the weapons 
simulation tools, physics, engineering, and specialized codes, 

• The core of the ASC codes is high-speed, multimaterial, compressible 
hydrodynamics, 

Therefore, development of new numerical methods and algorithms 
for high-speed multi-material compressible hydrodynamics is 

A absolutely critical for the mission of the Laborato . 
• los Alamos 

NAT IONAL lA80RATORY 
_01,'94) ________ -:--_ _ :-:::-:--:-::-__________ _ 

(ornputclnOIl.l1 FlUid Dvnrimlc . N .. '~ Operated by Los Alamos Nalional Security, LLC for NNSA 2 



• • • ' ........... tIon .. ",.. 
0"" • • pll • • 
_110"",11<1 
C" , ', _ 
_ • • ,0. " '0 • 

Numerical methods for high-speed multi­
material compressible hydrodynamics from 
ART to Science 

• ConseNalive discretization of Lagrangian equations on genera l 
polyhedral meshes 
- Art ificial viscosity 

- Control of parasitic grid motion (hourglass) 

- Closure models for mixed cell 

• Mesh rezoning: untangling, smoothing, adapting, reconnecting 

• Remapping; conservative, accurate, bound-preserving interpolation 
• Multi-materiat interface reconstruction 

,) 

Development of new methods ind algorithms based on solid 
mathematical foundation allow /to improve predictiveness and 



• • • CompototioMl ...".. 
..... ilppIlod .-r,.",_ . ...... -' ... "',. • 

Funding, People Involved, Peers­
Competitors 

• Funding: 
- ASC Integrated Codes 

· Code Projects: Implementation and short-term research 
"Focused Research Innovation and Collaboration: Mid-term research and 

prototyping; , 
- ASCR DOE Office of Science 

• ASCR Projection Mimetic Methods for PDEs-long term research and 
proof of principles:-

- LANL LORD: ER, DR 
• Theoretical foundation 

• LANL People Involved: 
- XCP-1 XCP-2 XCP4 CCS-2 T-3 T-5 , , , " 

• Peers·Competitors: 
- us (LLNL,SNL), UK (AWE), French (CEA), Russian Labs 
- The Predictive Science Academic Alliance Program (PSAAP) centers 

A al the Universities 
• LoSAlamos 



• • • Computational ""'CS 
and Applied 
Mathematics 
Capability Review, 
June 8-10, 2010 

Numerical methods for high-speed 
multi-material compressible hydrodynamics 

Context-Multi-material Arbitrary 
Lagrangian-Eulerian (ALE) Methods 

• Explicit Lagrangian (solving Lagrangian 
equations) phase-grid is moving with fluid 

• Rezone phase changing the mesh (improving 
geometrical quality, smoothing, adaptation) 

• Remap phase (conservative interpolation)­
remapping flow parameters from Lagrangian grid 
to rezoned mesh 

A 
• Los Alamos 

NATIONAL lABORATORY 

Operated by Los Alamos Natiol13l Security, LLC for NNSA 
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Accurate Interface Reconstruction 
is Critical for Multi-material ALE 

• Multimaterial flows - immiscible materials 

• Mesh is not moving with fluid 

• Mixed cells containing several materials 

• I nterface reconstruction is needed to identify 
where the materials are in mixed cells 

• Inverse problem-recover interface from 
multimaterial data 

• PUC - Piece-wise Linear Interface Construction 
Interface in each cell is represented by a segment of straight line 

A 
• los Alamos 
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CompuUllonol ""_ 
.ndAppliod 
M • • homarics 

COO"·"'_ 
Juno I · 1O.>O'O 

Interface Reconstruction-Vorticity 
Generation whyi;,etter methods "€,needed? U 

A Con~"nt,on" ' lmerl""" 

• los Alamos Reconstrucllon - Integnty of 

Moment or Fluid Interlace 

Reconstruction ~ Irnegnty of 
VOrte~ IS Preserved .'''0 •• , " ' '' .'0'' Vortex IS Broken 

;;;;;;;;:;~~;-~-;;;;, ;;;;.~ .. OoO~;;"Co~.;;_;";;-"'-'-~,;_;;.~",;;.,;;~;;;;,,,,,~",,_;;;;;;;;-;-------,,.\,,".~'SS"lto:-,, 



• • • Compllm !o ... , "r'"' 
. nd AppliN Interface Reconstruction-Shock/Bubble 
_"" .... 1Ies C _ _ 

_ ' -10,>01" • 
Interaction WhY-better methods are needed? 

, . 
" . , • .. .. .. .. 

Conventlonlll Interface 

~ Reconstruction -
."QAlamos Integrity ofVorte)( IS 

•• "0 . ... ,,,o'c"c"c,==:=c::B,:',,' :;k.,,".:... __ ;;;;;:;;;;" _''''M' ;;: 
0-_",'-___ '-'0"'_ , t 

.. 

Moment of FlUid 
Interface Reconstruction 

- lnlegntyofVortex is 
Preserved 
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• • • Computational ~fcs 
and Applied 
Mathematics 
Capability Review, 
June 8-10,2010 

Moments of Fluid (MoF) Interface 
Reconstruction - Motivation 

• Interface Reconstruction - Approximation of the Material 
Domain n 
Pure zone - D n z = Z, Mixed zone - D n Z ~ Z, Z - zone of the mesh 

In standard interface reconstruction methods we are only given volume 

ID n ZI of the material in mixed zone - zeroth moment of D n Z 

• In PUC methods Dz = D n Z is approximated by Dz" -cutout, 
piece of mixed zone. 

Requirement is that zeroth 
moments of Dz and 

the same IDzl = ID~utl 

D cut are z 

A 
• LosAlamos 

NATIONl\,L LABORATORY 

-'"-;''' -----------,,----,-,----------------
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• • 
Moments of Fluid (MoF) Interface 
Reconstruction - Motivation 

• There Is in'inite number of cutouts with given volume · one parameter 

• How to chose one cutout, 1//' , that is ~best" approximation lor Ill? . -
• Cutout Is uniquely defined by two parameters: cp -+ n( II? ) and d 

V....J. l¢' 

• In standard PUC methods normal is chosen using volume fractions al 
neighboring zones, volume fraction in zone Z ilself delines d 
Problems with standard PUC methods: material ordering, computation 01 
normals 

A 
• LoSAlamos 

... , 0. ·' "'0 ',,',,":' "'''':;;;;;;;C;C;;;;;- ---" --""~. __ .. ",,_ .~_s.o.... LlC"'",'" 
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• • 
Moments of Fluid (MoF) Interface 
Reconstruction - Motivation 

. .....----. 
• Cutout is also uniquely defined by its 

centroid :;; ratio of the first and zeroth moments of n~" 

x, (Hz") = J~)y,!xd \ '1 1n~t l 
• Now assume that we know centroid of Oz - X c (0,,) . 

• We can construct unique cutout o'lt , such that X c (n~'t) = X c (Oz) 

• However, in general, for such cutout: In~"t l -# IO"d 

A • Los Alamos 
' " '0''' "" .. ,," - "'-, ;;:::=====:----;:======------::-;==-~ __ .,. .... __ ..... ."LlC"'''''''' (ompu, ....... l f l",do,,,,,,,,,, NI."S#! 11 



• • • 
Moments of Fluid (MoF) Interface 

_"_10,)0" • Reconstruction - Statement 

• Given : volume fractions of materials and their 
centroids (reference volume fraction , reference 
centroid) 

• In each zone find : cutout which has the reference 
volume fraction, and which centroid is close as 
possible to reference centroid 

• Properties: 
- Accuracy-recover cutouts exactly (in particular, half-plane), 
- One-cell consideration no information from neighboring 

cells is needed 

.. " ... " .... ;;:,.".====---z;;;;;;;;;;;;;;;;;;;;;;:;----,W!.S>i-_""'N' __ ..... ___ u.c ... _ < N~"s,.. 



• • • Com"",~o",,' PI V 
ond ,""pliO<! ' Moments of Fluid (MoF) Interface 
' .. "', ........ Reconstruction· Algorithm ..... J-lO,,., , Q _ 

J. 

"c~t . I" C"'I _ v eo' HZ . HZ -

• If 10z .. 11 = v ro
' then cutout fl'Z'" can be uniquely determined from angle, 'P, 

which determines the normal to corresponding straight line 
• Centroid of cutout with given volume fraction Is function of the angle 'P 

• f\ ",(",) = x, (1l}"(..,)) X;'!12 - function of one variable r.p 

• Cutout In MoF Interface reconstruction is obtained by solving following 
optimization problem: 

• Function evaluation: given v ro , and angle <p cut appropriate piece of zone 
Z and then compute its centroid (explicit formula) 

O (
Z) ,., 

• Initial guess: n = xc . X c 

IXc (Z)_x~cl l 

, 

j 
. losAlamos 



• Computational Ptwslcs 
and Applied , 

Mathematics 
Capability Review, 
June 8-10, 2010 

• 
Examples - Resolution 

LSGQ ( VIRA Swartz MoF 

5l 
~ .- l ,. _. 
CI) ~ • - - .- - -- - ' - ............... . l. __ , H ; , :,f T '. , 

...., , , I ' ___ I [ ._- , - 1- ~-
-r . - IT ... +-

.......... 
, , 

t ~ib 11 I-J 
'-1 , , 

I 1 

+ 
LSGQ - Least Squares Gradient (Barth) 

A LVIRA - Least Squares VOF Interface Reconstruction Algorithm (Puckett) 
• los Alamos 

NATIONAL LABORATORY 

• 

_t",.H ______________________________ _ 
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(I) '-0..: .... 
0 

~ 
ct 

A 
• Los Alamos 

NA.TlONi\L LABORATORY 

• 
Examples - Interface 

LSGQ LVIRA Swartz 

) 

MoF 

-T 

LSGQ - Least Squares Gradient (Barth); LVIRA - Least Squares VOF 
Interface Reconstruction Algorithm (Puckett) 

• 

__ 'IT,,.l ________________ ___________________ _ 

Operated by Los Alamos NatJOoOlI Securily, LLC for NNSA (ompul.ilhOn.l1 FhmJ 1l)rn.,mIP, 5 



• • • Computational PtwsJca 
a nd Applied I 
Mathematics 
capability Review, 
June 8-10, 2010 

Multiple Material (~3) Interface Reconstruction 
Nested Dissection - ND 

Process materials in specified local order - Ml . -'n . .1[:1. .. . 

• Reconstruct interface between MI and the rest -(M2, M3 ... ) 

• Remove relevant part of cell once material has been processed 

• Reconstruction of next material interface in remaining part of the cell - M2 
and the rest -(M3, M4 ... ) 

• Repeat 

In MOF ordering defined automatically by choosing the order which minimizes 
overall error In centroids lor all materials 

-------------~-----~---------------------------------------------- ---------------------------

NO IS NOT an ONION-SKIN 

Ml -( M2. ;If:!. _U I ... ): 
(,\[1. M2 ) - (M :1. M.J . .. ); 

-f; 
• Los Alamos 

( .11 1. _1f2 . M:l) - (M-L !Ifil ... . ) : .. . 

NATION"I ~ ABORATORY 
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• 
Example - T Junction 

(On I (10 .1.1) (I . \) (0) (0.5,!) (], I) (O,l) 

I 
I 

C n \ n, n, 

(0,5,0,5) A,C 
(0,0.5) B B 

A 

(0.0) 
I 

(0.5,0) ( 1,0) 
(0,0) (0.5,0) (1.0) (0,0) 

(0,5,1) 

C 

010,\11) 

B 

n, 
A 

n, 

(05,0) 

Original ( B , A_ C) ordering. 

nIQ,I11 z n, n, 
0,' .. .. " " • , 
~, !l\fl, j eo .. C " C ',' C 

eo n~ B,C 
A,B A 

"' n, 0- " B 

I 11\0, • " " " " .. A _, A Q\fl,IQ 2 

" .. " " .. " n .. " .. '. " ,. .. .. •• " " .. 
(A, B, C) ordering (C, B, A) ordering. 

A 
• LosAlamos 

~ATlONAL LABORAfORY 
__ lSY"'l 

Operated by Los Alamos National Security, LLC for NNSA 

• 

(1,1) 

(1.0) 

n, 

B 

" 
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• 
Example - Three material 
layered configuration 

A 

" • B C 
" 

• • 
" 
," 

Original and (A, B, C), (A, C, B), (C, B, A), or (C, A, B) ordering 

A 

" " · • 
• • • •• " , ' • . . , 

.,' ' , " • • • 
" " B C 

B C 

'. " •• .. .. '. " " " .. 
(a) (b) 

(a) Material ordering (B, C, A) (b) Material ordering (B, A , C) . 

A • LosAlamos 
NAT ION A L LABORATORV 

• 

__ .H't·, _______________________________ _ 
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• • 
Group Nested Dissection - GND 

c·, ".., _ 
_ I· !C, ,..," • 

.. ., 
[ 

•• 
• • .. • 

" < 

- , 
• • • .. .. , • , " , .. .. , • , " 

Four malerlal - ~Iou r corner- NO: left - (A . B . C. D ) ordering, 
configuration. righ i - ( B . A . C. D) ordering 

Groups : G , "" (A. D ); G~ = (C, B ) 
Subgroups: G, , = A . G, .~ = 0; G~.l = C. GU = 8; 

A 
• Lo5A1amos 
.. , ..... "-;; .. ;-;;';;;;;;;;;;;;;;;;;;;;;---;;;;;;;:;;;;;;;;;;;;;;;;;;;;;c:-------.v.~;oi" _M" "" 
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GRAD 

LVIRA 

MOF 

.-QAlamos 
N"TlO "'. ~ LA ' O ~"'fOR'" 

• • 
3D Multi-material Example 
Comparison of Methods 

GRAD,- LVIRA,-and.MoF- of. the two sphere 9xample-witl:l-a-pre-datarmiACild-local order.ing-gi~A-by MoF. 
/' 

__ " " ,,1 _____________________ _ ___ _ _____ ______ _ 
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• • 
3D Multi-material Example 

Computational P~CI 
and Applied , 

Mathematics 

capability Review, 
June 8-10,2010 Tet Mesh (Cubit Sandia) 

Unstructured tetrahedral 
base mesh 

(ncells = 555,468) 

A 
• LosAlamos 

N ... TIOM " L LABORATOI\Y 

• 
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References and Software 

• 
• 

• 

• 

• 

• 

• 

• 

Web page enls lanl govl~shashkov 
V. Oyadechko and M. Shashkov, Moment-ol-Fluld Interface Reconstruction. 

LAUR·05·7571. LANL Report. 

V. Oyadechko and M. Shashkov, Reconstruction of Muhimaterial Interfaces from 
Moment Data, J . Compul. Phys., (2008) 227, pp_5361-5384. 

HT Ahn and M. $hashkov, Multimaterial interface reconstruction on generalized 
polyhedral meshes J. Comput. Phys_ . (2007) 226, pp 2096-2132. 

H.T. Ahn and M. Shashkov, Geometrical algorithms for 3D interface reconstruction, 
Proc. Of the 16th IMR; 2007; pp.40S·422, Springer, 2008. 

M_ Kucharik, R Garimella , S. Schofield, M. Shashkov, A comparative study of 
interface reconstruction methods for multi-material ALE simulations, J . Comput. 
Phys .. (2010)229. pp.2432-24S2. 

H.T. Mn and M. Shashko ..... Adaptive moment-ai-fluid method J. Compul. Phys . 
(2009)228. pp.2792-2821 . 

H.T. Ahn, M. Shashko ..... M.A. Christon. The moment-of-flu id method In action. 
Commun. Num. Meth. Eng .• (2008)25. pp 1009-,018 

• 2D code for one zone is a .... ailable by request - LA-CC-07-07B. 

A LLNL. AWE and CEA are using th is code . 
• lo$Alamos 

• 



• • • 
;~;~~~~:~naIP'r'CS Conventional Arbitrary Langrangian-
Mathematics 

~:~:b~":6,R;:,~w Eulerian (ALE) Methods 

• Explicit Lagrangian (solving Lagrangian equations) phase 
- grid is moving with fluid -

Lagrangian grid 

• Rezone phase - changing the mesh (improving 
geometrical quality, smoothing, adaptation) - mesh 
movement - rezoned mesh 

• Remap phase (conservative interpolation) - remapping 
flow parameters from Lagrangian grid to rezoned mesh 

A 
• los Alamos 

NATIONAL LABORATORY 

_<"_".0 ---------::c-----,--:-----,-~::------,--:--------=------:­
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1 

0.95 

0.9 

0.85 

0.8 

0.75 

0.7 

0.65 

0.6 

0.55 

0.5 

0.45 

0.4 

0,35 

03 

0.25 

02 

0.15 

0.1 

0.05 

0 
0 0. 15 

• 
Rayleigh-Taylor Instability 
Limitation of Conventional ALE 

1 1 

0.95 0.95 

0.9 0 .• 

0.85 0.85 

" 0.8 0.8 

0.75 0.75 " 
0.7 0.7 

" 0.65 0.65 

0.6 0.6 " 
0.55 0.55 

0-

0.5 0 5 

0.45 0.45 " 
0.4 0.4 

" 0,35 0.35 

03 03 Reference-Jacobian Rezone Strategy 
0.25 0.25 

0.2 0.2 (Knupp, Margolin, Shashkov) 
0.15 0.15 

0.1 0.1 

0.05 0,05 

0 0 
0 0.15 0 0.15 

Solution : ReALE - Reconnection-based ALE 
A Rezone phase-Mesh is allowed to change connectivity 
• losAlamos 

NATIONAL LABORATORY 

• 
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;~;~~~~~~naIP~ ReALE-Reconnection-based ALE 
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June 8·10,2010 

• Lagrangian phase-General polygonal meshes 

• Rezone phase-Allows mesh reconnection 

• Remap phase-Remapping from one polygonal 
mesh to another 

The Devil is in the Details 

R. Loubere, P.H. Maire, M. Shashkov, J.Breil, S.Galera 
ReALE: A Reconnection-based Arbitrary-Lagrangian-Eulerian Method 

J. Com put. Phys., 229(2010), pp.4724-4761 

A 
- losAlamos 

NATIONflL LABORATORV 
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~ ..... Applied 
M~l>om.tln 

Lagrangian Hydrodynamics on 
General Polygonal Meshes ,--..... _' ... >010 • 

• Stagger'" D/fc ... U:UOtlon 
Don.tty, "'tern" ' ''''IIY. p"' .... , • • <:<I11sI<"""'). oO'lo<:lIy -
1>06. (pol.Us): ...... II .r. alllO subzon81 q"antl~ .. 

~ . 
\ 

• 
• 

• 

• ALE.INC· S,,"shkoY, CIfl1>boolI. Loutle •• (2003) __ 

Compo Ubio djscr.tiu~on. InlO."", ."'I"JY oquation. oubzontl """' .... odgo ond ton"'" .mi<:iIIl YiOCosl~ 

All primary qu .... ~1i ..... ctl""'nteted, some OIlIOfltllm lot delinhlon 01 nodal 0010<:1" .. 

• CHIC _ B_aux • MaIN (2007) 

O' .... ,'y. rnomonlum. and totOi -rvY'" dotinood by 11101, "",on ' . 'u.s 'n 1M .,.11 • . 1M • • rter. YitIo<:l"" ond the 

numerlcal "u ... through Ih. ctllln,lttac:" IN ".'"oled In • consistent ~.r duo to on original GOdllnO'·li"" 

solv .. k><:. , ... OI lho nodos (c.ometrk: Coo"AoIion l_i. n..r. ON 100. press",a on ....,h odge, IWO tor each 

node on uch""", 01 tho edgo. Con_vallon 01 mo..-tumand lO1a1 onorgy .r. 0 .011..-.:1. Semi-diocr. r. entropy 

~ 
· l os Alamos 

• .,." •• " ' 0" '0" 

l .... qUlllH-j II prO'o'idod. 
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June 8-10,2010 

• Initial mesh at t=O is Voronoi mesh 

• Voronoi mesh correspond to some generators - one generator per 
cell 

• Location of generators control the mesh 

• We use weighted - Voronoi meshes - accuracy, smoothness, 
adaptation 

• On rezone stage we define new (rezoned) positions of generators 
which gives us new rezoned mesh-Voronoi mesh corresponding to 
new positions of generators. 

• Rezone strategy is to how move generators 

• Connectivity of the mesh corresponds to Voronoi mesh 

• At each Lagrangian step we start with "almost" Voronoi mesh­
"small" edges are removed 

.~Alamos 
NATION/It LABORATORY 

_"T,1", ------------:-----,----,-:"---:-::----------:c---,-:-::=:----.,,. 
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Voronoi Tessellation - Definition 

Sel orgeneratol's: gi = -(Xi, Vi) 
Voronoi cell: V; = {r = (x, y) : Ir - gil < Ir - gjl, for all j i i} 

Mass centroid of the cell (p(r) > 0 - given function) 

C; = Iv r p(r) dx dy/ Iv p(r) dx dy, , , 
If gi c:' -weighted-centroidal Voronoi tessellation 

• . 
• T 

---...-~ 

• • 

Left - generators. Varonol cells, centroids; Right· centroldal Varonol Tessellation (p = 1) 

C.rUro lda l Varonal Tft'S581laUon - Lloyd"s Algortlhm 

• Given per) > 0 and positive number n 

• Set positions for n genera1ors: g? 

• Construct Varonol cells vp corresponding to g? 

• Define new positions of genera10rs to be weighted-centroids of v~o: g! = cP(V!O) 

A 
• Los Alamos 

NATIONAL LABORATORY 
__ !IT.I?" 

Opera teo by Los Alamos National SeculIly, LLC for NNSA Computational Fluid Dynilmlc,> 18 
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Left - from T. Ringler: I 

.. 
( ~ 

Right - from G.W Barlow, Hexagonal Territories, Animal Behavior, v.22, 1974 
(The territories of the male Tllapia) 

A Somewhere in the Argentine Republic 
• Los Alamos 

NA1'ONA.l LA80RA10RY 

Fruit - surface mesh - Maui 

• 
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A 
· loSAlamos 

• 
Initial Mesh 
Shock-bubble Interaction 

JItS/()f, 

---1 

Genera lor$ at a similar 
distance perpendicular to 
materiailnterface. lnslde 
the bubble - uniform with 
rupee! to arc-length. , 

• 

""0 ... ' ..•. ,.= .. = .. ==::::::c:::c::::=--....,~-..,.-.,.."'=-=----------=C7""'=,...--,7 -'~'~- :: __ ..... ___ u.c ... _ ! 
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..... . _'0.20' 0 • 

• 
Reconnection-based 
Rezone Strategy 

• 

Requirements - Close to lagrangian, Smooth Mesh, Adaptation capability 

• At the beginning of Lagrangian step mesh is Veronei mesh, \/," 
corresponding to generators &n 

• At the end of Lagrangian step vertices of the celts are moved accordingly to 
Lagrangian method - Lagrangian cell at time CHI Is -(::,,+1 - not a Veronoi 
mesh 

• Lagrangian Phase - There is no equation for movement of the generators 

:i>lAlamos 



• • Computational Plwsfcs 
and Applied , Algorithm for Movement of 
Mathematics 
Capability Review, 
June 8-10, 2010 Generators 

• Compute weighted-centroid (cP)~+1 of v,n+1 as follows 

(cw(+1 = fvn+l r '1/;7+1 (r) dx dy/ fvn+1 'l/;7+1(r) dx dy , , 
'I/;~+l (r) - piece-wise linear reconstruction based on mean values of some 
monitor function at t" +1 _ , 

• "Lagrangian" Movement of Generators 

"n+1. La9 _ g' + At-Oi -~ uu~) 

• Final position of generators 

n+l _ n+l,Lag + 
" - g Wi 0,. , [( p)n+l _ n+1,Lag] 

Ct Kl Wi E [0, 11 

o Computation of the w. 
The principle of material frame indifference: uniform translation or 
rotation w, = ° 
Analysis of deformation gradient tensor F between two consecutive time 
steps.:: --f 

A 
• los Alamos 

NATION At LABORATORY 

• 
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• Test Problems 
- Vortex formation 
- Interaction of shock with bubble 
- RT Instability 

• Methods 
- Lagrangian 
- Standard ALE 

• Rezone - one iteration of Winslow (condition number) 
• Remap - swept region 

• Eulerian = lagrange + Remap 
• ReALE 

A 
• Los Alamos 

NATION I, t LA BORATORY 

Operated by Los Alamos National Security, LLC for NNSA 
_ 'H , .. , ------------:-----:-::---:-::------:------_______ --=-cc-----, 

COO1tJutanurMI Fluid Dynamic", r./;,.'SJl!4 :H 
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A 
• Los Alamos 

NATIONAL LAII OIIA'O~'1 
__ 1>1 11') 

• 
Vortex Formation 

y 

", ll.l'.t:, 

" - ILl I; , 
' 5 .\ ~ -

1.5 

1 
, 
I' " , 
" 1 1 

o 7 X 

Time 2.7 - jusl before Lagrangian calculalion stops because of mesh tangling - mesh and density. 

Lett - Lagrangian , Centor - Standard ALE, Rlghl - ReALE 

Oper'l1ed by Los Alamos Nelional SeCurity. LLe IOf NNSA c.omputil l1onal Flilld DynamIc:" 

• 

.14 
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• 
Vortex Formation 

Time 2.72 - when Lagrangian calculation stops because of mesh tangling - coloring by Initial region. 

left - lagrangian, Center - Standard ALE, Right - ReALE 

Shows how Lagrangian is movement of the mesh 

A 
• Los Alamos 

NATIONAL lA80RATORV __ ,sr_, .. , 
Operated by Los Alamos National Security. llC for NNSA (omputo1nonal Fhlld Oyr1ilrnl, ., 

• 
. 
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.nd "",pllod 
MOIh_1ks 

c·, 'l',_ . 
........ 0.><)'0 • 

~Alamos 

• • 
Vortex Formation 

Density 

Left - Eulerian, Middle - Standard ALE, Right - ReALE 

ReALE -Interlace 

final lime moment - ;\ .:1 



• 
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iJAIamos 

• 
Vortex Formation 
High Resolution Results - Wave Structure 

• 
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c '" " , _ 
_ 1-1Q, :I01O • 

• 
Shock-bubble (cylindrical) Interaction 
Statement of the problem and initial mesh 

Air - (p. P, 1') = (1. 1O~, 1.4) 
Helium - (p. P, 1') = (0.182. 105

, 1.648) 

A,r , 

• J .f . Ha .. and B. SW,,",.lnt, In .. , .. _ oIWNk Sl>ock WI""""" Cylindric.aland Sp" "r\c:al G .. 
Inhomog.""IIIn. J. fluid 1iIK ... lSI , 'N7) ., ·7'. 

• 



CT. ,,''' _ 
_ "10,2010 • 

A 
· LoSAlamos 

• 
Shock-bubble (cylindrical) Interaction 
Comparison with conventional ALE and Experiment 

L8II • h"",,,,*" Iratn J. owt.. II. ~; Righi · ReALE · .... _. 

.. '..,. ..... O·~··C··C·=C7--,CC==--=-"C,--~~~--------~C _ ... ... , ::-
? " ..... ___ .. c ......... 

• 



• 
C.,, ' , _ 
_ J.-'Q.>G1II • 

• Rayleigh-Taylor Instability 
Late Stages 
ReALE does not require user intervention 

• 



MOo''' ... 'hI 

• 
Reconnection-based ALE 

(,," q­---.... """ . Conclusion and Future Work 
• Summary 

New Reconnection-based ALE - ReALE Method 

Robustness 

- Demonstrated performance on Test Problems 
On Test Examples performs better than Standard ALE 

• Future Work 

• 

- Explore different options for "density" in weighted-centroidal Voronoi-
error indicator - adaptation 

- Combination with explicit node movement 

- Adding and deleting generators 

- Combination with lagrangian and standard ALE methods in subreg ions 
- More advanced closure models for mixed cells - sub-scale dynamics 

- Material strength 

More Test Problems ~uantitative comparison 

A - Efficiency " 
· loSAlamos 
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• • • Comparison with Peers Computational ~Ia 
and Applied 
Mathematics 
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June 8-10,2010 

LANL is leader in method development for high-speed 
multi-material compressible hydrodynamics 

• Our peers: US NNSA Labs - LLNL and SNL; The Predictive Science 
Academic Alliance Program (PSAAP) centers at the Universities; 
AWE (UK), CEA (France) and Russian LabS[-{ 

• We have very good knowledge of what numerical methods are used 
in these organizations because of participation in US meetings, with 
AWE participation like NECDC and JOWOG as well as international 
conferences like MULTIMA .'>,-.----

• We are absolutely sure that we are leaders in method development 
for high-speed multi-material compressible hydrodynamics 

• All Labs are using methods developed at LANL 
- Discretizations 

- Artificial viscosity 

- Interface reconstruction methods 

- Mesh improvement techniques 

A - Remap algorithms 
• LosAlamos 

NATIONAL LABORATORY 
_0' " ... ________ ---:::--__ ;-:::--:-::-_________ ---::--__ 
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• 

• 
Status of Capability 

• 

We have developed solid malhematical foundalion for high­
speed mutlimaterial compressible computational 

hydrodynamics. It allows robusl and predictive modeling of 
complex 3D multi material flows:--

• Examples of Current Research: 
- Development of sub-scale modeling for mixed celis, which includes 

material strength and takes into account material configuration inside the 
mixed cell (ASCR Office of SCience PrOject on Mimetic Methods) 

- Modeling of \loids in mixed cells (ASe) 
- Developing reconnection-based methods, where connectivity of the 

mesh can change al rezone stage (ASC, ASCR) 

- Development of cell-centered discretizations (LORD-DR) as opposed to 
A staggered discretizalions. which are used in almost all current codes 

. losAlamos 
....... , 5 ' '''C''=''~' =====-----cc-cc-=--------===:--~ -~, ,~, :: __ .. , .. __ s-., LJ..C .. _ r..dD\< 
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• 

Oirect Numerical Simulatiom. of Fluid 
Turbulence 

Ol nlel U ... ascu I CCS-2 
Nlr k rt Mltlhemtllics and COmpu\allon11l Ph_, 
Cap9bjlit1 R.w.w J ..... 1!.-10. 201e 

Numerical Simulations of 
fluid turbulence 

_ .... _ ..... _ .. :n". 7 •. Dtlhan .... " ' . " ...... _at""'. w .... h , ; , .......... '1"" •• __ ... ____ ... , .... _ 
". " " .. __ ............ KAIo ............. _'._ . .. " ' 'iI =: 
,_, _ ,.,."Ieo. _. __ """'"' " .... .... _ "" .. i.'. 7 "", .......... ;; ..... - ....,,, ........ , 

DNS_ •• L.Ufl. f;C$.l~,,:, '::.':.r ____ (0, __ Toll; 

C ' IL " _IIOE ........ _ '.' " ',C-"'_"'l 
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C' p. bll IV RftiC!W. 
Ju'n. 8. 10, 10lO 

Large-scale accurate turbulence simulations are a powerful 
tool for: designing turbulence control techn iques, develop 
and validate models, discove, new physics, verify large 
physics codes. 

Turbulence design using DNS and complementary physical 
experiments: 

- LORD 2009058DR. "Turbulence ~ Design," PI: Malcolm Andrews (CCS-
2), co-Pis: Daniel Livescu (CCS-2), Kathy Prestridge (P-25), Ray Rislorcelli 
and Fernando Grinstein (XCP-4). 

• Turbulence model development and validation using DNS data; 
verification of RAGE: 
- LANL-LLNL collaboration. 

• New important physics discovered using large-scale accurate 
turbulence simulations: 

- Example: Two-fluid mixing is asymmetrical for different density 
fluids. 

Next generation Direct Numerical Simulations of fluid turbulence: 

/'I '-, 

First implementation of a large fluid dynamics code on the Cell 
arch itecture (Road runner) with excellent performance. 

" los Alamos _ .,r,,., ____________ ---:--:--___ ____ ___ ___ __ _ 

Appl~d Math~"'1fIa 

.nd u.mput.U ..... 
PhY.ics 
U p.>bili'y R.view. 
Ju"" 8,10. 2010 

,'N,,'S'l 

CCS-2 Fluid Dynamics team and 
collaborators 

• Rayleigh-Tavlor Instability ICartesian and convergent geometries): Tie Wei, Mark Petersen, John 
Grove, Malcolm Andrews (CCS-2), Susan Kurien (T-5), HUidan Yu (Johns Hopkins), Arindam Banerjee (U 
Missouri), Waveler-based adaptive mesh: Scott Reckinger, Oleg Vasilyev (U Colorado) 

• Shock-turbulence interaction: Mark Petersen, Sumner Dean (CCS-2" Aaron Haley (U Missouri) 

• Supernovae, X-Rav Bursts: Sanjay Reddy (T-4), Stan Woosley (UC Santa Cruz), Aiel( Heger (U Minnesota) 

• Turbulent Mixing: Ray Ristorcelli. Fernando Grinstein. L~n Margolin (xcp-a) 

• Turbulence analvsis: Ray Ristorcelli (XCP-4l, Rob Gore, John Schwarzkopf (XTQ-6), Krista Stalsberg­
Zarling (XTO-2), Will Cabot, Andy Cook, Ye Zhou (LLNL), Robert Rubinstein (NASA Langley) 

• Advanced architectures: Jamaludin Mohd-Yusof, Tim Kelley, Marcus Daniels (CCS-7) 

• Visualization: Advanced architectures: Pat McCormick (CCS-7). Steve Martin (Ohio State Ul ; 
Paraview: Jim Ahrens, John Patchet (CCS-l). 

• Computational resources: Allocations on ORNL(Jaguar), LLNL (Purple and Dawn), and LANL 
(Roadrunner) and through Institutional Computing and ASC. 

L\ 
~ losAJamos 

NA.H O.U.t l AiJO I.l.fil'l:" 
_ "rll~ ____ _____ -:--_ _ -:-::-:--:--::--_ _ _____ - _ _____ _ 

()p(f'l!tN brII lOLAlImti t~ ~itY. utf~NHS.I 
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• 

• 

-:.;" .::::: --_ .... - Other Direct Numerical Simulations 
of fluid turbulence efforts at the lab 

. • ...... ,.. ................. ".fIt. , .. " ... , __ .... OIIN' ... _ ....... 0NCm' .. ; ...... " ... , ............ , ........... _'""_ ........ __ ........ _--.. ... 
............. , ..... - ................ --""' __ '·I~ 

.0: .... 
,.-

I ". ... I ,.Do." .. -_ .. _-_ .. -
-­...... - ONS requirements 

• Fully '"oI¥e an the .. Ie •• nt _ and length ac. ... . 

· ... 0 ........ ttc:at &1.bm~l~ algofiltoms • • " iflclal dl ....... llon . ..... .,!>grid mod.'. le.g. (COlli I .. ,1tOCIeo:J /of OO¥M mes .. calculetiom IrueolbOOaly 
aOd numerical errors In !he forma ,"loiIeB.llrtJlIdIol"'~. ""'-, '" 
51;rbi11z. the cKulatiolls which ........ ..,....,. UO'$iIble 011 coarse meshes) • 

• Hig hly accurate num"lcal methods ,spectr al methods, h 'U h otder 
centr. ' or com~cl llnit. ,tlf1 ... neesjlo min imize n u .... 'k;., .. rort 
(low oOOer lChemel reqWe oro .... 01 magnitude more pOints /0( lltaHate 
5O/I.ItlonI) . 

• Goel : -.. acl" ",'ul lons to the gove rning equation,. 



• 

• 

• 

-~' , , --- Evolution of accurate turbulence prediction: 
range of scates VS. computer speed. ...... -

-

-

... 
-­_ ... - CFDNS code description 

00 d .£J_ .... oct-Z __ ... _1_ 

• Struc1u-.d grid fioote O,l\eronce. and/or 
FFTs COOl! SU,tabIe kif dlrect nunwrical 
sI.....,.a\ion (ONS) lU'bulence~. 

eompo .... bIe IIIld ncompo'""DIe ' h*' 
SIoiI .. oq .... ~ In 3 dlmensoons 
Allows mulbple .pee' II, real "'-_ 
ptOpe<1" II . • ~o~ .. me rea,lions 

• A SUt>se1 oIl/1e cooe lIaS tIeeO poo1e(J Ia 
tile eel ard'lltedurfl ";1I'l .. .ceIIenI 
.... ""'111....::. 

• Code scales wei 10 _'50,000 compu!e 
eor .. (6GIP Dawn. llNL) 
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• 

• 

~:-=: -­_ ... - Turbulence design using DNS and 
complementary physical experiments 

• LORD 2009058DR, " Turbulence by Design" 

PI: MaIcoI",Andr.~ \CCS-2) 
co-PI. : Dlniel L ..... cu (CeS-2) - DNS 

Kathy Pfeslfklge (P-25) - RM e. perlmeots 
Ray RlSto,,;.111 (XCP.4) - T\lrOO~ moOe~ng 

Fernando oms"" " (XCP-4)_ ILES 
CO'~lX!r!lInQ Unlyml!Y; TeJ<8S MM - RT e>cperio'nents 
PO'II-<Ioe,!: 8 Rollin, S. Gowardan, S Baialullnnnaoian 
GRA"s: A. J WKh100'. N Hjelm. S. Red<inget 

", 
. ~h.:.2! 
-~----;;;--~-------------·N".'·S"'·--

::..:=--­_ ... - LORD·Directed Research "Turbulence By 
Design" 
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• 

?'=,=: ---... - Two-Mode MLeanlng" RT Experiments Uaing the 
New Computer ControUed Flapper (TAMU + 
LANL) 

I , . ­,.-
_ .... toO, on 

---" .. ---_ .. ....... ~ ... 
• •• !',I".,_, ., ...... _I .... \) 

-... - .... """"""'''''; .. 

I*'"C.,"_ 7 ---.. .. -

-----'''-
DNS of two-moda Rayleigh-Taylor Instability: 
role of mode number combination 

.. - .... ''''._tl, .. _ ......... t. 
- ..... ,lI»I " _ .... ,1\'""' 
_ .... '1(1- .. 

t o .... ,m-I._ .. ' 
0- .... ' __ .. . 1:" .. .. .. 

',.\.-... 1.1 .. .. 
II ,rr::r Ai 

, 
I 
• 

j , 
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• 

• 

-­_ .... - Two-mode densIty and vorticity 
evolutions: k = 2; 10. 

--

Turbulence model development and validatIon 
using DNS data; verification of larg8 physics 

• Analysis of a 3072l ONS of 
Rayleigh-Tav/Of tufbulence, the 
largest SimulatiOn to date of 
inhomogeneous turbulence. 

• LANl- LlNL collaboration 
• 

• Related 10 
. '-' 



• 

• 

• 

-----
• 

Turbulent kinetic energy transport 
equation budget 

• -­, 
~ •• ,P, -I •.•• ,,) l R,." -10,,,1, + . 

~ , .... ". ~. "-=',, 7.::'-o:C'·:\~r",r..,_' :-.. 
Dornnant te ..... RT"~ ..sg •• : 

, ~ 

-~. -• 
-, 
-lR"" • . ,." 

- . • • • 

-- Gradient diffusion hypothesis ---
• Very popular in applications kif $lmplicity; the IIJrbulenl 

diffullOl'1 is modeled usong the IYlilable lurbu~nce sealel. 
• E g. tie mass "U~ In RT 'urbu~ modeled 85:(po, , . - >,(p) , 

• 
, 

~ , ~, 

-, 
·IJ _ . ..,..1 ...... . 

..... ~~ .... . 
~I-' .1 -u 0 u~~-'--C~"~~.,~~" J" 

,~, 

dI('l <lh(tJ 

~ , 
~, 

" 
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-­_ ... - Gradient diffusion hypothesis: ONS view 

_ •• " ... P' _. ~,_ ;~'I L """ ... 01 \ r",_. ~:X, ,,,·., )._ ,,,,, 
.. _ ..... "q. _I0001 __ ........ _r i. , __ 
____ RIo ,. 5J',..,.,. . ....... . .. j ...... 10 ... _ _ ... _. 5 _1l'I'-"" ... "' ... " ..... Ro). ____ on 
... T,," __ ~ •• t ' I(I · ~. ).'" .. __ roocaln; 

=~ -­_ .... -

, 
" , 

.,. IJ 

" 

Or" 

'------------1'. 
o,\,Ce." ..,.C,Ceo,",'""''''' lo----,,,,--j.,~,.~ o 

~ " 

Gradient diffusion hypothesis: conclusion 

Due to !he Iac.II 0/ seII-smilanl)' 01 the I\IItM.IIenI Re)'ddlo number, !he 
usu;oI dosu<es lor !he ..... ' ''''4 eqo.>;l!lOnlllSing !he lurtlulence Ieflglh. 
scale. t, an<! gr~! tl ...... iOn IlypOIfleti. lor me tlrtKJlera lranSflOl1 
Of _iIy a rguments fer lie diuip;oliDn lailin Rayleigh . Tlylor 
IuIb ':""" (ar lea'll ..,111 as)Ol\plOlk: MI!-limilat1ly ~ reeched). 

SoIUllon In a s ingle palm modellnll . trategy lor R·T 
lutbtJlenca , need two lenglh -o.ca '" . quI!"'n • . 

• 
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• 

• 

;::::;=: -­...... - New Important physics discovered uting large­
scale accurate turbulence simulations 

• Mixing asymmetry in two-fluid 
turbulent mixing 

• References 
l.ivMCII lN1d ~ J _.....", 200fI 
lioZ7D'Ro_· :i'. c;or.. o..t.c-_CooI<.J T..oo.I ~ 

IJ' .. " .... _ .. It. """ '" r_ XR.2010 
~"=~-",,_._aor.. 1'II)<fi Sa 2010 

• Related 10 
. ~~4. ASC, lORO 

Mixing In homogeneous Raylelgh .Taylor 
turbulence 

• 
.·e ...-. ..,. . 

" r-
,II> • " . " 

"" 
,., • • " , "" • 1 \.1 

• • 
~ 

, .-" " " 

, " l • ',''' ~ • 

_._--_ .... -
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• 

• 

-­_ .... -

~~~~~~~~~;"~homOgeneou. Rayleigh-~ ovolutlon of pure fluids 

Mixing asymmetry in Raylelgh.Taylor 
turbulence 

• 
, -

• 
• 

,-
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• 

• 

--- Raylelgh.Taylor Instability at high density 
ratio 

Next generation Direct Numerical 
Simulations of fluid turbulence 

• First implementation of a large fluid 
dynamics code on the Cell architecture 
(Roadrunner) with excellent performance 

• Rererences 
LN-.., MO/lII'YUIOIlIroCIl<etley. S/AAI ppro. 2010. 
__ • Li' ... .,., ..... Kelley, P¥CI'OOII. lOW 

McnI-Yllsd, lI'.aou. KeIey, Pltersoen ancI DKao. SIAAI CSEOII. 20W _Y\IsoI. U.lla~ K.IIIty, p __ ...., 
Oesao . ...... . "0"'1: : 1''0. 2OCI8. 

• Related to 
• .o.sc, lDRO 

• 



• ---_ ... -

• -- : , ---..... -

• 

Roadrunner Is a cluster of cluster with 
accelerators 

I 
I 

,,- -

Roadrunner hybrid compute node 

• 



• 

• 

• 

---- IBM PowerXcell 81 Processor _ ... -
• 

u_ 
• .-
• ._-.... 
• ............... 
• .... _ ..... -• <1<".-" _ ......... 
~~ 

• -_"<oil'" -.... • • ---.. 000. ...... -
-~---~~- No'SA 

-­...... - Roadrunner Implementation challenges 

• 3-way node heterogeneity 
,....d /0 ptOI}flm ' IJCI! s.p.fIJrely 
NHd 10 s)'f1Cl!ro<>ize II!! 31.vels 

• PPU Is not part icularly fast 

• SPUs 
~ 15MB ~ flfQ kx code ~ al' 
EJlplidtjj,""joc:q~ 

..... ync/ItMOuS It'IdfJperw1e1lt DMAf 
Poor br~~ perlonnenc. 
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• 

• 

Roadrunner implementation of CFDNS 
(CFDNS-rr) 

• Oat. layout • __ _ 
c .. _ ..... " ... .,... __ 

........... , m_,' , . , r.,' 0, r • • r., -tI, (". to.{, •• , ~ • b. (., ' .. 

' .. ---.. u ' ._ .. , -~ 
'_-." 

• Upd':', c~~~~:~n._" .. ,"'_._. 
_ ''''SPl) 

• T.ble Iook ... p and 10 ... ,.. 100 --... _"",,~,w_, 

,-

~;,;;, 

-~ _ ... - Division of work for the Roadrunner 
Implementation 

"-

• Opteron 
'- ........ CeI._r .. . _ ... _-
, .. ___ c:oh 

,.. ... _-
~~"CoII ... , ... " 

• PPU 
s...CeI" .. j"', ...... ~ 

• $PUS 
OMA """'" 01 ceo ,"."""!' 
~. 

... ....... "'" . ~. 
M'_'_'_' - ---------

I""'"ri"'= "'C""",, -, , ' 
"'" '...J 

I I I I I I I I I 
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• 

• 

Data access In Cell memory 

f ... SPU ............ II .... , , ,. ............ / _._ ... ..,. 
• DilIo<"' __ :":.:'~"""_5"""'r_ZdoOo;'." __ <02 ,_ 

00<0 ....... ..,....., _ ........ 00 

~_..-.. _ .... Ano "" """"" "" ' ,,. 

.~~ 

=:=_,-". =.=c.,.,_= 

-~ . 
i! --- Data access In Cell memory ...... -

. M ".''"',T, 2 _il. 
DII ... __ ._ ....... ··p .• "' • ..o, .. " ..... 

• .. ---
00<0 ..... " .. ' ... _ .. 04 ...... 

• 
• 

• 

, 
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• 

• 

Data access in Cell memory 

Eacl\SI'U - ".'''j ' -'-""-__ ,as, " ~._:.::.:.::.:.;. "~';;'~';': .~ .......... _ • 400 _. II 
• 

, , ,._ -
~ ':::.:':~::' :":-:' .... :':-: .-. 
~I r ... lor_"G" ....... 

-­_ ... - Other changes for the Roadrunner 
implementation 

• ConlOlldaliQn 01 derivative ca lls 
If ~ a. .... 11Ye cals PfN RHS BV"'.""" 
~ __ 01 5)'1IC pOU!rs bIt_ ptoe.S$Ol3 

• Overlapping 01 compute and communleallon 
Fn/ • ..".ss w/'JiIf/ y-dflrivat;.. ghost cds.,. brmtd. lite 

• """ Clilrnnl ~.,. _ """""'Y spaces 

• Control o llocaillor. usage 
ro 10/;81 store .".", (s;n NZ) lJurJ 
Ex". LS ,'",ys flftderJ /(>r 

• RK45 RH$ ...... rt 
• Gnoot c ... 

.. -
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• 

• 

=-::::: - Table look.up and Inversion --_ ... -
• Look-up 

S(r! IghtfOfW!flt ~lcuI8~ oll'liel~. load /o(;a/ ~II. end .i'llelJlO/otle 

• Inversion 
BilWllY ...,.,1> _"'_"_.7 

""" . -- " .... _, • . __ .... , , .... _-,_ ....... _---........ 
~--_ ... _--, .... .... ." ... _ ..... ". -
_""~;;.; ... --........ --..... ""'L ,--..... _""" 
....... ,,_,,_ ••• ' 7 , .. " ... __ _ 

"-_ ... ~, .'_ .... _.w., ....... '" -. ""oil, 

. ~!o!.~!2! 
-.----~.----------

~;;::= Summary : excellent performance of the 
Roadrunner implementation -­_ ... -

• For this problem 
Serial tests show speedup of:> 30x, double precision 
Parallel IPflfKiup I, - 20x 81 scale 
S>gnificar1l ' n lnlCluoog 01 1M code was nooded 
• lal""'l''' cIIrla VOlume tr_ 
• _ c:orroPiclMd ICIIeIIu4ing .1Id •. ,nct ..... oIulton 

'In general 
For I./'fle S/l'IICILad dau sets, the eel «e-..1IOf'I poMiIDM II ve<y -• ~~rabc ..... iI' · 2 III. 
• . .. h"lllllMlClf} ~ .......... '"Sf I t' l 
• _'f'7r·'P .......... iClan~"""" 211101*_'-

.. . -.---_._-
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• 

• 

.r .. pc>wtrful 
I • llevelop 

IIllco .. , M'W phyoici. IIrvo 

• Turbulence design u5i ... g DNS Ind complementary ph~lcal 
,xp"'_nts: 

LORD 2IXIIKl5eDR, "T"""","noe by 0I'Iign,' PI : ,,"" "'" "'do ... Ices· 
2~ co-Plo: D-..!u.....:..ICCS-2), Kot". .. ..... (P.2'~ Fteyll_ ... 
_ F_ Gm_ (~CP -4 ) 

Turbulenc. model development anel v' lkh"lon " ling ONS <lat.; 
verj!;ution of RAGE: 
- LANI..!.L.Nl «>Ia_ • .."" 

I N_ lmpOftant physIc, discovar.d ... Ing large • ..:, .. ..:e .... I. 
lurbuJenc, 'imul,tiont; 

€.o:ample. Twornuid miring " u~1ricaI1or dihienl denSIty 
ftuod'. 

• Ntxlgeneralion Direct N_rlc .. Slmulallo nl 01 fluid lurbuMnce: 

Fim in"l l menlabon of. large ftIn(J Oynamlcs COde on lie Cell 
aN:hlledU,e (Roadrumer) WI" ~".;:,,!Ie<U ~ 

-----. ,.--_ ... -h" 7 a __ _ .. _ .... -. ...... -
'" , to ....... . . .... _.-
""' ....... _.,. " .. ........ _ .. .... ~"7 ... ~_ ... .. ....... __ .......... . 
-'" ," , " ."" .. ....... -.... .......... 
---~ , " 

Numerical Simulations of fluid 
I : ROildmap to Exa"al, 

-
-------
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• 

• 

Overview of POE Theme 

D .... K ..... I I T.J .. 
, " 

Definition of "POE Theme" _ .. -
• FOf Purposes of Organll8\1Ofl, NOT: 

eFO, Mont&CariD. lnlago_ c:-, DoKreIe E-.l --• POE Theme IS: 

'"''~''' 1 MaIh D.uem .. dIIC TCo, .. ~_ .. , 
SA •• 
~POnaI PlIo ..... PI.,'tCl 

'""""-....... 
I'Ph1r9 

1t1!!......!! - --- -

5/21/10 

, 



• 

• 

• 

• funded by NN$A. Office 01 Sc;ia.,c .. , lORD, and 
O(hef sources as well 

• SuppOrts the nwssion by !te\eliJPIno lundamefllal 
capabilities. 

• These fundamental capabililIM lire typically 
intended to ..... prove Iha peffQf!TIII~ lind/or 
pr8(f;clal)ility of large !!CIlia Inlegmled codes (Ie). 

• MeiiPbeI5 01 LANL POE comm\mlly can be found 
primarily in ecs, T. XCP. EES. ISR • 

--- , 

Ii of Talk 

••• 
level d eIb1_ 
0. ..... of S4JI>.tooicAI ...... 

Cud. pajnlOn Ie> oe- t.Ib ....cI PO_' 
• Thoughts on IwO important LANL directions 

!hs!'2'" 1 ....... ' "" ..... "I 'Q' .... 1Il00. Ind'­
~ emn. h i ' 1IonIhip!<l MP:tt at 
Uncer\aJnIy auanaticMion 

'f!:p1!1h_ Tnpr 2; s.c.Ie~ "". ,. on 
• • .. c ' pIatIoo",.,. __ 10< _"PIlI WIll (:0-

<IIU Q'1 

10/11/10 

• 
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• 

I of Effort In POE Them.: 
fOl a few 

• T -5 , Applied Malhemaliclf tJnd Plasma Physic" 
38FTE 

• CCS-2. Campu/aliooal P/!ysics and Methods. 15 
FTE 

• T·3, Fluid Dynamics and Solid Mechanics, tI FTE 

• XCP-4, Methods and Algorithms, 6 FTE 

._-

I Math OveNiew 

• All historic core strength 01 LANL 

• l&rge concentration 01 actMty in T and CCS 

• T ttldilional furodi"g SOUr0e5 haY!! been NNSA, 
Olflce of Soence, and LDRD 

• Topoct indude numerical analysis. GOiloputational 
mathematics. complex far· ff'om-eqo.JIibrium 
lysIIemS. mu/b$CaIe 1IIlII/'fsIS. llOChaslic: POE 
.natfl;" .. -=..,--

-~.- M i SI 

S{21/IO 

, 
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• 

• 

---­_ .. -
• 

Two Hlgtl,.Proflle Activities In 
Applied Math 

• Cflntet lor NotIIinear SIud' II (CNLS) 
FOCUICWI'u. 15'. ='A' ...... 01 11'5'-...... .,,., .• 
Ai ' '"8)' J 'L , lANl..-l.,.. .... , .. ........, 

• OoEIASCR Applied Math Research Program 
, ... , ,.UI ___ ." ' .. fulc:oro< ...... ,1O 

---

Math 

• Talk b~ 8, Wingate On rile Slow [)yrnJmics In the 
AIl;tjc Ot:&8n 

funcsamenlill ...... KP " ~ IPlllecllOeIirr'MI[8 

PI>ys.aI "' ... t.,o"" lIMon il '_ eo....:! Irnpad 
IOI'4fs lor """"'Ie ... IWObIoo ... {I~ 

• PosI8f by K. L..JpnikoY: Mimetic Flnlre DirrerfWC8 
Methods: TheOIy and A.ppIics/JOn 

De. r ' ..... . ,. 01 _.....ctd 1bctlIt1l,1bl rnell'lOds 

IfnI)acI on core LANl ~ .... Iion. 4SC 

'>Il7/50 

f 

• 
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• 

• 

-" 

from K. LJpnlkov's Poster 

. -----_ .. _ ... -__ ... ~ _ J 

. m-_ 

-- . 

-
An Overview of Deterministic 
Transport 

• Long LANL hislQry of foundational reseaoch in 
simulation of Boltzmann eqoarion lor phoIon and 
neutron Irans.por1 

• Pnmary IXlnOe.1tration of alfort in CC5-2 
• Pnrniwy 11 ... 1"9 S(U'C8 Is NNSA I ASC 
• Research topO'" i!'dude' 

S, t .. dioc"":· ..... _~ 

P"- ....... ii,,,," 
~ ",,1hoo:I1 

__ n'p"tt 10 rnoJIVI,ll:1 0CIUPIing 

!!!.~ - -- --

SIl1/!O 

, 
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• 

Presentation Rep,...entlng 
I I 

• T.1k by J WiIfSIJ: Ne/WotJ ', Me/hod for SH 
TI'itn~ ~fion.s 

ImpM:Id '101Il10 n aT 101 ••• .., __ rran.pon 

. ....... E 

• r;: ".r .... " " ...... oIio ..... _" 

M>&4 "'* d itQlltizalion on polygon ","hel 

s~ comedJOn witf, n(jf"j_ar 101-. ,es.eaorch 
S,_giIIic <:O««~ 10 "- dioectioo • ., 
__ IeI'1 DtIOOII'IO 'Ijj<>.d". 

- --
I 

• Research In linea, and nonlinear soIver& 

• lANL community .ens In T and CCS 

• Fl.ndingSOU'C8S NNSAIASC,Of!IceofSCience, 
Advanced Slmulillion Capability for 
EnvIronmental MaMgemenI (ASCEM).lORD . . 7. 

• Det.ii.ii$Iic transport and Irnplicil CFO methods 
ha .... been big drivers 

• MuItlp/'lySleS methods and analysis 01 operalor 
splonr.g approaches 

S/U/lO 

• 



• 

• 

• 

• Ayailable software indu:les BoxMG and LAMG 

• ASC ~ p el a ::I cancelled In 2007 as 8,.StIII. 
01 teduoed funding and fepriOiitizaliorl 

• E\iiOA.ing I GrowIng opponunilies 
,"SCEM _ CIi . m 

---- N.~ 

Presenlallon Repreaentlng Solvers 

· Posu,. by 0 Moulton: SoII>6rs ae1l6/opme111 fot 
S~1fCe App/ic6lif;1m: 
~ lIQIIIic.e __ • _ vMefyQt 

co -..,Ie. , ...... la', mJnL '1'1, nUli.pl'><: ' " 1T'O'11" 

'>Il7/l 0 

, 
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• 

• 

-- Overview of 
Computational Plasma Physics -----

• HiS$Oly 01 m;slilJOllind POogiilm Slwd (ICF and 
.... FE) 

• LANL commoJOity exists In T • XCP lind ISR 

• Funding s~ have Indoded NNSA, OtIice of 
SCienc;e. NASA. DoD, and LORO 

• Appiicalio!1 areas have Incll)(ie(I magnetic 
confinementluslon, inertial connnernent fusion, 
high energy density physics, space plasma ""- . 

-.-

In 
Plasma Physics 

• Rkh hislOfy 01 foundaliDnlll, high visibtlity. 
algorithm developrtleoilt a t LANL. 

• Talk by B Albright' VPIC: Kinetic Plasma 
Modeling aI/he At/uel,'!! MId Boyor>d 
~.5 111""-111 oI •• 1JII;liI EM PIC oodeonlO 
...... 'ICed IIU(ItoiCOiiW .... 1uCII" ~ 
F ... _ ~"'7C1' W ' ..... 'I)i.1n ~.~. 

10 ............ ,.. ;:-'~ .. F ... 1on ,.....-
S"""gi>1ic o~.·. __ ~~-, 10 .,. ... boldg.h\l cIH«:1ioo, 

• 



• 

• 

• 

Mechanics 

• Strong mission and pI'Ogl'8m need 

• Model de'Jetoprnen! and atgori\twn de.elop;'i8I1t 
are tightly ooupled t-e 

• LANL modltl and algorithms community exists In 
T·3, T. l , XCP·5, XCP.4, CCS·2, and MST·8 

• Limited support foc melhods and code 
dellelopment 9t LANL (NNSA and 000). 

• Model development nat 9fljoy«l 1\I"OI'Iget 
~ support 

I ~.~ "'==oo __ . =:~====:---------. __ --.! .. ~" •. ~~ __ 

Computational Mechanics : 
A II and II Pr ... ntation 

• S1alIdard spatial disaettJ:atiOnl and soIubOl"1 
methods can be challenoe<I on lANL protlleml. 

• Poslef by D. Zhang' AdverlCes in '''' MeleriIJI 
Poinl Mel1lod IfJ' NodirJSltt'" ~ (ptCtufe) .. , , ................... ,-. :~~_Pow>i 

. hh:d An __ "*,,I*'dt bALE. 
ea ....... .,_ .............. ,'r.d, ••• '-"'" 

Syrwo" Ioc_ ........ ., .... ~dio_' 

---

5I2J/ IO 

• 
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• 

• 

-- Computational Mechanics: 
A Results from D. Zhang's Poster ---.. -

• HIgIlwlIIfHlIte, l8rge 6eformatlon. multimaterial 
apr,AlcatJOn . nI!her unique 10 a lew NNSA labs. 

--~- ,~.-

• SIfOng mission and program need 

• Has some support !rom ASC I NNSA and some 
support from LORD Support ha$ boon --..... 

• lANL comrnunily Induc:Ies T·5. xcp and EE~ 

• LANL meshng nead's are laitty non-Sl3ndard 

• Foa "81 heavily on caplul'ing very compleJ( 
ph)'$lc$ precisely. 

~'E! _. --
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-- Presentation on M •• hlng -----
• PosIer by R Garimella o..vm- of LANL 

Meshing Research. 
TI, L.anT 

--

-----
Thought Topic 1: MulUphysics Time 
Integration Error. and UQ 

· Some Requirements for Predictive Simulation 

Po.....- Phvsa """"', E~ Sei 
1\c:a.olI .. ~ <hcntIilauon I MMqI,ete grid 
"fo •••• (3-0) 

"~_~""rIo"i._ .. !r !:. .......... aIgaiII." •. 
kanM __ ' V' ,""' ....... rI'» _ 
., " ... Wtomult ..... ' 01 __ ""'*' ..... 
tIIb'lllD"- 10' ____ , 

• ReLationsnp be~ lime ~ em;II' and 
'" "5\M Is of "UQ' 1 
W'!2!£ -

S/11/10 
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-- Main Points I History 

• O perator splitting and linearized time integration 
was driven by computers and sdvers of the 60'5 
.md 70's. 

• This is the algorithmic "weak fink". 

• May lead 10 aign~ ~mulauon of long bme 
iI'Itegt'lJ1IOn etrOI'S. 

SoIuIion can IPIl •• JI/lYIIcB! BOO ..... "M! -'!!Y. 
bill be WfCRlIl 

HisIOric 0001 has been "",,,,cult .. 1 .tabll~~ 

. {;j '!.!..2 

• Numerical Stability doet flO! equate 10 NUIIlIIficaI 
Accuracy (as wil be shown) 

• Examples in lhemIal radiation diffusion. MHD 
physical instabilities, hl.Hlicane Intensificalio n, 
mulUphysics nuclear roaeto!" systems .,' 

• Who is impacted: Weapons simulafun. d lmate 
Change prudictions, .... 

• Imcact on I interaction wiltl 'UO' ap~ and 
activities ? 

" 
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300=.. 5 __ .. .... vo(1_1 1 500~'''' 
/I" a .... __ "'" QOO5n F_.,. __ _ 

" .. __ .. -

~--! 
_. .'" 

Intensification Example: 
solutIon, but with "drift" 

Linearized and SpIll. Nonlinearly Converged: 

• P', '''_. __ __ . " ,'I 

-.r-----_.----- -
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Poster Presentation by J . Reisner 
on Hurricane Simulation 

• POtl1Gf tty J. Reisner IJfjlizlIIKH! 01 • Mufi.phaSll 
PIJfficM Model ro De. slap Se//-ConS/sient BuIc 
AI crophysical PN1Jffl81Ml8bOflS 01 Hurricane 
Modoi. 

-­_ .. -

I\d •• _ "",1 ,. ,,"""" ___ ua , "II 

_._ .... rr'lu_" .. " .. oILCCf 
.. 'me ..... 2"o"II) •. w.I"~>CII " .... )<It 

5, •• , j . W' 4diori 110 Ie " I b"kIgoi", dIr_ 

Questions Regarding Multlphyslcs 
Time Integration Error + UQ 

• Wha, dO we wan, fYOm muI~phyIICS ~muIa\Xln • 
ua 1 Nood 10 ask up fronl. 

.-....-. 10 imPotUInI / mea ..... .,.. quan~l," (often 
"'-Orel) wiIh tome ".f...-:l uncenalntv 7 
I, Ihq; the ......... deIIf\y quantified IOr.g .... 
"'1eg'1II1ion error 7 

• Opportunity to brirog IOgItther 'Optimal 00' (ne~t 
slkle) end 1he long standirog problem of 
II(:Qjrr'lUlaliOn 01 ~!ntegratlOl'l error. 

- --

!Jl7/IO 
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• Premise: UQ III-posed, (Pfesenlly tl\cn it: how 00 
you comp.are difl'erent ua resul1s?) 

• Resolution: QUa probjem formulation _ A New 
Approach Irom LANUCALTECH 

InP\ltf. CIbjocIrves, e . peo1lo.no>oole<lgoe . sI!T"OIoIIIlDn 
... uUs. u~"" d'ta, •• ~ 
Ou!pl,ll: OUO pptlmiUlticwl Pllltll.", 

• SoIullon to OLIO OplimlUltlon problem: Optim&l 
uncertainty QuanliflCalion 

;~" 11 os _.;. tI>I_11I""'" .... If'clobt 

""--- '.-

• Oe~elop theory IOf long bme wegrallot1 erJOf 

IICCOmulation In II multlptlysa telting. 
w. ~UST I S-,' 1M," ,'t)M1y!hlll. j( • __ 
1In-. __ 1D'_ ..._ -• Incorporate into '000- Co-desIgn rdOOing UO _ •• ___ .," " ~ R, ........ ,----. -_._"" ...... .,.: . 
_~u;:md)"'_ .... I .... ~· .... 
e",*" _'*"" '0;1_100011' 01(lOi _ 
_ ..,.oIId. ...... 9'*.' 7 01 ~ lor """'" . ' , ...... ' ~. j ow. 

~~ -- ----

'i/21/10 
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Topic 2: Scale-tlrldging 

• MuItl-tlme seale, moAti-space scale phenomena 
utMquolOl.lS. Scale bridg;"g lIIgoIothms _!We 

• P,OIOIype line-scale (kinetic) problem: 
_.~~._v.-_" 

~'II---. 

• Desire II 5Cal&-bridging algorithm which 
ac;nlerates 811 accurate solution of the 111'\&0 

ve'e equations sudl thai CO&rM (et'lgineer\ng) 
time and Ieogltl scale simulatiOns are 
achievable 

on 
: The Scale. 

• High Order (HO) problem (FIne scale). 
~_""'dlhe"= :" lIeQU8101 

Solved by eIIhIr. ~ Oi Monl&-Cark> - . 
• Low 0r0er (LO) problem (Engineering scale) . 

1tI\III.........,., 01 pIIeM _ ""'", ... ,'- oIl1\11liO 
p"bl .. "" 
c.nl<lMlon. ·coar ..... COi.~_ ....... _ 

• Both the LO pootlem atld the HO protllem are 
solved oveI !he enilrv QeOfTIeITy 

m7/ IO 

.. 
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---- Mapping 10 heterogeneous paranet 
archltectur.,: Related Example 

· Poster by S. Habib: The RoItdtuntwff ~ 
PrqSiCI' 

Pa'Ix'I;n..ceII ............ oI .......... P. Z"'l0y5111m 

Poo_ ....... (., ' t IDlO .. obIoom) • ...:uLedon 
OpIMItI s.,.., 
PWIK:II P\.IItIIng ICf VlaIOV ....... (t«Nar 10 HO 
.. ObIao"jdOnltonCMI 
~.~ poclurl, l'IOI<I to.,101 POSltIt 

• Not the proposed saleoMaglng illgorithm, but a 
successllll mapping 01 the required COf11P)I'lenlS . 

.. -

Roots: 

• LO pioblem solves lor ICIIlar!\ux with ' closure' 
coming from angular Hux 

• HO problem is saIYed tor angular nux 
(detet""lislic or Me) given RUlon and ICIInOfing 
source from LO ptot'em IOIutlon. 

• Long history. worIting aIgoIIU.,.ln Industry. 
algol id ioTi research cuntio'lUfl, 

• LANL start have made conlribu\lons and many 
ilisues have been worked. 

.-- N,'SA 

V/l110 
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Algorithm Application, New: 
I Radiation Transport 

POE r;'tIem lrl'lOl'>ing 1NI1 ..... *,_alut9 .• adialion 
.... \II arcl .lIdlatlOr'l 1kI. 
Eddit",,,,,, lenaot -... Jmm HO prOOIem IOIuIion 

• HO problem: 
SoI\I9 BolumaM GQ fOf' 8"Ii'J1 .. InlO,.iIy 
(delO<minlJIic; (I( Me) 

..... tn JeorIIIIe<3IUf'11 aoun:e J)fOYkjocI !<om LO 
p<oble'" IoOiutioft. 

• A'o'Oids artifici81 F\eck-factor ICIIttOfing term from 
'" IMe. and oonverges nonlinear IOUroe coupling 
...l" --
-_ ::lI(" New Algorithm Appllntion : :=;..:. ', _~ Implicit Plasma Simulation 

• CoIIisionless, electrostatic example' 
HO l>obIum: Ion _ electron..-.- tqo' bOO. 
I_on. gOcI 01 w.dI PIC) EIedriI: n.tI (E) .. 
po_bylo,.,r"",.o' 52. 

LO .. ubkw", InIIWO_olion_ !,: """ 
\" N,P' 'L EIotMOI'~I",'''_' 1l Ib, • 
.. Oh .. dIorE, sv.. .. wo ... , .. ,I""" ' '0' 
oIHO"_i~ 

• Large. stable, and aCCUflllellme It. 
demonstrated. Research continues. Many 

'" ponjhle aP9'ica1ion$ (impIicII VPIC 1). 

"'----- --

Sln/IO 
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Cbmputa-.l 
..... AIII>i..., Malbe __ 

c...,.", ... ........ 
Mt,,, ... to, lOlO 

Conclusions and Future Directions 

• Conclusions: 
- Provided definition of POE Theme 

- Overview of POE Self-Assessment. including: 
• Overview of sub-topical areas 

• Quick pOinters to other talks and posters 

- Thoughts on two new LANL directions 

• Two Possible Future Directions: 
-- Multiphysics methods and time integration errors: the 

relationship to aspects of Uncertainty Quantificatio ':./1 
-- Scale-bridging algorithms on Exascale platforms: a . 

A test bed for computational co-desigr). ___ 
, LoSAJamos 

to! ,Io l 10 ...... II""_0 ... 10" 

5/27/10 
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VPIC: Kinetic plasma modeling at the 
petascale and beyond 

-- VPIC Is a " best-In-class" explicit 
kinetic plasma modeling code ----- ---

YP!C ~ e_..,-OoII)" ... f_ ..... !I'OOl ~ P1C oodo 
.. II1'II - _II __ ., VPlC "" .. _. , ... "",LIab')' otood",d 

Su!>I>ot! "" ~PIC do> 2 _'" DSW, "'SC, S-Cam"..,<. lORD. 
OOE IOfES). 000, DNOO, DTAA, NfoSA 
Kinltellil ....... ~ ""'S" "l1l_1O N l_-,. __ 

r . ~ __ .. , a, .. 107 "._c:a 
c •• c: .. '11_ .......... 75' . _-'ptPo81O_; " PP .1IuI 
YPIC • ...-,.,.g , ' .. _ .. ....,.., ..... 

~7t?:' O' ... ~~~_oo._;-~---------"-"------."' •• " ... ,,--
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, ---­_._-

. no. U ..... rIP" .'1) _ LNOI. suc:. __ 1 __ anlage '" 

;>10 ...... _ tog/I_vy '*""Y ~ 

, --- Outline , , -­_._-
, Tho! VPIC algorithm 

Data !low and high 
perlormance .... ptIrcompvMg 
in !he mul~oo!tl era 

• VPIC Application areas 
- ~pIo ......... _!oI 
"'~i& 1 fullorl.""" . 

- '" ....... , ...... 1.1 . , 

• Future D",ectlon~ 

, 

!i'_··':.!':ii"'~' ~~ '"-; __ ---------- ,."'.---.:.---~.- r",SIt. 
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-- - What does VPIC do? , , -­_ ... -

, 

I,I' _"-<',V/. • 

• ..!....(t .rr-< .. . Ii).VJ .... ., .... 
-(' J,)_ 

I, t • "(v . p"iI - l .,,t) 
I,A __ v.t 

~ .. . -"-­-_." 

, -
--

VPIC nIagr ..... v.. .... ....,.uc_ 
IIcJIIzrMM 1)'$' "", in ........ bIcI<QrounO 
_""" lor rn..oi!lplO _ opeci<to 

fAA .,pIiCi!-impI"~ ""!!Ire ... "lO<.ily_~ 
".~ov. arid __ Ii", -...:..g .. 
..... ~ DlHdon. __ .,.,... 
_'.,,' '.031'''''''\11''"_1_ 
~ (_ ola:!lmel1ll) 
Oot.a.sooaebUbOn or'. is pr_. 
~-'~e..I-"IM""" 
_"" __ { .......... cI"'2 . • ) 
$mooI\ J .... """"'*'!rom panIcIM: E. B, J 
No' ii' 4 on. "'"" and intotpaI __ 
~. 1 P it 

-- VPIC Is a Particle·tn-Cell (PIC) 
kinetic plasma simulation code ---'''-

0 .. g_ lot high .' '''''1 "" ".,o"--",,,,.,IS<I 
plilO<;m. 
_,....,. ... oIS1MO_ 

-~ 
E ....... ,.. MPI' """""""ding ----_ ... -

/ 
" , ' 

:f';'~' t·~~ ...... --' , .-" ... .. lip • 

=-.. ';.:.;;." 
N,'SA 
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time step, typically >95% of the 
time Is spent advancing particles 

VPI( mn~ .dv""". 

, ----­_ ... - VPIC algorithm ; good and bad 
features for modem architectures 

_ 7 _~ 

, ·rno ... c-_ ---.... -...... -~­i', .... _ 

--c ... : ..... IV """N.h lby • __ 
_ ' 1_'" "'""' __ > oS .. '" "",,"I 
~_ 0Ch'ir'0<0 It ."". " ""I1OeI7I S""", .,..,.,.. "' ..... .-.. __ """ __ .. ,ido 

--F ___ .,"" • ...-_ 

I 070 ' ' '' 2016 ........... 211_ 

-' ,,-~ "."0, Iror ... "",,_ 
n..~ .. 
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-----.~-

- Roadrunner focused how to get 
high perfonnance on multicore 

• OW m h, 
~_...,..."._ ... IIf9o" '._Of 7' 
L.oo.ovP..: __ .... _· _ .......... 

.... .., ';---lJiIu ..... . . __ ""SPE ", __ ,,, , 1_ 
f", ___ ID"'"" ._1o<.oIit? 

. n.m. ttU 
__ ,,"", ..... C· .IO "" SIMO_InIr_ 
. S~ _"Ii m ___ ~;";.;"'o-,.">., _," t': 

Conc!«rz5' 
D .... n'i>"", , .... _ 

" i 5 5 5 ... _01 ... , .' ........... , IL' .... 

. ~-"\....... _ ___ _ M __ 

- ---- N .... 

-- VPIC employs single pass 
processing to reduce data motion , _ ... -

_m ................. 
___ lOond 

"""'''.'''"' 

•• 0 _ .... " _, 

."A'''''''' _ ,::-_ _t .. __ ,. 
-"'-'-'''' .. --'._ .. - .. '''. _ .. ,,,'<0 , __ 

'-"'" , . -" _.-
. p.,-.,,"""'. __ ' g ......... _, ' : 00<1"""-""",, 

' ·_SlMO 
Tho __ .., ..... f>rougI1 _do .... """* """Ii ,*,,,", ....... 
~_"'-1ho ' ! "'" __ _ 

' ...... , ...... I 
!L~' ...... t'" ,., " " ...... ,,_ ... ,e,. " __ 
"' ... - ... ". OJ ,,_,, ___ ......... ~ , _c"'.,, 

- -- _ .. -
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--- VPIC was designed so that single 
" 

precision would sufficc• _____ _ 

• PotIbOoI given by the cell index 
.nd offtet from the cell ce~er. 
normalized to CC'M d,m..nSlOllS 

• NumericIIl.!gorit1Yn and 'hygIene' 
lechnoques uHd 

0" ...... duIWlllOlE ..... B 
"" ... a ....... 
~......,'*"_I ... 'bul ....... _ 
[_"''III 

- _'::~.~-:::~~~. al ,,,*0l0I' "'* (_I'~' i .'~ mOWiall 
• $ens.lIv,ty to roundolf - truncate 

gives Iboul10x the numerical 
,...~ heating II IEEE standard 
1.00" ''''' ---
-.~---"'-

-

, 

"-. . , 
• ,. 

-- Data motion issues: accelerator­
centric programming model -­_ ... -

-­'- -­'-
VPIC on 

Roadrunner: 
accelerator-centrlc 
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§-~t .... On Roadrunner, communications 
=-= among cells is tricky 

PO •• l ..." 

~­--
0\*0'" 

implemented an MPI relay to 
hides this complexity 
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: •• :he,. and multl-buffering hide 
= "-'=Cm:::::'Cmco"ry latency & improve locality 

_c.e, , 

• 
~·'n ... ---

helps maintain 
nearly ordered particle data 

__ par , f , 5 • .,_ - ... -- ... , . "_' .. "_oeo • 

-.~---~.-
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-----'~-

. ---­_ ... -

Frequent sorting helps maintain 
nearly ordered particle data. ___ _ 

..,. __ . -""'­
Ihom ~IO ..... "" .... 

N.'SA. 

Frequent sorting helps maintain 
nearly ordered particle data 

_ .. - ' 2 .... Iea .......... __ h. : ' .... _ 

- ---
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, --------

, 
' ..:! ."--­::"'-' .':'::: -

Frequent sorting helps maintain 
nearly ordered particle data __ _ 

...... _.---. ... '­-"'---' 

Frequent sorting helps maintain 
nearly ordered partIcle data 

, " " . 
..-",--,. .. _-
Oi L <=104 ' .. ""_ ... __ ...., --

-~ _ ... --
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-------

, , --
-, 

- With these simulations, we simulate 
entire inertial fusion laser speckles 

01'30" _. -- In ... """ ronl,oern.". !uo<oo 
" p<lfimont. lieF) . t th<O Na,,,,," 
Igmt;oo FIICII I..,.. ttMl_ beams 
... bro,,"n Into ' spec>Jfl. to 
smootl> tI>e intaos<!y proftIe 

OoCJ<>SS '"' "" ".m 
• In int"""" ~I". _Of 

lPl ~n "",,\110, ..... ", .. , .nd _ 

"""'" ig .. ..", 
won VPK: "" Roa4<ur\n&r, WiI 
mod*' ..,tiro I ... , spKl<1H 
(tv"" multiple _~lesl '" lD It1 
aI ,tIe,ont ocalH 
ThU. "' a maj<>r "'''I' '"""a ,d 
pr&<1icti .. CO p.billy for ICF 

VPIC on Roadrunner enables "at 
scale" simulations of NIF 
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§~~:-§,~-""" At the Pflop scale, VP1C enables 
='= exploration of new LPI physics 

~o, -
..... _­_0-

lll5ef speCkleS e.hibij OOt'IIlnear laser,plasma 
intenldlOl1. (!filM!), ~d oodC-Olceller 
In the mullj,speckle GIlvirorvnenl (relevan11or 
NIF b8ama), strong t>a<:~sc.M .. In one IpecIde 
can lead 10 mum hiQ/IIIf bAc;klC:llner In 

;;: .~ neighbomg speclt .... _ newpl--. 
- -_. ____ u _ N.'SA 

, ---• 7 5 -----
Also at the petascale - new physics 
In 30 magnetic reconnection 

~', ......... , ...... .-.... --""'V" ....... ..... _ do: . l • • 10 IOnn lla'V" 
dill. --_ ""G __ .~in ... .....-.,..-
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, --_ VPIC is a "best in class" capability =-=- enabling scientific discovery 
---'--

W""VPIC. ojo'= .... _...., ..- ., • __ r~ '" p ,t l, m. 

VPK; h .. '-" <IOI.,.,.1tIy d •• g-«I 1or ' ''''''-~ Il10_ 
..... "11 in 2002 - "" .roo _ "",oed to IMo «I.~ '" ..... ~ 
~~. ~)'tInCI_.......-. 1_. GPU, PI'" 
IOE,_)-Co-Oool9n 

• T"'"umq .... oap~~l.ANl .. · .. t , ....... ,4* __ .... ., 
pIIsma Ind P\ogI1 _ ~ IC*'IOI 

, --- Where do we go from here? " , 

, _ ... -
• FlJure d,redions 

E>l>M"IOOI ..... p'p "O, Tile. ~4; $r, . 
"Yb<I<I .~ 

"" •• ,,"cll' • 
. _" 'IOn $.",.",. ,0" 

::::;:":::,,:-::::,;-::~ _ CaIIo ' PO""a ; , .. 
• lo0Io 

2O"'oeoi"bT(rtpl""" ~eo<Iol • 
E. pIoo! ...... _ """"PO'."'" "" i ., 
h)'llnCl OfCMtcIu<H to ' ",o-dl\l"1" j ':,' "' .... ""ti"'. ~ 

-' , !:!'",.:.oI.t!!1 --.~--- ... -

, 

. --
'r· .~. __ ._ 
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. -- Supplemental : VPIC operator 
splitting ---.~-

For . " ,. DeNI __ .... , h_""" __ . 

J,X - LX 
..... ... - .......... 

, 
t_ y/ .. 

I 2"".,;0. 0W o""",,,,, 01 ~ _llI "P<><""III is; 

Ai ',i, n ~, L. ,Il,.,l" .,l., •. ,rl M,,, " e - e ... e ... e 
~ ... ~ 
~:.~-~-=-=-=, .,-

, ---­_ ... -
.,.. 

Supplemental : VPIC Time 
Discretization 

... 2"" oro. Tron« _"" of II'IIr ,~1IIc: M...-J. 
IIoIIuuI>e ~ is. 

-. 
~I,i _~~i.. ,~o,J.. '~.L" 

.1.., .1, .1.-, 
~, . 

~<'/"-'.oJ...,;.t.. : 

l.'~.i _ f ·V . ~ " i _ , l-,'(fi 
4 .,i __ 'o. i 

I.. ~7~-cr;:ii .• 

t.. " ..... -til 
L. 
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, --- Supplemental: VPIC Time - ­_.- Discretization ("'OoenOte) ___ _ 

~.~'~'.II.II/'j' ',"'IIIIiIIjOIdIing""" _"II P ___ _ 
__ _ """Y )'IOIc!I Vf'j(;'. /Iold odo_ 

,,6,1,11,,6,1, ,,0),, 11 

..., VPIC'. "'" ~~ ICN.nc<o. 

""1,,, I e~I," eo.1-"e"l..e~i... " 
(I, melns/fat .... __ onao"c:ompuIOCI but Nottlle" - > 
-0..',0_" ,' ........ " ........ _ ' .. "' ,a':e" _ 
__ ,,,,(' , .. :co .. _ .... h"'" a...., "'..,. .... E, iii _, 
fnrn ,to ,. ",_ u ""'" '-<!(2 II> /0l!{Z 

no. ~ Imo d" .~...." _ rnbJ .. :L 'w' -01 """","","0 
r; ...... _, pM" 11*>1 -- ........ r\or\g, -...... -= "-- ~------­-----_.-

Supplemental: What Is Involved In 
this particle advance? 

, - .. 
In ~ja l Slate 
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Comput.tion.' PIIpIco 
and Applied 
Mlthe .... iia 
Gol>lbill..,-. 
1 .... lI-l~.IOIO 

Supplemental : What is involved in 
this particle advance? 

.... [ ............ ---r- ............ j""" ....................... ·········t··· 
: ~1 ~ i 

r ;~:·:£·t ! 

~ : 
: : 
: : . .... + ............ -.+-............ + .................................. ~ .. . 
· . . · . . 

Read: 72 bytes 
/' Write: 0 bytes --, 

, h~!l,~le: 27 flop 

Initial State 

Interpolate E and B 

ComputatioNl PhyIIa 
Ind ApPied 
Mott..m.ria 

Go •• -. 
J~ 8~lO.1010 

Supplemental: What is involved in 
this particle advance? 

· . · . 
: : 

HO. '?I ..... OH ••••••••••••••••••••••••• -:- •••••••••••••••••••• OH •• OHH •••• ~. _._ 

: : 

•••• ..:,. •••••••••••••••••••••••••••••••••• .(0 ••••••••••••• 10 •••• H •••••••••••• , ••• 

/ 
.... y' .'4"" OH •• ~ •••••• ~.'."" •••••• ,.~ ••••••• " •••• , •• , ................ '.' ••• 

· . 
Read: 0 bytes 

/"' Write: a bytes 
. ~~,~ftte: 107 flop 

Interpolate E and B 

Update u 



• 

• 

• 

~Ihem.rics 

c..j)lbIJI1V~ 

}ynco (I:-le. }OlO 

Supplemental: What is involved in 
this particle advance? 

: : : ... -r ................................ j .................... ·········"· r· 
: : · . 

; ~ : . .. ' '?'. . ... .. . ...... .. . .. .. .. .. . . .. . .. ~ ...... -.. . , . . II • • • ,_ , _ •• ' _ •• •• ••••• "?, .. 
: : ; 
: : ; · . · . · . · . · . 

.... + ........... , .... .. ............... ,:., ................. , ... .. ......... ;:" .. . 
: : : 

Read: 0+48 bytes 
~ Write: 0+48 bytes 

. h~~~,~~te: 42+70 flop 

Update u 

Compute Motion 

ComPIQrional Phpica 
.nd ""pI!.d 
Ma,hem.rics 
c.pohIity a..r.w, 
_1-10. 1010 

Supplemental: What is involved in 
this particle advance? 

· . . : : : .. -'.:.., ................ ........ -....... ~ ........................ , .......... ~ ... . 

··f······;K:::l··································· 
: : : ~ 
: ' : : 
~ y : ~ .... ~ ............. --+ ............ + .................................. +." 
: ! : 

Read: 56 bytes 
/'I Write: 48 bytes 

• !9~~:~ete : 168 flop 

Compu ' eMotion 

Update rand J 
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• 

• 

. -----_ ... -

+-

. ---, , 

-.~-

• 

Supplemental : What 15 Involved In 
this particle advance? 

I , 
.t 

• 
" 

u. , J 
Update rand J 

, I 
~ ... 
48 DyIOS 

,~ .. 
Supplemental: What Is involved In 
this particle advance? 

"i " 
! 

y 
I ,,---I. 

• 
Update rand J 
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• 

c...,.bll' .......... 
Jun_ ,9·10, ,2010 

Supplemental : What is involved in 
this particle advance? 

~ ~ . '-'T"" ........................... 'T" ................ -.-. --- ." .. _. ~ ... . 

/ 
. . ···l······ .. ··· .. · .. · .. ·· .... · .. ····l····_·· ...... ············· .. "'T" 

····tlO ...... '.' ........................ ~ ................................... y .. . 

Update rand J 
Final State 

Read: 
c,Write: 

. ~~~ ... ~.~te : 

o bytes 
32 bytes 
o flop 

Net Read: 152+ 56 nc bytes 
Net Write: 80+ 48 nc bytes 
Net Comput,e: 2416+ 168 nc flop 

Computational PhpJa 
.nd~~ 

M~th.maria 

c..p.ablll"t.., .~lFW. 

Jun4!! 8·10. 2010 

Supplemental: VPIC designed for 
effective use of short-vector SIMD 

~ 

load 4x' r ( l n t . coeff I - - iCO ) J _. QUIID ( e x" de.~ 'y, de xdz , d2exdyd z ) , 
in 'eI1l_ coe lf I l ( I ) J . OUA D ( e x ... d e xdy, e l<d z , d 2 pxdydz I, 
I n erp_ c oe f f [ 1 (2 ) I _QUiIll( ex" de _~d y , -", xelz , d2 e xdydz ) , 
in c. r c u c: [ [ i ( 3 ) I· QU AD I - e x.l dexcly, cl x d~. , cl2 exdyclz "l, 
e x, ciexd y, :le xdz, d2exdyuz I; 

ex - ( x • ely'de l< y) • d~ ' ( e xd z , dy·· d.2eK ydz~ 

Programming languages (e.g_ C, FORTRAN) are not expressive 
enough (e.g. data alignment restrictions) to allow compilers to use 4-
vector SIMD in operations as complex as those in VPIC 

To compensate, VPIC has a language extension that allows C-slyle 
portable 4-vector SIMD code to be written and converted automatIcally 
to high performance 4-vector SIMD instructions on a wide variety of 
platforms. A similar approach was used in Bowers e/a12006 

. loS Alamos 
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Overview • 

• Overview of Research Activity 

• Newton's Method for k-Eigenvalues 

• Newton's Method applied to SN Transport with 
Negative-flux Fixup 

• CFEM-Based DFEM Spatial Discretization 

• Final Remarks 

• Supplemental Items 

- Manufactu red Solutions in the Thick Diffusion Limit 

.Q Alamos 

• 
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• 

• Overview of Research Activity 

• 

• 

• 

• 

• 
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• • 
Deterministic Transport Methods 

• Deterministic transport methods research , and the organizational 
thread it follows, has a 60 year history at Los Alamos 

• Numerical methods are developed that provide the capability to 
efficiently model the interactions of neutrons ("neutronics") and 
photons ( ~radiative transfer") 

• These computations are an important part of multi-physics 
computational simulations that are part of the Laboratory mission 

• Research has kept pace with changing requirements due to 
changing mission activities or sCientific or technological concerns 

• Increasing fidelity and complexity of the applications to which 
transport solutions are coupled has requir~increasingly more 
accurate and efficient solution methods l. -

• Hence, there is...,strong connection of the basic research to 
applications, through both funding and technical concerns 

.~AJamos 
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General Research Areas 

• Parallel and Heterogeneous Computing Architectures 
Development of new algorithms and techniques 

Previously discarded algorithms reconsidered 

• Multi-physics Applications 
Coupling to high energy density applications requires robust methods 

Addilionallerms in the transport equation increase complexity 

Efficient and accurate d iscretizalions and algorithms are needed 

Operator splitting versus fully-coupled , nonlinear solution methods 

• Theoretical Analysis 
Methods developed for numerical solut ions must have certain 
characteristics for particular applications 

Analysis is conducted to determine the numerical properties of 
discretizations and algorithms 

A 
• LoSAiamos 
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MallwO\a!ia Recent Specific Research Activities 
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• Iterative solution methods implemented on Roadrunner 

• Parallel angular SN sweeps implemented on Roadrunner 

.. Neutron transport in moving materials 

• Efficient iterative solution methods for radiative transfer 

• Apply Newlon's method to eigenvalue problems (essentially 
Nonlinear) 

Criticality eigenvalue (k -eigenvalue) problems 

Negative-flux fixup in S,., transport 

Time e igenvalue (o-eigenvalue ) problems 

• Two-dimensional spatial discretization on unstructured polygon 
meshes 

• Numerical verification of SN transport discretizations in the 

.Q~::diffUSion limit 

." ..... ' .... ~ .. ~ .. ~. ;;;;,;;;:;;;;;:;;;;;;;-----------------;;c;-;"";;--_ 'MOM' 
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• 

• Newton's Method for k-Eigenvalues 

• 

• 

• 

• 

• 
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• 
Introduction 

g Space, angle, energy and time dependent transport equation 

p, 
- LoSAlamos .. ,_ .. .. _., .... 

~ Angular flux partide distribution I/>( r, 6, E, t ) at point r, direction Q, 
energy E, time t 

~ Malerial interaction probabil ities Ot.g(r), Oo.g' ~g( r ), old(r) 
It ~ multi group approximation, angle m = 1, ... , N and energy group 

g =. 1 • ... ,G 

[" I , " v
g 

Jt +O,., ·V +01,11(1) "'/1.,.,( r, l ) =: 4n r. 0'4'_I1(r)911'(1, 1) 
<-, 

1 Xg( r ) .(-. 
+ k 4n i..J YO r~·( r )<pIf( r , t ) 

<-, 
It Scalar flux for group g 

" <P1I{ r, I) = L, wm.p~m( r,t) , . , 

• 
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• 
Introduction (cont.) 

ct Steady-state operator notation 
~ 0/ vector of length NG, ¢ vector of length G 

L. = (S+ ~F)., . =0. 
" L is (NG x NG ), 5 and F are (NGx G). 0 is (Gx NG) 

ct Maxiroom eigenvalue k is the "critical" eigenvalue of interest 
~ Generalized eigenpro~em 

" Standard eigenproblem 

k¢= A- ' B<p 

A = (I - DL ' S). B = DL-' F 

• 

.... -..... oo~".='.=====:-______________ o::== __ _ H"~' = __ ...... ___ .. <Le .. ...",. 



• 
M .. ·." ... 'I<. -- .... -

• Newton's Method 

• Anselone and Rail (1967): Eigenvalue problems are in general 
nonlinear 

• Newton's method applied to k-eigenvalue problems 
Mahadevana and Ragusa (2008): diffusion and transport 

Gill and A2.my (2009): intermediate levels of iteration 

• 

Knoll , Park and Smith (2009): diffusion and preconditioning for efficiency 

• Very efficient compared to traditional methods (nonlinear fixed-point 
iteration) 

• No proof of convergence to fundamental mode (the same is true for 
fixed-point iteration) 

• Gill, Azmy, Densmore and Warsa (2010) 
Investigate splittings to minimize the number of SN sweeps 

Investigate a number of constraints , or update, equations 

A 
· lo5Aiamos 
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• 
Newton's Method (cont.) 

~ Non~near fixed-point iteration 

4l1' 1 = P(kl)<J/ 

k ' -t l = "'{cf/, k t
) 

g Newton's Method 

A 
. LoSAiamos 

~ For k = 0, 1 •... , until II F(u ... ,) 11< c 

J(t/)6ul = - F(II) 

tl1 1 = If +611 

~ Nonlinear residual F(u) = 0 (jacobian J(u):: F' (u)l 

F(u) ~ [¢ -P(k)¢j 
«'P) 

• 
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• 
Newton's Method (cont.) 

~ Formulations and constraints based on splittings of A and B 

Formulation P(k ) Constraint 

.!.A-'B 
k 

PI 

Au; (!e-Au) FPI (</> ' </»- 1 N 

Dl 1M(S+ !F) F ( E' FP(k)<P ) 
k - k ETFCP FR 

AL:'(!B-AOJ) FD k _ k (</>' P(k)</» 
W</» 

FW 

(AL - ~ BLr (!BDU -Aoo) FDF 

.~AIamos .. ,"' ..... _., .... _ ... ... , __ ..... ___ uc ... _ 
N .. ".&., 

• 
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Results 

• 3D benchmarks 

• 

Takeda 1: 1/8 core LWR, 2-group, Sa. 15.625 cells 

Takeda 2: 114 core FBR, 4.group, 58' 5,880 cells 

• 

Takeda 3: axially heterogeneous 114 core FBR, 4-group, S8' 18,432 cells 

C5G7-MOX: 1/8 core, 417 x 17 l WR assemblies, 327 ,726 cells 

• Speedup compared to traditional fixed-point iteration 

I j 

A • LoSAiamos 
(a) Formulations (b) Constraints 
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• • 
Conclusions 

• NK and JFNK can be successfully applied to the 
multigroup, SN k-eigenvalue problem 

• The Jacobian-Free approximation in JFNK does 
not adversely affect NK convergence 

• Speedups in large-scale problems are significant 

• JFNK is currently being deployed in mission­
related k-eigenvalue applications 

A 
· loSAlamos 
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• 

• 

• 

o Newton's Method applied to SN Transport with 
Negative-flux Fixup 

• 

• 

• 

L 
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• 
Introduction 

• Fluxes IV and $ represent distributions that physically must be non· 
negative 

• 

• Both unrefined meshes (spatial discretization) and inadequate 
scattering cross section (angular discretization) may lead to negative 
solutions 

• Mathematically correct solutions may be negative but are 
undesirable 

Slow iterative convergence (never proven to converge ) 

Degradation or fa ilure of iterative acceleration schemes 

Red uced accuracy in coupled multi-physics simulations 

• Negative-flux fixup 
Set negative fluxes in a mesh celilc zero 

Re-scate positive cell fluxes to maintain particle balance 

A Nonlinear 

· loSAlamos 
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• 
Introduction 

• Nonlinearity precludes the direct use of Krylo\l iterative methods 

• Hamilton , Warsa , and Benz! (2007) developed a "hybrid method" 

- Alternate between source iteration with fixup and Krylov iteration with 
"fixed fixups' 

Superior convergence rate compared to fixed-point iteration 

Inner and outer iteration parameters required for efficiency 

• 

• Apply JFNK as a means by which to exploit the rapid convergence of 
Krylov iterative methods observed in linear transport (integral 
equations) 

• Any other nonlinearities (eigenvalues, for example) may be 
addressed simultaneously 

A 
• LoSAlamos 
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• 
Transport Equation with 

Mathematics 
capability Review, 
June 8·10, 2010 Negative-flux Fixup 

~ Source (Richardson) iteration 

a L -1 represents a "transport sweep" 

.~Alamos 
NATlON "~ L AI OII ATO~V 

Q For each direction n and cell i a sweep ordering is determined 
Q Calculate the flux vector for all spatial degrees of freedom on a cell 

- ,I, 

- f I 
• 

VVi,n = Si¢~ + Q i,n 

Q \II i',n are angular fluxes that are incoming with respect to cell i in 
direction n 

• 
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• 
Transport Equation with 
Negative-flux Fixup (cant.) 

" Negative-flux fix up 
a p spatial degrees of freedom for every cell j 

" Any 0/1./,(1 < 0 for j = 1, ... , p are first setta zero 

"' ~n = 0,5 (lw",,1 + \lI /,,,) = H(Wj,,,)til ,,n 

II Wf" is ore-balanced" to preserve partide balance 

R F (E T r v"" - L.I' Lr .... I," \II ~,n]) F 
\II . = \II = ' 1,, \11 · 

I,n I,n (ETI _ WF) . I,n 
L./,n In , 

a ET is a vector of ones of length p 

• 
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• • ~".,.. JFNK Applied to Negative-flux 
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Fixup 

Q let [ -1 denote the nonlinear transport sweep operator with 
negalive+flux fix up 

e The nonlinear residual is 

F(u) = U _ 0[- 1 (Su + q) = 0 

e Defining v = (Su T q), the Jacobian is 

a([ -' v) 
J = 1- 0 iJ v MS 

~ The Jacobian is non-singular 

II 11 ( -1 = L - 1 the Jacobian is the transport operator J = I - DL - 1 S 

a A sweep implementation has the mechanisms needed to apply 
the Jacobian 

p, 
· LoSAlamos 
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• 

~ 1 em x 1 em square with a, = 40.0 em- ! 

• 

~ Small, distributed source, isotropic incident flux on all boundaries 

II LDFEM on triangles 

Qi Scalar flux solutions for c = 0.7 

J . I I 

• 

• 
(el 3137 Cells 

. =;;;;;;-
(d) 150 Cells 

• 
(e) 150 Cells with Fixup 

A 
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• • 
Results 

---~ -_. --- I-

I : ---
(f) Without fixup (9) With fixup 

Computational effort for the 150 cel l problem as c -> 1 
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Conclusions 
• 

• Newton's method is a natural choice for nonlinear, 
negative-flux fixup algorithms 

• The Jacobian is non-singular 

• 

• NK and JFNK can be viewed as a means to exploit the 
rapid convergence properties of Krylov iterative methods 
for integral equations 

• Convergence is not adversely affected by the Jacobian­
Free approximation in JFNK 

• This capability has already been deployed in mission­
A related applications 

· Lo;AJamos 
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• 

• 

• 

• CFEM-Based DFEM Spatial Discretization 

• 

• 

A 
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CFEM-Based DFEM 

• Computational Ptwsks 
and Applied f 
Mathematics 
Capability Review, 
June 8·10, 2010 

• CFEM: "Continuous Finite Element Method" 

• DFEM: "Discontinuous Finite Element Method" 

• A polygon is considered a "sub-problem" coupled discontinuously 
across faces of downwind neighbors 

• A piecewise linear CFEM assembled over a triangular subdivision of 
the polygon 

o Two possible solution representations within a convex polygon 

! 
-• 

(h) No additional point (i) Additional point 

A 
• Los Alamos 
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• 
CFEM-Based DFEM 

• Different from previous efforts using basis functions 

• Not tied to a specific subdivision or type of discretization 

• Extensible to higher-order finite elements 

• Elim inate sweep cycles by subdiv iding nonconvex polygons into 
convex polygons and projecVinterpolate 

, 
, , 

< • • 

A 
• LoS Alamos 
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• 
CFEM-Based OF EM (cont.) 

" Scalar flux solutions on various polygonal meshes 

-- -
E E - -

" -
- -- " -- -

(j) Regular (k) Randomized (I) Sinusoidal 

A 
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• 

Results 

Q Convergence in discrete L2 norm to manufactured solution 

Q; "'M( X, Y, 0) = x2( 1 - Xl) y2( 1 - y 2) (1 + n~ + on 
Q; 1cm x 1cm square, n intervals in x and y dimensions 
Q; Characteristic mesh size h :::: 1/ rY-

g Thin , highly-absorbing problem (transport regime) and thick, 
highly-scattering problem (diffusion regime) 

A 
• loSAiamos 
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• 
Conclusions 

• 

• This capability developed specifically to handle 2D 
unstructured polygons and AMR-type grids in laboratory 
applications 

• Has been extended easily to axisymmetric coordinates 

• Extension to 3D by subdividing polyhedra into tetrahedra 

• DFEM-compatible diffusion synthetic acceleration (DSA) 
can be used directly 

• Issues raised in exploring the diffusion regime with a 
mesh convergence numerical experiment using a 
manufactured solution is discussed the Supplemental 

A Items 
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• 

• 

• 

• Final Remarks 

• 

• • 
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• • 

• Deterministic transport methods research and development impacts 
mulliphysics simulations related to the laboratory mission 

• Research and code development for applications capability go 
hand-in -hand 

• New, often cutting-edge, capabilities are almost immediately 
leveraged for use in simulations 

• The transport equation has a variety of application areas 
Nuclear power 

Astrophysics 

Oil-well logging 

Medical applications 

• Publishing research in peer-reviewed journals enhances our 
reputation and influence on the scientific community 

A . l.oSAlamos 
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• Supplemental Items 
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Introduction 

• Verification of spatial discretizations with manufactured solutions 
Generate a source by applying the SN transport operator to a chosen flux 

Solutions computed with the discretized source should match the chosen 
flu> 

Convergence in mesh-refinement numerical experiments indicates 
correctness and accuracy of a spatial discretization 

Useful when analytic solutions are not be available 

May be used with any coordinate system in any number of dimensions 

• Thick diffusion limit 
Under a certain scaling the transport equation goes over to the diffusion 
equation asymptotically 

Spatial discretizations should preserve this limit when mesh cells are 
optically thick 

Otherwise meshes would have to be over -refined in thick and diffusive 
A problems 

· LoSAlamos 
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• 
Introduction 

• Morel and Warsa (2007) and Warsa (2008) presented newly­
developed spatial d iscretizations 

• Mesh-refinement numerical experiments were presented using 
manufactured solutions 

• Can manufactured solutions be used 10 verify problems in the thick 
diffusion limit, even though computed solutions are independent of 
problem characteristics? 

• Is there any conflict between asymptotic convergence and mesh­
refinemen t convergence? 

• 

• Does mesh-refinement convergence in the thick diffusion limit prove 
anything about the discretization? 

Po 
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• • 
Asymptotic Diffusion Limit of the 
Transport Operator 

~ L is the transport operator scaled according to the standard 
diffusion limit scaling 

L£ 0 . V + - - - - - Wa dO, A at 1 (at )1 A, 

c 4n: c 41< 

¢(r) = Is do. '1/J( r,o.' ) 

~ c is a smallness parameter such that c « 1 

g The problem becomes thick with respect to the total mean-free 
path and weakly absorbing (diffusive) as c ---? 0 

A 
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• • • ::;:;;::;""",. Manufactured Solutions in the 
M .. _ .. 

':.::~'= Diffusion Limit 

~ Assume that !PM is an 0 (1) manufactured solution 

'iJ Asymptotic analysis on £.1/' = S~ shows 

" a The same rpM(r, 0 ) will be computed when solving the transport 
equation whether or not the problem is thick and diffusive 

G Solving L t/I = So 

SD ~ 2. :o.pM( r ) 
4" 

yields a scalar nux solution 1>(r) = 1>M( r ) with error O(e) 

.-QAlamos 



• • • ;~;:~~~:~naIP'r'cs Mesh Refinement in the Thick 
Mathematics 
Capability Review, 
June 8-10, 2010 Diffusion Limit 

Q CPJ is the scalar flux solution to the transport equation 

Q cpD is the solution to the diffusion equation 

(I The asymptotic diffusion limit can be stated as 

A 
• Los Alamos 

NATIONAL l ABORATORY 

- ,,, ,., .. -~---:-----------:-----:c----;-:---------__ =--c-----: 
Operated by losAlarnos National Security, LLC for NNSA N."SIf!i 



• • • ~~;:~~:~naIP'r'cs Mesh Refinement in the Thick 
Mathematics 

~~~:b;";~,R;;;~W, Diffusion Limit (cont.) 

~ ¢;h and ¢~ are the solutions evaluated on the grid h 

" ¢ ~,h and ¢~ are the numerical solutions to transport and diffusion 
equations with characteristic mesh size h 

" Assume h that is small enough to resolve the length scale of the 
analytic solutions 

" To preserve the diffusion limit ... 
~ ... the discretized transport equation limits to a discretized diffusion 

equation 

~ .. , the discretized diffusion equation is valid (convergent and 
stable) 

A 
• Los Alamos 

NATIONAl LABORATORY 
_ElT, .. , _____________________ _ ____ _ 

Operated by Los Alamos Nahonal Security, LLC for NNSA 
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• Mesh Refinement in the Thick 
Diffusion Limit (cant.) 

g In addition to the requirement that h resolves the solution length 
scale, require that h remains large enough such that Othlt » 1 
as t -----t 0 

g Let (h ---7 0, Oth » t ---7 0) denote a conditional approach to zero 

lim ¢~ - ¢~,h = 0 
(h--+O, o,h».--+O) 

lim 11¢~h - ¢~II = 0 
(h--+O,o,h»E--+O) , 

A 
• Los Alamos 

NATIONAL LABORATORY 

• 

_!S",,) ___________________________ _ 
Operated by Los Alamos National Security. LLC for NNSA 



• • c ..... ""'.!IanaI '1, lei 
..... 'Ij! , a,d Mesh Refinement in the Thick --... n. t . _ 
_ "10.1010 Diffusion Limit (cont.) 

a Use th e triangle inequality to find a necessary but not sufficient 
condition 

a A numerica l mesh refinement experi ment can be used to -measure 1>;,11 - CPi,h with decreasing mesh cell spacing h 

II Use 5,. or So for some rpM and leI 4>:,11 = q,M,II 
III C small enough that the P!'otjem is thick and diffusive 
II h chosen so cells remain optically thick over all h 
III h chosen small enough to resolve spatial variation of the solution 

• 

"""0'" ... 0.""", 
;-'-;;~;.~-~-~";;;;;.~ .. ~, ;.~~".;;;,,~~, ---------------NN~.'~S;'\>:-
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• 
Numerical Experiments 

CTO 71:, _ 
_ J..lQ,lOlO 

Q One-dimensional linear discontinuous (LD) discretization has the 
thick diffusion limit 

II One-dimensional step-differencing (SO) discretization does not 
have the diffusion limit 

Q Show examples that confirm these properties and illustrate our 
approach 

II Deternine an appropriate range of € for future use 

iii Issues 
IIiJ Ensure that S< and SD discretized consistently 
IIiJ Use manufactured solutions for which tp""n > 0 
Q Angular quadrature must be used that adequately integrates .p", 
Q Poor ooncitioning may cause issues for iterative solution methods 
Q Used high numerical precision (in software) for calculations 
Q Symmetrized LD in order to use conjugate gradients 

A 
. loSAJamos 

• 

•. "" .. , ' ..... ~.': .. ". ;:;:;;:;:;:-:;,;;;;;;;---------------- -;;c;-;;,.,,---_K""' 
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• • 

• Numerical Experiments 

(m) Transport source So (n) Diffusion source So 

~ 1f'M(Ql) = (x2(1 - x)2)(1 + 3/12) 

~ S4 quadrature, x E [0, 1] em, vacuum boundary conditions 

~ h = 1 /2k, for k = 2, ... ,12 

~ € = 1/2n , n = 4, ... ,18, at = 128cm-1 , Oa = 1/10240t 

.fo~A'amos 
NATlO N1Il lA80R A TORV 

• 

_I",\~ ' l __________ --:---:-_______________ -=--:-_--:-
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c 
• Asymptotic and mesh-refinement convergence requires that 
,. 
• t: ---7 0 and h ---7 0 in a certain way 

0< • If this conditional approach to zero is maintained, a numerical 

t: mesh-refinement convergence study can be used to show that a 

~ spatial discretization may have the thick diffusion limit 

• Sample mesh-refinement numerical experiments confirm this is a 

• necessary, but not sufficient, condition 

• This provides a means for researchers to rule out spatial 
r 

• discretizations that do not have thick diffusion limit 

, May be viewed as an unusual type of code verification 

• Especially useful when a spatial discretization (method, mesh, 

\ ") coordinate system) makes analysis difficult or intractable 

A 
" los Alamos 

NATIONAL LABORATORY 

• 

_!lr, .. , ________ _ ______ _ _______ =-,-----_ 
Operated by Los Alamos Nalional SecurIty. LlC for NNSA -"J ,,'fSlJ}, 
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On the Slow Dynamics 
in the Arctic Ocean 

Beth A. Wlngate/CCS·2 
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Co~ R . ... .JU". 1!.-10. ~10 
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-- - Overview 
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.k.,·h"me message: rethinking 
slow dynamics In the ocean 
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-- - Overview of the LANS-o. model : -­_._- Lagrangian versus Eulerian (GLM) 
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The example of POP-a: 
green line % FTE, blue line % FTE 

No other ocean modeling team 
worldwide has a model like this . This 
achievement was called out in the 
BER 2007 review of COSIM. 

CNLS 
Post Docs 

CNLS 
Post Doc 

............... ~::::::::::::::::==~~~~~~ BER ~ ASCR 
~ NWP 

1993 1999 2003 20042005 2006 2007 2010 

~~ ''''''~' ~I [ ""T '".'} "'} I I"I I ,89JjI~" 
icamaSSp8R-HLOlm j LAN&a is a turbulence model! RsW IpOP-a 

I 
paper - I 

[1073 tDtIIl c~.abonsJ 1 LAN&a a closure for GLM. QG (barOclinic 

-I LAN&o. ;h~m4 E tability 
/~ 
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The rest of this talk: Slow dynamics 
in the Arctic 

• Motivation for using multiscale in time methods - high 
latitudes 

• Show that in the Arctic the slow dynamics evolves 
independently of the fast 

• Derive new equations for the slow dynamics using a 
projection operator and show they are nonhydrostatic 

• Show high resolution numerical solutions and 
observations in the Arctic to support the theory 

• Suggest a path forward for investigating both the climate 
science implications and the derivation of new numerical 
schemes. 
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-- '- Motivation: IPee clan ocean model. -. 

h - , ... ___ _ 

~,'" '- .. -oq'" ... 
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• , -' 

.. ...... __ ... ---

, '­--, Dynamics at high latitudes -­_ ... -
• Near1y solid body 

rotatiOn 

• Stratifie<:l flow, but 
weaker than 
stratification 
elsewnere. 

, 
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form with slow and fast 
t ime scales 

To~lorder 

.,. . 
Dr + C,,{u ) _ 0 

~."., '" ------------.,;;;:.-=.;.=---;.:;..... N.'SA 

-----.-
Solve for the fast leading order 
solutions ... 
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Then use the method of fast wave 
averaging 

Where U solves: 

.-:; 

~(x, t) = - lim - e-'ct' [.cs(e-·,£r iI) + B(e-·£ru:, e-'c~ iI) - D(e-·.c,--u)] ds. 
a- I j.r 
at r~OO l' 0 

u(x, t)ll-o = l.I()(x). 

And therefore. the solution to leading order is 

ut(x, t) = e-t/dFiI(x, t) + 0(1), 

And since the fast linear operator is skew-Hermitian, u has an 
orthogonal decomposition into fast and slow components: 

u(x, t) = TIs (X, t) + uP (X, t) 
Using the fact that LF(US ) = 0, the leading order solution looks like, 

, Los Alamos 

CA>mputadona' PhysIo 
.nd Applied 

Mathematics 
Cloob!h .. 11<..-. 
111M 5-10, 1010 

The eigenvalues and eigenfunctions of 
the leading order equations 

Therefore, study the solutions of the linear problem: 

auO 
[Jr + £F( UO) = 0 

u = r exp [ik . x - iw(k)t] 

'/I t 
W = 0,0, ±ikl 

Notice that there is a dispersive mode wilh zero frequency_ 
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direct computation here is the 
fast wave averaged equation : 

, 
"1>.11 - L L ." " ~~')('l ': , .. _, 

~ .... _ ... ' ···"", ... F_._ 
., • • • 

" ,~. '''-'' ' . £. ,- ," ',,, . -- ,.', . -., -., -"- '" ~., .... " 

. --- The slow dynamics evolves 
independently of the fast 

, ---.~-

.... ' ... .., 'I" 
1' ....... " -f " 

•"''-'~'. ~ I' - -- ,-~ .. u...,' ... , •• " 7 "' . ,., ' " . ..... , 

(k f Dj 

Thee wave reliOllaOOH means we mUll choose k' 
and k" $IJeh th_ 

k' d/" _ k. ...( • .( 0 

You can show that the ontefKbQn eoef'IieIentt .re zero 
lor tile faS1·fast ,nteflldJOn. Whldl mean. lhal Ihe 
slow dynamic.! el'Olves Independently oIlhe f,$/ , 

---- ' 
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Derive the equation for the slow 
dynamics 

Knowing the slow dynamics evolves independently of the 
fast we can find the equations for the slow dynamics by 
projecting the solution and the equations onto the null 
space of the fast operator N(LF ), Then the fast wave 
averaged equation for the slow modes becomes, 

-0., 
• Los Alamos 

.. ArlO .. ... •• ' ,., I O~""' () (f' 

Comput.tIon.1 Phpica 
MdApplied 
MlIlMlmarits 

C.pi.bll~tv Anit ....... 
)"".S,IO,101 0 

where 

au ( ) at + P Ls(u) + 8(u, u) - D(u) = 0 

u(x,O) = uo{x) E N(LF), 

The null space of the fast operator 

- v + Px = 0, 

-'U + Py = 0, 

pz = 0, 

'iJH'VH = 0. 
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Thflnew slow equations chalklnge our Ideas 01 
fnt and slow dynamics In the O<:eln. They ar.: 

With Conservation laws 

-
p : 

q = 

p -(P). 
Dp 
8, 
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. ---- Conservation of the ratio of slow to -­_ ... - fast energy: 
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------... - High resolution numerrcal 
simulations 

................... , 
mon",nt llm. 

buoy,u>cy: 
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------ Forcing wave number 3 
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Dependence on Rotation Rate 

- -, 
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< .-- I 0 
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V qs . ~ J (qS)' .. -i f (p ,)' 1 
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, --- Observations in the Arctic Basin 
Mary Louise Tlmmermlns, YI'I University --- .. -

- • • , 
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Typical Oceanic Conditions at site --, , -- B -.~-

• • 
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, .. ,'" '-" ""-'--

Mooring data show strong, deep 
vorticies in the Arctic. 

" .. ~,c,"c.c"=C_'".~~=O-----
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data: another time frame 

The projection operl!or could be the key to 
tlklng large Ume St.pI In. nonhydrostiltic 
mod,1 of the fulur, 

The slow dynalTllCS evolves independenlty !rom the fast. 

• New equations /o(!tIe slow dynamics that predictl deep 
c;oIumo. end n".... dynlmlCs belwt!en the VO " ic.l kinetic 
energy and the buoyancy 

• The theory IllUpported by numerical aimulationa and 
ObS'N8~OOI in the Arctic 

• Nsw operalOrI thaI projea any solullOn onto the ,.,.11 
spaee 01 111. reSl Op$ralQr (for r.ew n(.lmeriCtl lChemeS) 
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. '-.. - Future Directions -----
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-- Slow dynamics evolves 
independently of the fast -­_ ... -
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Monte Carlo Methods 
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Carlo has a long history and 
rich tradition al LANL 

. $I.o>potIo • ....- .... 5 ...... , .. 1> "' 
MoW\g inlO "1<CiIIng. '- _ _ 

·~~_"MC "" ! ' "d..-.. ..... . ~ .. -
'figlU connectK>n """ coIIltbOfalionl 10 , . _ 1 --SYn&rl/lI among 1_ dIkMo'" 

Monte Carkl Research 1$ being eamed 
out across appllcabon domains 

• Optimization 
• MalMials I Condensed Mall&r 
• Optimal Estimation 
• Transport 

· _ .• ne""'~ 
• SyslemS Biology 
• StillistlCal Sampliny 

• Kinetic Me 
• Lallice OCO 

" 1/10 

I 

, 
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-­_ .. - lANl is workll'lg with universities OIl 
the development of Me methods 

• &own (F$CUIIy) 
• MIT (Faculty. PosIdocs, SIUdenI5. MOU, 

JRlormalion Science, AJgorithtn5 and MeU>oo:Is 
Instilul8) 

• Boston UniY&raily (F~. Students) 
• UCSB (FltQllty. Posldoe) 
• Johos HopkIns (Faculty) 
• Indiana U~1y (F8QJlty. Po$tdoe) 
• TelUl5 MoM (FlICIJlyj 
• Univ of New Mexleo (Faeully) 
• And others 

,-­
-.~-

Sampler of Me research at tANL 

• Brief overview of upcomiog detailed talks 

• Large Scale Eigenvalue Problems 

• Me in HIV research 

• Recent results in Lattice QeD 

• C~ssk:al Me inspired by Quantum Mechanics 

• OatabaS41 Monte C<lrIo 

• Optimal EsUmatlon 

6/1/10 
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MCNP is used in Radiation Therapy 

............ '-_ ...... 
'"'' , --"-o " ....... _, " ....... "" .... ,.,~.-
---~- ...... .... .. ... - .. _" """"""-'-"'­-"'_._."'-.-
....... ' •• ' "D ....... - ........ 

• Realistic pmblems have both optically thick and 
111in regioos 

511/10 
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LANL has developed a new power method to 
calculate multiple extremal eigenvalues 

~ a 
i 
f 
~ 

IX. 

T. E. 800th and J. E. Gubernans, "Monte Carlo Determonacion of Multiple 
Extremal E'genpairs," ~hys. Rev. [ • Volume SO. Issue 4, (2009) 

Ultra-dimensional Matrices: 10"14 ~ 10" 14 
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• Seeklnc ~orrelation patterns 01 HIV viruses 
,\~8t ar!! ,m'l\UrOloaCcally potent; giant 
famIly Iree 0 HIVseq(J~n~s 

· 4000 HlV sequences (and more!) 
, E.ach 10,000 nucleolides /HIV genome) 
• Binary Trees built addiliveiy 

Bill MElINDA 
GAfF f,. ;h, ... CHAVI 
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SOlve s" s,.~, s ... a;J '" 
W~r!; pe! ~oo: Nil'I 
S".,c/1 sub .. 1 ol/)).I.5;I! Vee> 

· For each sel of seqUMCes 
Get\ef3\e neog/lllofilg bOIary tree! 
EXIII11le communicated 10 Cell 
EvaflJate eIihood (Ill 00 Blade 
"'<>ve 10 a beIler fIel9hbort!o<>l 

, Aim, FInd lhe most likely .ohyloQenel1c 
tree ccnla,mng air IV seqll'ences 

2.00,000 CPU hours on Roa drunner 
(continuing) 

., -" , .. ~ ',-" 1 r 6- (; G - r r ~ ..... r J .. f';:, 
-(I (. -II.. ( - ..... J h 

1 - a ~ ,. . -, . ! " t I 

FUlure: Quanrifyi ng uncertainty propagarion 
Baye!;ia n statistics 
Pa rallel tree generation 
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::~:~:~;.:" Optimal Estimation: Motivation 
Pl>yslcs 

CaHbltlt 't' ~~.I:\IoI. 
lUl"le8-10,10l0 

• Examples 
-- Time Series 

- Ocean / Climate 

- Space Weather 

:::I~!,~~="!" I Optimal Estimation: Problem Statement 
""vdu 
CJ,~bUhyR.!\I~. 

Junl!- S.1O, 1010 .~=' 

dxCt) = f(x(t), t)dt + (2D) If2ex, t) dW(t) 

x(to) = Xo· 

y(t1l1 ) == h(xm ) + f JIJ 

6/1/10 
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• 

• KalmanlBucy solved problems elUtCtly lor linear 
systems, Gaussian flOIse. additIVe Gaussian 
obseNalion errors 

• ScaKis badly with system size 

• Ensemble Methods are popular- we're la~ ing a 
different (complementary) approach 

• Embrace lhe data 
Use .s mo.>dI data lOS possible 

U .. """' ..... d~ n'lOdel. if_oarv 

Foun... ..... """ " 
lI,bid-"CIIrI<> 

~1'.""_CWIo 
Adjooora 0.-. _ CWIo 

ca,..,. """"id"" ._ •• __ 0 ___ "_ . ----.- ... ~ ,,-.... -
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• 

~:~~",:::""T 1 The future holds exciting, new directi ons to explore 
Physics and exploit in Me research and development 
Cap .. b)llty~11I!W, 

,. , . 11-10. 1010 ",", 

- Certainly continue pursuing the methods described 
here 

- More Hybrid MC IDeterministic Algorithms 
• Generalized Belief Propagation + MC for inference on large 

graphs 

• MC to inform Masler equations (avoiding MCI) 
(poster session) 

Heterogeneous I Multicore systems 
• Can MC make a comeback in solving PDE's? 

• Computational Co-design 

Data Intensive Scientific Computing 

Applied Malh .. tftI!Ila I 
ond ComP<llI I!oDil 
Physic. 

c..a~R~. 

Jo...-M': S. lO, ' DI O 

Thank you 

6/1/10 
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Hybl'1d Transport-Diffusion Methods for 
Implicit Monte Carlo Radlatlv.·Transfer 
Simulatlons 

~"",_o. o.n.lr'>OI"II .nd Todd J . Uo' 7 "h/CC5-2 

-~.-

• Implielt Mont. Carlo (lMC) Is an effective techn.que 
for simu latln9,Hsy regIme radiative transfer. 
HowoViJr, radlall\'9·transfer problems typically 
contain ~7~lIy mk:k regions. 

r, 

In con lra~, tile dilluaiQn appfo>Uma1kln is 
ine . pens/ve M\d IIoCQJI&le In optically thick regions 
{but no1 in oplic8ly It .. regoona ). 

.~~ - - .".-

~'/10 

• 



• 

Com~tational 

>ndApplled 
M •• hemMlcs 

uoab,lity Atvi.w. 
Junl! 8-10, 2010 

Realistic problems have both 
optically thick and thin regions. 

;p, 
• los Alamos . ... r.O.,"ll ... ' O....;,."..:..o.,~ ___ _ _ _ --,----__________________ --

:f.J .. 'S"!!. 

~!~:;'IP""CI I At LANL, we have developed DDMC to 
MathemMin 

C.pob,I," .... , .... , increase the efficiency of IMC. 
)une ~JO, lGJO ~=r 

o One approach to improving the efficiency of IMC is a 
hybrid transport-diffusion method. 

Use Monte Car10 simulation in optically thin regions. 

Use the diffusion approximation in optically thick regions. 

o This idea has led to our development of Discrete 
Diffusion Monte Carlo (DDMC). 

Particles take discrete steps between spatial cells according to a 
discretized diffusion equation. 

Each discrete step replaces many smaller Monte Carlo steps, 
resulting in a more efficient calculation . 

.. DDMC is employed in optically thick regions and combined with 
Monte Carlo simulation in optically thin regions to form a hybrid 
method. 

A 
, LoSAlamos 

5/27/10 
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~:;:NII'''- I DOMe is more efficient and 
Mothomaki 

::bI;~;~;;, t~ accurate than competing methods. 

• Random Walk (RW) 
This is a well-known technique used in most IMe codes. 

In RW, particles take macrosteps within a spatial cell according to an 
analytic diffusion solution. 

- Near cell boundaries or after certain events, RW is disabled and 
Monte Carlo simulation is employed instead. 

Thus, RW provides smaller efficiency gains than DDMC. 

• Implicit Monte Carlo Diffusion (lMO) 
This method is under active development alllNL. 

IMD is similar to DDMC, except 
• il IS based on a \ime-discrehzed diffusion equation. white DDMC is temporally 

continuous 

• the coupling to Monte Cano simulation IS less accurate than in DDMC 

~ 
• LoSAlamos 

"',Hlc . .... ll .... r "_ .. '_"_' ____________ _ _ ________ _ 

I ~J:~~ I Radiative Transfer 
C.Alpoab.tII~~ 

iU/"J'l! 8.-10 • .20~O ~~r. 

, The frequency-independent radiative-transfer equations are 

I al I 4 
--+Q·'VI +al '" -aaeT 
c at 4n 

aT 
C - =faldQ -aacr 

v at 
• Here, 

/(r,O,I) is the radiation intensity 
T(r,l) is the material temperature 
o(r, T) is the opacity 
CJr, T) is the heat capacity 
a is the radiation constant 
c is the speed of lighl 

A 
• Los Alamos 

5/27/10 
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• 

Ii . Monte 

• To s.imuLale radiative transfllf using IMe 

II-. ~ domain is ",,"Ued 11110 II IimHIe9 grid 
Qo<f, ,q,<l,, .. 

the eom;$$ion source is ~i6lty aQQfO.CJmal9d 
with", each t ..... step t. <lSI •• , .... ing the melorial 
_gyeQL>atlOn. which helPlllatlilile 1"- caIcvIation 

Ir.& C>l)3City is ""sluated • • pIicia)o (1.8" al 1, 1 

. 
_..... Implicit Monte Carlo (continued) ---'~-

• The resulting equations governing IMe ara 

'" _ .[I'VI • .,I. 
c ~, • 

:"fll-f,Jv,/«,Q',,)Jfl' . :"' 1.<J.<><r, 

" ,. c, -. -f l.o.ldOl - 1.0. <II: • 

where 0« . <' is \he Fled! fllCfOr 
Note thai a fracoon '.f. 0I c:oIIi$iOn$ 80'8 now 
ellective scaners. 

~/27/l0 

, 
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• 

Asymptotic 06soiption of Opticafly . --- Thick Regions 

• Op\lcally thicIo; regiclns in radiat ..... transfer are 
'epn!S<.Kl!ed by !he equlhbrium difl'uslton limit: 

" " - -• 
• .--• 

C. -.C . ... 
• In th,s lim~ 

"' ___ ~""' O('I~ 

- toe FIod< _ .. ., OCt') 'IU""IiIy. _ ..... ..­
.. ;' . ...... .a...- ..-.. .,,---=.;;;=--_ ... -

• .. - Diffusion Approxi~tiOf1 -­_ ... -
• The asymptotic solutioo of the IMe lKlua~ons 

under the equi librium diffusion limit scaliJlg yiekls 
the diffusion approximation, 

".' , .. --_v ·_v • • '0,_ 0"". 
~ dl 10. I ••••• 

• Iiefe, we have defintld the scalar Intensity as 

ft. ,I) . f 1(. ,O,I)<I0 

5/27/10 
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. -- Asymptotlcally Correct Boundary 
Condition -­_.-

, 
2 f WOO · . l)I(r.Q.I)dO~ • • ;-. ·V. ..... . 

" WI,,). 0.91.1' . 1.6351" 

Diffusion Monte carlo 

• To develop !he equations goY9fTling DOMe In 81'1 
optically !hICk legion 

-"oj', dol: Ihe ,.,;co., WI"'. MI of _~aI ceh r., moll 
c.IaA.liono& ... 018\1 hao"'-'Y IMen clone) 
apoty .. ~ c.II-c. ...... 'O <li$cMIizabOn 10 IN 
Clilfulllon ..,.""."".-. 

It'll .... ~ ""IUIII""'" • Mon ... c.ID ---
~ 

'!!!.."!!e!!: _ .. -. .. .... .. ... 
, 



• 

• 

• 

• FOI' a 0011 in the intenor of the region. we have 

;~ . ~ 0 • • • ' M' •• }. ·/~"_t><T:' . ~ ~ o,_fY, 

where 

4>,(0 ;s II'I<t cell-aY8"'QIOd scalar flu. 

l1'l<I oummations 8'" ""I)r r.eOOhboring e.1III 
a ..... s the /eak&ge ~'""" ee1/1O ceN j. for 
e""'"!>le in planar ge<>metl)', , , 

"~' - J' - •. •. r-, ..... .... ~ .... ' '' •. ,''-', 
' I!L~ 

N ,'SA 

ThoS equation can be viewEtd as represenUng a 
~me-<lependent. infin ite-medium lranspot1 
problem 

P. rtidva ha ..... ,.., posoIio<1 Ot angular in!OfmEItio<> bill 
lIIways !<now II\eir anent cell __ 

Pltlllclu can un:lergo "'0"""'\18" 'o",aon. 10 
neigtob.h lg eels Of be abtoolled 

The .......-ce WIn ~ of no! CItIIy It>e ...... IMe 
explic:it ., - , ..... S<IUIaI buliQo ...... ticlBl 

Iioo. IrCW'I'I "e'glob ... ;"11 

--- N ,'SA 

Sll7/10 
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• 

• When a oeD face ooincides wi\t1 the boundary of 
the region, the COITIlSpOnding equation is instead 

.; d.,. ~ "._, , 0",_. ' f.p ... }. _ !.p .• arr.: 

• ~ ~ ",_.,vi • J~Ju ... 1';.(1 u ·, 1) I a ·.Il(r. a .(ktnJ', ) 

-----
DOMe lor Boundary Cells 
(continued) 

• Here, 
0_ i. tile leal<8ge opIIcil)' /oIlh' lac. on "'" 
bouMary 
P,,JJJ) is the CO<IVII ...... ~ 

• For e~ample> in planar geometry , , o _ _ 

..... AI, .lo .. ~./J 

'>/11110 

, 
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• 

-----
DOMe for Boundary Cells 
(cootinued) 

This equalioo shows how DOMe ~ o:oupIed 111 Monte 
carlo simulation, i ..... how "DOMe" partdes are 
converted Into 'Mont" Carlo" partleles lind v;ce .. ~ 

DOMe par\ICI8s ..... IhO opIio:o.I~ "'"'" JwgoOn """ ... ~ 
ooo',oned into _ cario ~idolllCCOOd;"g 10 ", .. "Mont. C3o!o pMi<lo wlG\ ~ion 0 Incid.,. on !he 
_Oi}' of "'" O\III<'MY IIv<;I< ...,...., ~ .... '''" 0QIlc.", 
IhIdoi '~>On _ ;, ,,,.,.,.,"" inIo I DOI.IC ~ ,.;0, 

~II'P..JIDnl ) , 
I..In:w:wweo1ed !.Io«ot c.;" ~ ......... _ 10 "'" 
odjKMI CI!>IIC8Iy Ihin regoon. 

Numerical 

WfJ now demonstrate the aeeufaey and ioo'eased 
efficiency. as compared to pur" MONe Calio 
Simulation, of the hybrid transpotl-(j iNulion I11(Ilhod 
based on DOMe WIth seve<al tell PfOblems, 
Flts1 probiem: 

...... .,. ......... plat.- "..,."."., 

",. toor.>._ ..". .. op! .... , I'Oefo.. '06.1 .... by .. QJIIicaII\f --.. _"""' ""-'Y " t..-~ Oft ....... -.., 
Iho r.,tJnd " ...... __ ...... 7: 5 ~ 20 ...... __ 
pon_ca.t>_ 

5/11}10 
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I (contmued) 

.r 

.. •• 

"L .. ~. ''''''-''-0' 

NlS" 

• SB"()"ld P,(lI: ' ;m: 

one d«'''~ P*W V"O""'~ 
lilt 1t!\l,.:.I liIOQ' ill ....,.. •• ,. INn. .......... .., by !In 

"' ... "">' ...... 'ewoo· 
• '''''''',' dO.,.' r d ~~ 10 O"*'""_ on tt... lei! 
1Ioun<IMy. _ ...... ~ 1M"'" II" OOMC 
_ ...... c.t>~ 
.. hyto:id " ......... _ ..... 10 _1._ "-' PIn 

".."... c.t> ..... ..u..on 
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• _._-

:r -. 
Ij 

... 
\ 

••• • 

I " , 
" " .-

N ,'SA 

Numerical Results (contJOued) 

Third POl)! t I " 
T'ooo ~1''''7 · ...... c.-''''''iOllly 
S' 7'V ..... 

--""'_ ....... _1)' •• _ ..... _....,. of "'-_ 

Thos problem Itoillures an 1!d;1pw.refinemeni mean. 
SpM.., ........ , _,.,.,... rl&«l!obOo ..... _ lOCi M -,-" ThIo f¥I>e aI_ .WI • • """, to,,, ' ; \ld in E_ 
~C""!5'''' 

'>tUlID 

u 
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:':1:::"'''r 1 Numerical Results (continued) 
UiJ<lbilitv~lIW, 

'''''. 11-10, 1010 .. '....,~ 

lS ~-------,.----,------, 

20 

y«m) u 
IS 

III 

o L---~ __ -J-___________ ~ 

o 10 11 20 21 lS 

,(em) 

~ 
• LoS Alamos 

1oI","Q" ,4I L tuo:.:: ... :.::o.:..... ___________________ ---::--:-::==--_ 
','" NA'&~ 

::.:E~~~·'P.,.. I Numerical Results (continued) 
c..~,bdltv Review, 
JurWI 8· ]0. 1010 _ :;."",/ 

JO 

lS 

10 

o 
)((cm

O 

,p., 
• Los Alamos 

w:,flOolt 4 L l. .. o:,:":,:::'o ':..:... ___________ -:--____________ -=-__ 
','t,"" - IIV .. '&1. 
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J Results (cootinued) 

We .., simuIaled ""'" pOOle", using RW wiIh two 
<!i1'Ierent miroirrun step sires 

~ '$-_I"-"'" ') 
· · 2Il ____ 1 ..... _.) 

• The nybrK;l method wa . (Wet 300 lime. rUle. Ihlln pure 
Monte Carlo simulation, 

In contrn1. RW was 4 (A ~ 51 lind 1tPP'<l><imllI&!y I 5 
(A · 2011Iroo5 laster ItIan pur. Mont. C.1Io IlI!'I<IIab(ln. 

We e"""*'" !he radia!io<1 inl"""" In !lie row 0( 0!Ib just 
al'ler "'" <Iuc:l ma""" a I...., 10 !he ngnl 

---­.... ~-
Numerical Results (continued) 

c 
• • 

'I 
U· 

I· 
I ' 

, 
~ " • a • » .-
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~~~n .. ~ t Conclusions 
Molll<mlllu 
~.Ib!IIl-y~t"", 

)uoo 8-10. 10fO 

• We have developed a family of hybrid transport-diffusion 
methods for IMC radiative-transfer simulations. 

• These hybrid methods combine DDMC in optically thick 
regions with Monte Carlo simulation in optically thin regions. 

• We have specifically examined 
one-dimensional planar geometry 

two-dimensional Cartesian geometry (including adaptive-refinement 
meshes) 

• We have demonstrated order-of-magnitude efficiency gains 
while retaining the accuracy of !MC. 

• In addition, our hybrid methodology is more efficient than the 
commonly employed RW technique. 

• We expect similar performance for realistic multi physics 
c., applications. 
~h~~~ 
-,.,t .. -------u-c-.. -----:.,.,,.-- -:-,·,.-- - - - ----:N:-:: .. -='S~!.'l.-. ---=--, 

~:;='I""" f Funding Sources, Status] and 
t.lllMnlJlia 

=;~"= _, Future Work 
/ 

G We are currently halfway through a 3/~ear 
LORD. 1\ 

Previous sources of funding include ASC and 
Weapons Supported Research. 

• In the past 18 months, we have: 

/' 

extended DDMC to one-dimensional spherical and 
two-dimensional cylindrical (including adaptive­
refinement meshes) geometries 

implemented the resulting hybrid transport-diffusion 
methods into Milagro, the Jayenne Project's stand­
alone radiation-only IMe code 

• I.o5.AJamos 
..... 'Kt" .... L ... 'u •. ·. r(]I~ 

~~~----·~~~,.-~~~-~,.---,.----~·' -------IV-j~~-, -~-.--
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=~::'I~ -1 Funding Sources, Status, and 
~=;~~,; .,~ Future Work (continued) 

• For the remainder of this fiscal year, we plan on: 

extending DOMe to include multigroup frequency dependence 

- developing an automatic domain decomposition method for 
determining where to use DOMC instead of Monte Carlo 
simulation 

also implementing this work into Milagro 

e Next fiscal year, we plan on continuing our 
implementation through to Wedgehog 

Wedgehog is the Jayenne Project's callable library that provides 
IMC capability to multiphysics application codes. 

Wedgehog uses many of the same underlying components as 
Milagro. so this integration should be straightforward. 

A 
• Los Alamos 

..... UC!f ..... \4 . ..0·0 . ... 

----------------~---------------------------N .... &~ \ 
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.... pIIdI Monte c- R7 P' Iivo. 
Ro,*""""" 

~-_Coo'. w · =t0C8-n 
lM __ l l _. 

_c-... ..... •• 2 ,., 7 :, .. ,_ 
..... =- 5 ",,_.' j _ , .. _..., ' T, 

I .... _ ._ 2 .... dA · ..... __ .. 
_.-.. _e.. .. , ' - ......... _--- ' : --_IN, 
n ' • . lIa! 

• 

,ccs.2MC_fU' 5 ,CE 2 
Ll _ cc;s., (KoIIof , ...... 
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"'mp:~~,:::.r I 0 uti i ne 
Mall\em&llcs 

~pKlillty~. 

' Line'" 1':1.1.010 

description of Roadrunner architecture 
changes it reflects in microarchitecture 

changes it engenders in code 

, ovelView of Milagro Implicit Monte Carlo transport 

adapting core particle transport to the Cell processor 
dealing with memory hierarchy 

adapting to instruction set architecture 

• integrating Celilransport into regular MPI application 

--J 
• Los Alamos 

.... '10. .......... ' tl ~CU ... ro~ .. 

.,;;;;~ .. "·;..- -:....,..- ---u.----:c-.. -~""'----------------'N=-:,,-=.,S-=-:~:::--.--

'-9~-=~ I Roadru nner combines Opteron CPUs with Cell 
M;ot/Iernalics 

<>0 •• "" _ coprocessors 
J""'~" !.o. 2010 ~-'" 

• #1 on Top500 
first to sustained petafiop 

• also very efficient- #3 on Green500 

• hybrid processor architecture 
Opleron seNer chips + FP-intensive Cell accelerators 

usual hype: Video game chips in supercomputerl 

more accurate hype: SC chips in video gamesll 

• a glimpse of the near future 

_/\ 

• LosAlamos 
""n o • . ,"" lAtO'~ '.c; • • 

~~~~--~-~--~-"-~-----------------3V=-:j"-='-=~~~---

• 

• 

• 
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Comp.:~~:r I Roadrunner challenges for codes 
M.lMmarics 

t>poIIIIloy ~, 

JUM S- to.1010 

• find and implement hierarchical concurrency 

o "strong" memory hierarchy: explicitly programmed memory control 
disadvantage: you must program the data motion 

advantage: you can program the data motion 

, Cell SPE cores 
limited address space-256 KB (code + datal) 

• exchange data with main memory 

mfc_get( local, remote, how much, tag) 

cf. MPLRecv( local. how much, type, source, lag, comm, status) 

instruction sel architecture (almost) all vector 

lots of registers 

doesn't like branches 

• los Alamos .... ,.O ... t L"_'OI"fO ~ " 

c.p. ... \v ........ , 
luM a.. 1.O,1010 

Implicit Monte Carlo simulates thermal X-ray 
transport for time-dependent, nonlinear 

roblems 

• Fleck & Cummings time discretization 
effective scattering even in purely 
absorbing media 

object-oriented. generic C++ 
templaled on mesh type. freq. type. 
particle type. 

• transports particles 3D. meshes 
articulated in 1, 2, 3D 

• supports Rage AMR 
two distributes parallel modes: mesh 
replicated. decomposed 

C, 
• loS Alamos 

1Oj ... .-lg .. :a \ ' ... t¢ " ... IO ...... 

--------------------------------------------~-----
,,~&.. 

• 

• 

• 
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MOIhemortcs 

c:.."aWi(yae-ielM, 
JUIWo I-ID, lD lO 

To a full , heterogeneous application 
streams allow logical, physical decoupling 

Insert streams, proxies to decouple particle generation from transport 
transport mgr no longer knows anything about pushing partictes 

Worker Proxy Particle Xpo'ter 

Output Stream Worker Proxy 

To a full, heterogeneous application 
streams allow logical, physical decoupling 

• streams form unified interfaces, accommodate multiple workers 

• workers can be local, remote , or both 

• this architecture extends well beyond Roadrunner 

Local Worker Proxy Local Worker 

Input Stream 

Remote Worker Proxy 1 Remote Worker 

Remote Worker Proxy 

Output Stream 

Local Worker Proxy 

.~ 
. LoS Alamos 
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CDmput.\iQnaJ P\IYSkS 
.net Appllecf 
Matllemo"", 

Success led to production code 

<:Jp .. ~I'r'1Jt..,;.,.,. 

Junl! 8-10. 2010 

6x speedup over homogeneous machine on 
'double bend" test rob/em 

- ------

Roadrunner Speedup 

• loS Alamos 

CDtnjl;~':,~:r I Future work 
Mothemalta 

c..p.lMIIV~ 

JUIl~lI-l.O, 1010 

I 
j 

continue production code support 

6 

~5 

I i 4 
I-

' ..... l I ~! l 
0 

0 100 .00 600 BOO 
TIITM Step. 

we have incorporated domain decomposition, random walk, malerial 
motion, 

need to implement surlace tallies, more mesh types 
improve testing 

maintain our core capability 
keep conventional implementation for melhods R&D, next big transition 

merge stream architecture back inlo trunk 

• investigate advanced approaches, new platforms 
Vector Monte Carlo for improved perlormance 

advanced programming models: OpenCL 

new languages: parallel Haskell? domain-specific languages? 

") 

, LoSAJamos 
" ... 110' ... .. U.~,.4'O ... 

------------------------------------------~~-----
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• 

• 

Com,,:~:~~,;:~ 1 Applied Computer Science group 
Moth.molks leading computational science onto novel computing 

u ... *"~ 
""~IO, lOIO 'r.~ architectures 

• Four mutually-supporting teams: 
algorilhm.architecture co-design 

• joinlly design machines and architectures 

collaborative development 

• leach code teams to design and code for new architectures 

programming models and languages 

develop tools and domain-specific languages to ease architecture 
migration 

data science at scale 

large scale data-mining and dala·intensive problems 

• Actively training students, postdocs for a LANL & national 
pipeline to support DOE exascale initiativel 

""",==:.r- I The End 
M~;MjCl 

• more Roadrunner information: hltp:/lwww.lanl.gov/roadrunner 
technicallalks on system, all assessment codes 

thank you 
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C","pu_"".1 ~ 
ondAppll'" 

Cap •• "mf¥ R .... i ....... 
l~1! 1·10, HllO 

The problem with SPE scalars. ,. 
complier doesn '/ know where they are in vector, must shuffle & 
rotate 

\loid add_two( double '3 , double 'b, doubie 'e){ 

'c:'a·'b: " poinlers . compiler doesn't know altgnmenl or the doubles 

retum,f 

movsd (~rdi). \ xmmO 
a ddsd ( \ rS l ), \ xmroO 
movsd xmmO , - 8(. r s p) 
r e 

/' 
.; 

• los Alamos 

S2. a (S)) 

$5. 0($4) 

b y S2,S2,S3 

$7,0(Ssp) 

S2,$2,S5 

shufb S6,S2,S6,S7 
st d SG,32($sp) 

bi Slr 

13 
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• MeNP (her,t>eN 
WI1M 10 MCNP1 
1)1' ....... Si>oo_. 
\.N'II. SIfII EIIoR 
COot. '0, .. 

MeNP AppIiI::abORS Highlighl. & KUDOS Sid. - '-' --........ ...-.. :: . 22 ... _ ... 

FUM e De.eIop'i&fII Ellorts 
UCNPwiI ......... ",.. ,'. ; ...... _ ... v_ 

6/1/10 

, 



• 

• 

• 

• 30 Monte Cilrio m&ny particle Irarl$l>Ort 
• Large energy rltll9" CeV - Hll}s 01 GoV) 
• .... 00 Man-ynr5 01 de'i&lop.nent 
• -350K lion 01 code 
• 10K· ~ wtWId wide 
• Pitr.lIllel (tJlPland amp) 
• pc, Maoe. lin\lX, Unix, Sun 1'-'WCI!1 
• SubSbllntJal V&V 
• -15K ref8fance citations 
• ExpOf1 c:onlroUed· 
~-. __ ",,",. I·'" 

• IrlCOfpomtes other codes as libraries: 
LAHEr (H9h e .... rgy lI'an, PQrI) LANL 

CEM &. LAOGSM 11-I1Oi' <I-oy 'r.nSllOrt) LANl 
CINDER IUI\lUlb!e N...eIei Da18ll8se) U\NL 
ITS (electron TranSPO<'l) SNL 

MARS (H9h Enwgy IPlI"'J)OIt) FNAL 

HETe IH9h E~ lranl\lOlt) ORNL 

• Utilizes Nuclear and Atomic Data 
LANL. lLNL, BN\. EU. Japen 

6/1/10 
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• :: ' ~ MCNP has lellgthy history 

=-=- ., 

MCNP.-.- ......... 30 __ "'" 
t.lCNPKIM,' 22 ...... .., .. ,_ 
.. " 2 "277777"' ..... ~ .. _ 

C- " "'_"'J.of\o2OOl"""'MCHPlC2_I.B 
• 

....... >SJr.I • .-_" .. o · 
t.lC21P11 ___ .2 , .. ' , lNII. 
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• 

AppIf~M""-""" 1M M· · E I :=PU'.1Ian1l any isslon xamp es 
Up.lw..c..,~ 

.., ...... 10.1010 """"' 

--------------------------------------1 
• Stockpile Stewardship 

Criticality Safety 
Radiography 

o Threat Reduction 
Urban Consequences 

, Non-Proliferation 
Reactor Actinide Inventories 
Portal Monitors 
Active Interrogation 

• Medical & Health Physics 
Shielding Design 
Radiology. Radiation Therapy 

~=f~",::::S 1 $8. 7M from Sponsors in FY1 0 
Pl\yIfcs 

c:.ap.aLdn~~ 

~"UG.20!O " ~i 

• .In FY2010 (in $K): 
ASC-IC 3360 
DHS-DNDO 1500 

DTRA 1000 
NA-42/24/other BOO 
NNSA (Criticality Safety) 600 
NNSA-DTRA MOU 550 

Campaign -7 400 

ASC-Capability 200 

ASC- Urban Consequences 200 

NEAMS (ANL) 100 

6/1/10 
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• 

• 

=~ I Significant LANL Staff Effort 
COpoISI;ty --. 
_8·\0. 1010 ~~, 

• Code Development (FTEs) 
XCP-3: 11 
0-5: 8 
T-2 : 1.5 
LLNL: <1 

AWE: proposed 

• Code Reviewers 
XCP-7, N, P, LANSCE, ISR (- 2-3 FTE) 

• Users: 
10K worldwide 

-1 K @ US Gov agencies 

~'::.,::::r I Numerous Competitors 
p~ 

C.pofb,ltty ~ .. ..v. 
Ju"" &-10. 10m .o! ~ 

• Competitors 
GEANT 
TRIPOLI 
PHITS 
COG/TART 
FLUKA 
EGS 4.0 
ITS 5.0 
SCALE 

CERN 
CEA 

JAPAN 
LLNL 
CERN 
CANADA-NRC 
SANDIA 
ORNL 

• Spin Off Competitors 
MCNP-BRL ORNL 
MCNP-POLIMI ORNL 

many particle, high energy 
electron & photon 

many particle 
neutron & photon 
many particle, high energy 
electron & photon 
electron & photon 
criticality 

CAD geometry 
decay data 

A3MCNP Florida State U SN Hybrid 

6/1/10 
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~=:~::a I MCNP Influencing Decisions 
Ug~bI5d'llWYl""'" 
June B--W, 20]0 ~I 

~ Threat Reduction 
Radiation Effects of 10 kT I NO are manageable 

" Non-Proliferation 
Better Distinguish False Alarms 
Detectable Quantities of materials 

• Medical & Health Physics 
Analysis of proposed therapies, general & specific 
Shielding I Detector re-design to reduce dose 

• Nuclear Regulation 
Verify requests from industry 

• Nuclear Rector Design and Analysis 
Acceptability tests of faster design codes 

IND Dose Effects Manageable 
Aj>9II.d M.themlllco 

..,<1 co""' .... """'11 
Physic< 

t.~tyR~ InpUl ,nlO FEMA's ·Plarfllng GUidance for Response to a Nuclear DelonalJon . 2"" Ed. 
Tammy Taylor. While Hoose Office of Science and Technology Policy 

maps mcn"---------------I 

U.ullOn Dos.Q (from 

Mutron ~.ab&. ) 

Gilm~ DOH ffrom 
r\e-llUOn. tbptufe) 

-
6 km " --

G.lrrtl"floto Co$,f «(rom 

p m"",IN'" .1 

.} 
,~ 
I 
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A~pll~ "'otl>omatia 
~nd Computattonil 

Phv<>l<,' 
CJt{l.a~ll • ., 1tM.rtc.'w,i 
h.lI\-ta..JO, 2010 

MCNP is benchmark for Nuclear Reactor 
Design codes 

PWR MIT 
Research Reactor 

ATR 
Advanced Tesl Re clor 

Pressuri;j;ed Waler 
ReaClor 

• Accurate & explicit modeling at multiple levels 
• Accurate continuous-energy physics & data 

ApplI ... MoI ........ 
.1Id Compulotionlll 

p"""" 
""Pillt:II}jI'iFlI:'\lJi~ 

Future Vision - Top Ten List 
JUIt'lil! 8-10.1010 

2 
3 . 

-+ 

S. Temperature Effects 

o . Damage Effects 

7 Better physics 

8. Improved variance reduction 

9 . 

10. 

Half are funded ( 

Several of them could involve 
University R&D effons I 
pannerships 

U. Michigan 

U. New Mexico 

• TexasA&M 

West POint I AFIT 

Brings "in-house" capabilities third 
parties have been developing for 
years 

Visual Editor 

U. Wisconsin 

Oak Ridge 
Japan Atomic Energy Agency 

6/1/10 
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• 

• 

~~:="r I The MCNP code and teams are world 
C. • • t.;I,{,iIcv ..... ,. leaders in part icle transport 
Nne &'-to. 1010 

• MCNP is a widely used and respected many-particle 

transport code. 

Extensive physics over large energy range 

Extensive V&V efforts spanning many applications 

• MCNP has a large sponsor / stakeholder base, which drives 

the addition of new features. 

Potential to find and develop synergies between sponsors 

Furthering the ability to provide answers that affect decision making, 

• MCNP has a large code development team of internationally 

known experts, which strengthen its position for the future. 

6/1/10 
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Climate Models: A Complex 
Integrated Applicatl n 

Phil Jones 
Fh.lid Dynamics and Sdk:! Mechanic!l (T-3) .r 
Climate, Ocean and sea loe Moo.t irlg (COStM) l £ 

Alamos is a climate modeling 
center 

• Climate . Ocean and sea Ice Modeling (COStM) 
DeV<l'io!>. ad. anced """an,"",~, 
- 15.1all" 

$6l!Mfyea, and g'_ng rapidly l!I'IOItiy DOE-5C) 

Pan d IItrgolf Cornmo.Dty Climall S~tom Model 
(CCSM ) ___ 1 of _ 0l0I\1.,. ~ US 

• Since 1989 
DOE Compulef _.o.o.dwnced ~ 
_ PII,sIcI (CHAMMP~ !he orig"" co-d t" 
Buill "" ........ reputallOn in "",-Isir .... 15 

~~ - -----_.-

6/1/10 
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• 

Co",put~tlon. 1 9hy11a ] 0 t I" 
... d Applied U I n e 
Mi\t~""atlcs 

CAO<Ib illtyR 4!~ 

'U'nt" lJ . lOJ UIlO ~~ 

u Climate complexity - the real climate 

-, Climate model applications - how do we use the 
models? 

• Climate model development 

• Computing impjications 

• Coming soon 

• Los Alamos 
iIj" l'QNAI .L ... . O ~U() l.i 

"ENeRGY 

C<>mpu~on.1 PhyJIcs 
and "",plied 
M.tII..".tlu What do we mean by climate? 
~.Ib1I~Rt"\lIIIt\,l,/, 

'1J~a..l(),rolO 

• Not weather 
Weather = properties at a specific 
place and time 
Typically daily to 10 days 

Climate 
Earth system works to distribute heat 
(temp), water, tracers 
Mean. variability (including extremes) 
Multiple time and space scales 

• ENERGY 01l1ce of 
S 00nG4 

6/1/10 

2 



6,11110 

• change governed bY~ 
enervY balance J 

-~.-

• 
detaU. are more 

-.~-.. ::r -·r 

I -
-.,"'"' -

-
..l~ 

~~~~:::::..~========~----: . ~--• , 



• 

• 

• 

Climate variability and res pons. 

I;;;:.:,;;::;;;;,~p;;',n. many tim •• cal •• 
• 

,",0 
• """'" """ "'" ""0 

",0 

• 

. '" . ...... ¥. -.·4 ,,"tt; ;1(/'1 

- - - -

• 

• Mil lenia! 

. Paleo I'~ .. 
. 
• -.. -.. -

= 

• 

........... .. . .. 

I
" " " " •• •• 

= , 

response 
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• 

Climate dynamics lnctudu 
thresholds and abrupt change 

• Thresholds In 
cllmatB ,ystem 

-

--.. .. • • 

611/10 
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,-­_ .. -
Instrumental 
record revelll, 
warming climate 

mesoscale eddies 
I 
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observations 

0.-. .W •• "10 3OOIlIoI_ 
0; .. _ .".. """"' ... 
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f.==:::",,"--,"concentrations are 

--- ~ 

---------
1:\OIC>pe'S' human 
",,":lions and 
i<lod uM c!1angtl 
", 

. !!'!.~ - - --.. -

-
- ' 

, ----- Other forcings can supply 
posItive or negative feedbacks 
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..... • EIIUIGT _ 
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I many 

. ----_.- d l"ule 
~Il " 

"""" .--

Models 
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"_"'<P':' .. -En" i " 

Em'" ... ..,.,..,ios 

S:=::~~---;t· , . . ] .. , , 

---­_ .. -
Emissions scenarios project 
future GHG concentrations 

----- - .-• 

I," " J: 
l.~:;~ I:, . __ ." '"_' . -" ;Io_olo........... ~ " •• 

" 
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• 

~::~I:n~I~.'t1 Climate models are built from 
MaI~.mMk5 

base components 
ere 

- 3-d Fluid equations 

- Column physics (radiation, 
clouds, convection) 

• Ocean 
3-d Fluid equations 

- EOS, mixing 

Sea Ice 
Viscous-plastic 

- Thermodynamics 

~ Land Surface 
Plant functional types 

/:' Surface water, energy 
" • los Alamos 

"",IIo no ~ ... \ L"' , O 'J,,10'"1 _ II"'" __________ _ 

ENERGY 

eom"..ralional PIIWsIa 
."d AIlplled 
MaUlemal1cs 
Clp.i!JbilifY R(!~ il!'W. 

JUlite-l0.~lO 

The Community Climate System 
Model is one example 

NSF/DOE 
Atmosphere 
CAM 7 Slares 300+ Participants 6 SIOles 

Land 
CLM 

10 Fha<s 6 Flux.s 

hOUI 
per per 

hour Once 
6 Siaies 
6 Fluxes Flux Coupler 7 SIAl •• 

9 Flu~es 

4 Siaies 
) Flu~es 

Once 
per 

Ocean 

e~ 
day 

6 Fluxes 

POP (LANL) 

~
Slales 

I) Fluxes 
Once 

~
r 

hour 
II Siaies 
10 Fluxes 

Ice 
CICE (LANL) _ 

EN'ERGY otftceor 
SoenCG 

6/1/10 
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• 

CO"'lIUulfo~I ""'" 
... dANlltd 
MothornMlu 

CQ.bllltr~Wi 
Jun ..... 10. l010 

Model components are joined 
by a coupler 

CCSM as a typical coupled GCM 
architecture. 

?:~="..a I. Climate, Ocean and Sea Ice 
~~~.~" :!'~. Modeling (COSIM) Project 

• Develop advanced ocean and ice models for 
climate science 

• Focus on high latitude climate change and 
impacts throughout the globe 

Ice sheets and sea level rise 
Rapid ice retreat 
Ocean circulation stability 
High latitude biogeochemistry and clathrates 

_8eirERGY =:.,' 

6/1/10 
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Ice sheets are 
new component 

....... -._d .. ' : - .. ---r ", __ p" 
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The thermohaline circulation 
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• 

ComP<Otatlonal p~ 
.nd Applied 
Mathem.~cs 

Cilp.lIblllt'yAe'wiew. 
Junt-l!I. l 0, 2.010 

Climate change impact on 
hurricanes remains unclear 

Hurricane peak wind speeds 
increase due to ocean SSTs 

, No evidence for increased 
hurricane frequency 

Could change if ENSO changes 

, Power dissipation (and damage) 
increases 

Cube of peak wind speed 

Longer duration of storms 

L' Other severe storms, flooding 

Falwell effect 
~ IfMJ ,..,., ,Na ' 'Iro ,..., ,. ftlO3 2'J IO ,-

Hurricane power dissipation index 
(v3. duration) 

OJ>-'-'~';'~;: ",,-'_-N''''''''-''''''''-- -"'-I.l-C-""-N""----------;.F""(O:-:m::""E,..,m=-a':":n""'u":,el"'2""Oru05..--=--::-:E;-::N:::cE::;:R::-:cG:-:::Y:-----=~~ 

Compu .. tI<>n.1 PI¥iOl 
. ..... Appl~d 
Math.mark, 
c.aPJlbility~i.w, 

J'UI'le&-lO, 2010 

Climate simulations will continue to 
need computational power 

• Resolution (10:1-105) 

xl00 horiz, xl0 Umestep, x5-10 vert 
Regional,prediction (1 Okm) 
Eddy resolving ocean « 10km) 

• Completeness (102 ) 

Biogeochem (30-100 tracers. interactions) 
Ice sheets 

Fid e lily (102) 

Better cloud processes, dynamic land, etc. 
• Increase length/number of ensembles (103 ) 

Run length (xi 00) 
Number of scenarios/ensembles (xl0) 
Data assimilation (3-10x) 

• Data requirements have similar factors 
35 TB currently, distributed 
More for assimilation 

~ 
• Los Alamos 

. ... .. O .. Al lAIg.A'CI ... 

-~"""",,.-.JIf \).1111 U ..... 1IT1 I 1.11 11 tn 
111111 II ',I ill..:' liHl'\:.;.r~h 

OffiCe 0 1 
Stleoce 

6/1/10 
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• 

• 

;,":;'::~:~"oIP"wIiCI I Computing transitions will provide 
"..11>'''''"(1 
~:~~.';:' f"" new opportunities 

Q Hybrids - Back to the Future 
Transition like early 1990s 

Permits re-evaluation of approaches, algorithms 

- Co-design (see Andy White) 

.) Scaling 

~ Time Integration 

Q Ensembles 

• Uncertainty quantification (Higdon) 

• LosAJamos 

Com"",.tIonall'tIpja 
and ".,..u." 
Metf\etnllriC' 

I Future Directions 
u.Pilb'flty At"'tw, 
'un~ 11-10. 20:0 

• Continued improvement 
ReduCing biases 

Improving representations and accuracy 

• Regional scales 
Ultra high resolution 

Variable resolution 

• New processes 
Ice sheets and sea level rise 

Dynamic vegetation, disturbances, mortality 

Integrated Earth System models 

• Los Alamos 
"""'(lttJ,.l, ,,Il.O ' 6' O'-• 

6/1/10 
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• 

Nuclear Weapons Applications (U) 

Bill Archer' 

Bob Weaver" 

The Advanced Simulation and Computing (ASC) nuclear weapon applications are 

the focal point where science results are integrated together to provide tools 

that are useful to the analysis communities. This brief gives an overview for the 

Computational Physics and Applied Mathematics (CPAM) review of how various 

science results are being used to improve the analysis of various devices. (U) 

'ACS·PO 

"Laboratory Fellow 
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Uncertainty Quantification 
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, -- Future Olrectlons lor UQ 
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Noll: ' 

Making use of mUltiple model 
fidelities 

Infer "bou, the physical system 

Make best use of limited computing resouroes 

• May only need a few f\If1S at highest fidelity 
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Computailo".1 "1*" 
and Applied 
Metham,tlcs 
c.op.blij",~ .. w... 
'..,fte&-1Q. 2010 

TRANSFORMATION OF 
APPLICATIONS & TECHNOLOGY 

£; 
• los Alamos 

~ ,"'O.M , ... ' O~"'tO ~ Y' 

------------------------------------------=-~~--~ !N .. 'S'Y!; 

Computatlon.1 P 
.ndApplled 
Moth .... MIca 

DOE mission and science imperatives require 
s imulation and analysis for understand ing, 
prediction, policy & decision making 

c. .. bNOV_ 
, ... 8-10, 1010 

Climale Change: Understanding, mitigating and adapting 
10 the effects of global warming 

- Sea le'oIel rise 
- Severe weather 
- Regional climate cnange 
- Geologic carbon sequeslJ'al ion 

Energy: Reduclng U.S. reliance on foreign energy 
sources and reducing the carbon footprinl of energy 
produclion 

- RedUCing lAme and cost 0( reactor deSign and deployment 
- ImpJO~lng the elficiency 01 the existing light water reactor 

Heel 
National Nuclear Security: Maintaining a safe, secure 
and reliable nuclear stockpile 

- Stockpile cenifu:ation a1d management 
- PredlC1i~e sciell1lfic cnallenges 
- Rea~time e~aluation 01 urban nudear detonation 

Materials: Understanding and design of materials in 
extreme conditions 

- Predictive muhl-scale malenals modeling. observalion to 
conllol 

- Etlective, commerdalleCIln040glelIn renewable energy, 
catalysiS, and batteries 

A 
• los Alamos 

"' ... t 'O:ol .... L L .... O"-iHO~ , 
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This tr.lnsfonnatlon provides 
challenges & opportunities. 
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& t9(:hnologills 
Dxascale 
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INTEGRATION & LEVERAGE 

- - - - _.- ~.·CA . 
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~pU\ltIon.1 p ..... 
and Applied , 
M.ItI~ 

Integration and leverage are 
critical to success of CPAM. c.." .... I If'1~w. 

JQN! &-10.1010 

Uncertainly quantificat ion 
- PNdiCI cllfTlale resPOn$8 10 entllQY l&ehMlogy 

Certifioatlon of agingiellOlvlng s tockpile wilhoul 
ovclear lestlng 
E",,'9Y security 
Respond ing 10 natura l and manmade haZ8l~ 
Understanding artCl'g/8didlng' ""a evaNs 

Multi'scale, multi,physlcs modeling 
- Multo"l" phYS1C-\ package_ .n .BM .yolem 

model: ocean, land surfsea, almO'pl'we, Loe 
Multlple physiCS packagss in modeling reador 
core neWO(1jCS , heal1laJ1sfor, ~lruc\1.Ires. nuid! 

- Atomi $~C te evor')'day scalM In nucleI!! Mergy. 
malerials, ICF & MCF. b"'o~lY, 

- Atomrs!lC: to unhfElrsal BealS'S In aslf'opl"I~~ 
an:! oosm 01 09Y 

Co-design 
N;olations 

.. Methods a<1d pnYOOlI modeb 
Progtarnming moa~!s 

- OPOWSling syslems 
co Memor')' h16rarcrry 
.. Processors 

.Q Alamos 
..... ' \0 4' ... .. l ......... ttll,'I' 

--------------------------------~----------------

Co ... ",,~don.1 PfwIIcs 
ond Applied I 
M.d>e",oda 
Cao&bifity "Nn.. 
'''''.'''0.1010 

UNCERTAINTY 
QUANTIFICATION 

£', 
Los Alamos 
1t..- ' tO .. ... , I.JI.~O ...... - 07 1 

--'" '''' ----- ------- ------------ --------- ---
Op.t""bJ~~~~ uc .......... 
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---­_.- Unurtalnty qu.nttnc:.tIon Is pLlylng 
an Increnlngly key role a' LANL 
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ComWlal!onoJ ".. 
.ndAppUtd 
Mattl.modes 

" .... ,"' ........ 
10 .. 1-'0,1010 t #'-, 

MULTI-SCALE MULTIPHYSICS 

~ 
• LoS Alamos 

"' ... II.O" .... L I 4 1 r;;-r ,," 0-.4': w 

- ''' '-' 
o{,&,..,... Dr LbtJ.4forrAM ~~ ... j ~.U, Ibt ~ 

E. NII.~SlJ',. ~ 

Cornp_tIo<loJ "'-ks 
.ndApolIod f · 
.... 0ItI_ 

""""'­"""10.10'0 

Multi-scale and multiphysics are 
key challenges for future. 

• Multiphysics methods and time 
integration errors: 
- Accurate time integration for 

multi physics systems, 
- Relationship between time integratior 

error, optimal UQ and co-design 

t~ 

• Scale-bridging algorithms on 
exascale platforms: a test bed for 
computational co-design 

, .... ,T-' ......... ....I..I:,-!:r. ............o...J'--';!:r---' 
4l {:H 

- A finite-volume solver that is robust for 
climate applications 

- Particle pushing for Vlasov solve done 
on Cells to increase dynamic range 

A 
" LoSAlamos 
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• 
I one·slded approaches 
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Comput.'tlonal '~ 
ondApplltd 
MaI~·.mMlc:s 

Co"","",,_ 
JUM":.'tlO1.0 

III 
Q,I 

"C 
o 
I: 

c"mPlltationall'l'llllcl 
INI Applied r 
Mathc_ 

"""'-­,~a-10.2010 

The trade space for exascale is 
very com plex. 

System 

power 
::...--'1 envelope 

System 

cost 
envelope 

memory 

Co-design can integrate all 
aspects of mission & science. 
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~:;:~:"I~ 1 Los Alamos is pursuing a wide 
M.themotlcs 

~:~~~-= t:.;, variety of integrative activities 

• Internal 
- Computational Science WG 
- Information, Science and Technology 
- Roadrunner open science projects 
- LORD category in co-design 

• External 
- Exascale Initiative Steering Committee 
- CASL: Consortium for Advanced 

Simulation of Light Water Reactors 
- SPEC: Science Partnership for 

Extreme-scale Computing 
A - HMC: Hybrid Multicore Consortium 

• LoS Alamos 
.. ... '10N Itot ,"'0(",,,, .. 
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