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Computational Physics and Applied Mathematics
Self-Assessment Report

Stephen Lee (CCS), Francis Alexander (IST-OLT), Stephan Eidenbenz (CCS),
Timothy Germann (), Dana Knoll (T), Robert Lowrie (CCS)
Los Alamos National Laboratory
June 8-10, 2010

1.0 Introduction

Los Alamos National Laboratory will review its Computational Physics and Applied
Mathematics (CPAM) capabilities in 2010. The goals of capability reviews are to assess the
quality of science, technology, and engineenng (STE) performed by the capability, evaluate
the integration of this capability across the Laboratory and within the scientific community,
examine the relevance of this capability to the Laboratory's programs, and provide advice on
the current and future directions of this capability. This is the first such review for CPAM,
which has a long and unique history at the Laboratory, starting from the inception of the
Laboratory in 1943.

The CPAM capability covers an extremely broad technical area at Los Alamos,
encompassing a wide array of disciplines, research topics, and organizations. A vast array of
technical disciplines and activities are included in this capability, from general numerical
modeling, to coupled multi-physics simulations, to detailed domain science activities in
mathematics, methods, and algorithms. The CPAM capability involves over 12 different
technical divisions and a majority of our programmatic and scientific activities. To make this
large scope tractable, the CPAM capability is broken into the following six technical
“themes.” These themes represent technical slices through the CPAM capability and collect
critical core competencies of the Laboratory, each of which contnbutes to the capability (and
cach of which is divided into multiple additional elements in the detailed descrptions of the
themcs in subsequent sections), as follows.

*  Theme i Computational Fluid Dynamics. This theme speaks to the vast array of
scientific capabilities for the simulation of fluids under shocks, low-speed flow, and
turbulent conditions — which are key, historical, and fundamental strengths of the
Laboratory.

*  Theme 2. Partial Differential Equations. The technical scope of this theme is the applied
mathematics and numerical solution of partial differcntial equations (broadly defined) in
a variety of settings, including particle transport, solvers, and plasma physics.

e Theme 3: Monte Carlo. Monte Carlo was invented at Los Alamos. This theme discusses
these vitally important methods and their application in everything from particle
transport, to condensed matter theory, to biology.

¢ Theme 4: Molecular Dynamics. This theme describes the widespread use of molecular
dynamics for a variety of important applications, including nuclear energy, materials
science, and biological modeling.

*  Theme 5: Discrete Event Simulation. The technical scope of this theme represents a class
of complex system evolutions governed by the action of discrete events. Examples
include network, communication, vehicle traffic, and epidemiology modeling.
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*  Theme 6: Imegrated Codes. This theme discusses integrated applications (comprised of
all of the supporting science represented in Themes 1-5) that are of sirategic importance
to the Laboratory and the nation. The Laboratory has in approximately 10 million source
lines of code in over 100 different such strategically important applicatious.

Of these themes, four of them will be reviewed dunng the 2010 review cycle: Themes 1, 2,
3, and 6. Because these reviews occur every three years, Themes 4 and 5 will be reviewed in
2013, along with Theme 6 (which will be reviewed during each review, owing (o this
theme’s role as an integrator of the supporting science represented by the other five themes).
Yearly written status reports will be provided to the CPAM Coramittee Chair during off-
cycle years.

1.1 CPAM Review Challenges and Expectations

CPAM represents a vast array of projects, technology, and technical activities that span the
Laboratory. Capabilities included have been built within the confines of individual programs
(some since the existence of the Laboratory) and, as such, are typically not strategically
planned and managed as integrated and unified capabilities. Integrated codes are built for
particular customers for particular purposes, and the supporting science has oflen been
constructed in support of those applications. However, Los Alamos has excelled at applying
its broad scientific capabilities 1o multiple missions and this is obvious when one looks at
CPAM. The codes themselves are the integrated product. Figure 1 below is illustrative of our
multi-programmatic approach, building from our science base.

sSion

e.g.. Stockpile stewardship, nuclear nonpreliferation

Spin-off Innovations 7 Complex b Special Blend of
= Nanostructured materials { T
* Global climate modelirg { R&D i R T s )
« Genenic imagery exploitation | ] Problems / & ;or‘uutanonal ﬂt{ld dynamics
* Fuel cell catalysts b . / = Computatianal science
s Nuclear fuels S G-« Proton radiography

-~ \\—'/ = Nuclear matenials and chemistry
P « Apglied mathematics
« High-performance comguhag
Outstanding Applications to Programs
» Science-based prediction
* Nuclear Jorensics

» Understanding materials prapernes
* Un¢ertainey quantficanon

Figure L. Spin-off innovalions based on our core scientific capabshities in support of our unique mission
space lead to growth as a capabibty-based nalional security Jabosatory and new mission afeas.

The Laboratory seeks the advice of the review committee as we continue to hone our CPAM
capabilities as a sigmificant capability at the Laboratory and as a critical element for our
furure.
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1.2 Organization of the Self-Assessment Document

The remainder of this document, with the exception of the general challenges and issues,
Section 8, is organized around the six CPAM theme areas. This breakdown is intended to
provide an organized assessment of this broad capability. Owing to the report the committee
is asked to prepare, this self-assessment addresses, for each theme area, the connection to the
goals and mission of the Laboratory, the research breadth and impact, comparison with peers,
status of the capability, and challenges and issues.

The themes are completely contained in each major section below, starting with Section 2.0
for Theme 1 and ending with Section 7.0 for Theme 6. Within each of these sections, a
subsection exists for each of the assessment areas discussed above with information on each
pertaining to that specific theme.

*  Section x.1: Connection to the Goals and Mission of the Laboratory. Context is provided
for how the theme area enables the science required for the mission of the Laboratory,
how the theme contributes to our goals, and how the theme leverages growth for the
future.

*  Section x.2: Research Breadth and Impact. The current research portfolio and impact of
current and future work at the Laboratory to programs and to the scientific community for
the theme area is discussed.

* Section x.3: Comparison with Peers. In this section, a brief comparison of work in the
theme area is made with similar work conducted by other institutions.

» Section x.4. Status of the Capabilities. A snapshot of the current technical challenges and
accomplishments is given along with a sense of the sustainability of the capability into
the future.

* Section x.5 Challenges and Issues. Issues and challenges (technical or otherwise) that
specifically pertain to the theme are discussed.

A general section on challenges and issues applying to the entirety of the CPAM capability is
presented in Section 8. Section 9 contains references used in this document. A list of
acronyms used in this capability, posters, presentations, and other related items are included
in the full CPAM Capability Review materials provided separately to committee members at
the on-site review.

A separate document provided to review committee members contains selected statistics
(publications, presentations, awards, etc.) for this capability.
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2.0 Theme 1: Computational Fluid Dynamics
(Theme Leader: Robert Lowrie, CCS Division)

The Computational Fluid Dynamics (CFD) theme is quite broad, spanning multiple projects,
technical capabilities, and 1ssues at the Laboratory. As a result, the theme is broken into the
following six subject areas for the purposes of this document:

* Discretizations and Closures for Climate Applications

* High-energy Multi-material Compressible Radiation Hydrodynamics

* Direct Numerical Simulations of Fluid Turbulence

* Computational Fluid Dynamics Applications in Astrophysics

*  Subsurface Flows

* Computational Fluid Dynamics Applications on Advanced Architectures

This taxonomy also represents a technical crosscut through this theme of strategic importance
to Los Alamos.

2.1 Connection to the Goals and Mission of the Laboratory

2.1.1 Discretizations and Closures for Climate Applications. Our efforts in developing
algorithuns for stmulating the dynamics of atmosphere, ocean and land-ice flows is tightly
tied to our Earth and Energy Systems Grand Challenge. This Grand Challenge is to *...
develop the capability to measure, model, and predict, in a quantifiable manner, the impacts
of energy choices on climate and their cascading effects on the environment and society.”
We expect that the rise of atmospheric carbon dioxide concentrations over the next century
will lead to significant changes in the Earth’s climate. One of the many prerequisites to an
accurate simulation of future climate change is the availability of robust solvers for the
motion of the atmosphere, ocean and land ice systems. This mission is closely aligned with
the major sponsor of this work, the Climate and Environmental Science Divisions within
DOE BER, whose goal is to develop “... a predictive, systems-level understanding of the
fundamental science associated with climate change.”

2.1.2 High-energy Multi-material Compressible Radiation Hydrodynamics. A primary
responsibility of Los Alamos is to develop and apply science and technology to ensure the
safety, security, and reliability of the US nuclear deterrent. The Advanced Simulation and
Computing (ASC) Program supports the DOE National Nuclear Security Admiinistration
(NNSA) Defense Programs and its shift in emphasis from nuclear testing to computer
simulation. Under ASC, computer simulation capabilities are developed to analyze and
predict the performance, safety, and reliability of nuclear weapons and to certify their
functionality. The Integrated Codes (I1C) sub-program of ASC at Los Alamos constitutes
Laboratory projects that develop and improve weapons simulation tools, physics,
engineering, and specialized codes. The core of the ASC codes is high-energy, multi-
material, compressible radiation hydrodynamics. Therefore, development of new methods
and algorithms for such flows, along with their coupling to other physical processes, is
absolutely critical for the stockpile stewardship Laboratory mission. It is also important to
note that these same codes and methods are being used for a variety of other applications
such as inertial confinement fusion research, astrophysics, and homeland security, which was
alluded to in Figure | in Section |.1.
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2.1.3 Direct Numerical Simulations of Fluid Turbulence. Many of the problems of interest
for the Laboratory involve fluid flows and mixing between different materials, occurring
mostly in the presence of turbulence. Although routine calculations of such flows require
coarse meshes for reasonably fast calculations, the present generation of DOE
supercomputers has enabled accurate calculations for several flows of interest, albeit at very
long simulation times. These types of calculations, commonly known as Direct Numerical
Simulations (DNS5), offers a wealth of information, inaccessible in physical experiments, and
can be designed to isolate the importance of a specific physical phenomenon. Thus, DNS can
be used to complement physical experiments to improve and device turbulence models, as
well as verify and validate the DOE physics codes.

2.1.4 Computational Fluid Dynamics Applications in Astrophysics. Many applications for
computational fluid dynamics exist in astrophysics research. Moreover, as additional physics
1s added to the fluid dynamic calculations, the scope of applications expands greatly. We
review some of the astrophysics applications Los Alamos is working on, as follows.

*  Mixing in stars and s-process nucleosynthesis. One of the outstanding problems in stellar
evolution is explosive convection in the late stages of the life of intermediate mass stars.
The mixing of fuel down to a bum region and the energetic feedback of this buming fuel
is an 1deal CFD problem. Calculations require a multi-material prescription with a simple
nuclear bum network [Clayton et. al. 2007, Herwig et. al. 2008, Pignatari et. al. 2008,
Hirschi et. al. 2008, Diehl et. al. 2008, Bennett et. al. 2010, Herwig et. al. 2010, Motl et.
al. 2007].

» Convection in the core-collapse supernova engine, The convection in a core-collapse
supernova and type Ia supernovae is critical to dnving a supernova explosion [Fryer &
Young 2007, Fryer et al 2007, Budge et al 2008, Raskin et al 2009, Livescu et al 2010].
This convection forms from the perturbations in the pre-collapse star. These perturbations
grow in the collapse and bounce phase of the star. CFD calculations of this growth are
crucial to understanding the onset of this convection, The addition of heating/cooling
terms allows more extended calculations.

*  Mixing in supernova ejecta and supernova observations. Mixing in supemovae brings
radioactive nickel (that powers supemova light-curves) from its production site in the
core into the outer layers of the star, altering shape and details of the emission observed
from supemova. Multi-material CFD calculations, coupled with radiation transport, are
required to accurately model this supernova emission [Fryer et al 2007, Fryer 2009,
Young & Fryer 2008, Fryer 2008].

Many other CFD applications exist in models of planet formation and active galactic nuclel.
There is a rich set of research at Los Alamos leveraging our CID and multi-physics CFD
assets and attracting new talented staff and postdocs to Los Alamos.

2.1.5 Subsurface Flows. A new era of computational power 1s emerging for modeling
subsurface reactive flows derived from a new generation of massively parallel computing
architectures. It is now possible to carry out simulations with billions of grid cells and a
multitude of chemically reacting constituents that was heretofore impossible. Asa
consequence of this new capability (besides the ability to carry out simulations in three
spatial dimensions at higher resolution), more realistic algorithms can be introduced to model
the fate and transport of contaminants and other processes in multiphase systems. This new
capability applies directly to Laboratory goals and mission related to energy security through
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apphications involving remediation and monilonng of cold war legacy wasie, carbon
sequestrition, geothermal energy and other energy-related applications. all of which relate o
the broader issue of national secunity

2. 1.6 Computational Fluid Dyeamic Applications on Advanced Architectures. This area 18
focused on developing programming models, coding abstractions, tools, and techniques o
aid in making modern processing capabilities—including homogeneous and heferogencous
multicore, hybnd and accelerated computing architectures—accessible o CFD developers
and domain scientists. The challenges associased with designing and developing simulation
codes 10 run on these types of architectures are likely to dominate our efforts for at least the
next decade. Owur overarching goals are theeefold, each addressing some aspect of integrating
new lechnologies into our exasting capabilities: 1) identify relevant bardware and software
trends and begin to understand how they impaci—or can be used (o enhance—current
development techniques, and how these can be abstracted to suil the specific needs of CFD
research at the Laboratory, ) experiment with using these tools and abstractions to
implement pseudo-production level codes thal incorporate substantially realistic physics
capabilities, thereby further establishing what techniques and 1ools will ultimately be useful,
mnd 3) miegranng these “vetted” techniques into actual CFD production codes,

The goals of this effort span a spectrum thal extends from bleeding-edge, high-risk
investigations of new architectures and programiming languages and tools, to moderately
flesible projects that can absorh some risk and are designed 10 emulate the needs of
prosduction code projects, to the necessanly conservative, user-onenied, full production codes
themselves. Our basic strategy is 1o establish a pipeline—focused on interaction and
communication between representatives from each of the three goal-onented thrusts listed
above, through which, new ideas and programming mode ls can be developed. validated and

integrated into actual production codes using a staged approach. This co-design of new
systems and codes is critical to the future of Los Alamos

2.2 Research Breadth and Impact

2.2.1 Discretizanons and Closures for Climare Applicaioss. Modeling atmosphere and
ocean dynamics over the duration of simulaicd centuries in a highly rotating sysiem leads 1o
the development of compulalional fusd dynamiéd algonihms thal are distined from thewr
counterparts in other ficlds of science. Small secular dnfls in the discretization of the
goverming PDEs can accumaulate over the durabion of the simulation and eventually cormupt
the simulanon. Of particular imponance with the ficld of Muid solvers for climate
applications 5 the requirement that the discrete solution mimic the continuous system with
regard fo mvanants such as mass, potential vorticity, energy, and potential enstrophy.

Moddels of armosphere and occan dynamics are always (and will always be) under-resolved.
We are thus continually confronted with the notion of sub-gnd closures, 1.c.. empincal or
theoretical models that predict the net impact of all unresolved motion on the simulated
syslem. In addition, with significant energy existing at or near the grid scale, we are forced (o
pay special allention Lo the diffusion properties our numerical algorithms and, in particular,
the transport algonthms. Given the highly noalincar nature of the system, excessive diffusion
at the grid scale propagates (o much larger scales over the duration of century-long
simuuilations.
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To address these broad challenges in the development of algorithms for the robust simulation
of climate dynamics, cutting edge algorithms are being developed at Los Alamos in the areas
of spatial discretization, temporal discretization, transport, and closures.

In the area of spatial discretization, Los Alamos has developed the first multi-resolution
finite-volume method applicable to simulation of ocean and atmosphere dynamics at time
scales commensurate with climate change [Ringler et al. 2010, Thubummn et al. 2009]. Through
the use of variable-resolution, centroidal Voronoi diagrams, resolution can be placed in
specific areas of interest [Ringler et al. 2008]. This approach allows for the study of high-
resolution, climate-relevant phenomena (i.e. ocean eddies or atmosphere clouds) in isolated
regions within the framework of a global climate model. This approach is the basis for the
next-generation global cloud-resolving model under development at the National Center for
Atmospheric Research (NCAR). This approach also forms the basis of the next Los Alamos
global ocean model.

In the area of temporal discretization, Los Alamos is at the forefront of the development of
fully implicit time integration schemes for use in atmosphere and ocean models based on
Jacobi-Free Newton Krylov Methods (JFNK) [Evans et al. 2009, Nadiga et al. 2006 and
Reisner et al. 2003, Knoll, 2004]. JENK allows highly nonlinear systems that exhibit a wide
range of time and space scales to be integrated within a unified system without the need for
dimensional or process splitting. JFNK methods can readily extended to high-order accuracy
in time, thus providing the ability to adaptively control error accumulation over the course of
the simulations. Since JFNK methods provide an approximation to the discrete system’s
Jacobian, sensitivity of the simulation results (such as the sensitivity of the ocean meridional
overturning ¢irculation to freshwater forcing), can be inferred [Dijkstra and Weljer, 2005].
Los Alamos has a long history in the development of transport algonthms and this effort has
been leveraged into the climate modeling activities. The thrust of this work is to exploit the
Lagrangian nature of transport while maintaining a computationally-viable mesh. One such
transport scheme based on this approach, called incremental transport, has found application
in Los Alamos’s ocean, sea-ice and land-ice model [Dukowicz and Baumgardner, 2000,
Lipscomb and Ringler, 2005; Lowrie, 2009]. The recent work by Lowrie (20]0) has extended
incremental remapping to arbitrary order-of-accuracy on arbitrary convex polygon meshes.
This new advanced transport algorithm 1s a core component of the Los Alamos next-
generation ocean mode] that 1s now under development.

The defining feature of the grand challenges in computational physics is that the available
computational resources are not sufficient to resolve the full breadth of phenomena observed
in the physical system being modeled. This s particularly true in climate modeling. For
example, while ocean eddy activity i1s found throughout the entirety of the world’s oceans,
climate simulations on the time scale of centuries cannot simulate these ocean eddies directly
due to lack of computational resources. As a result, a tremendous amount of effort is
expended to develop sound, robust closures of the fluid system that model the net impact of
the unresolved processes on the simulated system. Over the last decade Los Alamos has been
at the forefront of developing a new class of closures that attempt to represent the sub-grid
scale effects while respecting the important invariants of the underlying PDEs [Holm 1999].
Over the last several years, this new class of closures, called the Lagrangian-Averaged
Navier Stokes (LANS-alpha) closures, has been incorporated into the Los Alamos ocean
modeling acuvities [Hecht et al. 2008, Petersen et al. 2008]. The LANS-alpha closure in

CPAM Self Assessment Report LA-UR-10-01508
June 8-10, 2010 Page 1O




unigue in its ability o incorporate ocean eddy activity al computational-tractable model
resolutions

The promary impact of the climate-related computational physics activities is through their
infegration mio climate model components that are used o understand and quantify climate
change. Los Alamos develops, distributcs and supports comprehensive climate model
components that utilize the methods described above for ocean, sea-ice and land-ice systems.
These models are integrated mio the NCAR Community Climate System Model (CCSM) that
15 used as a pant of the Intergovernmental Panel on Climate Change {IPCC) assessment
reporis. The NCAR CCSM is also the only publicly available climate model in the US and is
therefore widely used in the academic community,

22 2 High-energy Multi-material Compressible Radiation Hydrodymamics, The research in
the development of methods and algorithms for modeling high-energy multi-material
compressible flows is quite broad. 11 is enitical that the methods and codes developed be
applicable 1o the extreme regimes encountered i simulabions of weapon performance. In
particular this means that the hydrodynamic methods must suppon strong shocks, real
materials, material strength, matenal mixing, reactive chemisiry, large flow deformations,
and turbulence; waether with the coupling of these processes with radiation mranspan and
other physical processes, A pragmatic measure of research succcas s (he migration of the
algorithms and methods developed here into working production codes. Furthermore, since
these codes arce intended 1o serve as ools for engineering design and assessment, they must
provide adequate performance for ssmulation tumaround together with a rich set of 1ools for
the analysis of the simulation output

Two broad approaches are used in the design of hydrodynamic codes, a fixed spatial grid

Eulerian approach (including dynamic mesh refinement) and a moving mesh Lagrangian |
approach. The two approaches are complimentary in that Lagrangian is best suted for

moderate resolution sharp interface flows while Eulerian is well suited for high-resolution

large deformation flows transiomng wnio twrbulence. Both schemes have limitanoas, the |
addressing of which are major components of method development research. For Euleran

schemes, mined cell treatmenis is major research issue, while mesh tangling or poor mesh

quality in gencral 15 a central ssue for Lagrangian schemes. Since a major technigque for

improving Lagrangian mesh quality is the Arbitrary Eulerran Lagrangian (ALE) approach,

the issue of mixed cell treatments 1s an important component of Lagrangian codes i0o.

Both approaches must address the properties of real materials, so high quality hydrodynamic

equations of state (EOS) are a must . Research inio high order thermodynamically consistent

treatmenis of cquations of state based on mbufated data is one componenit of the carment

rescarch, This work ncludes EOS oreatments for solids and matenials in tension and the

suppon of such flows for the hvdrodvnamic solvers.

Methodologies 1o handle mived cells in the Eulenan approach include explicit mterfnce
tracking [Glimm, Grove et al. 2000; Glimm, Grove et al. 2002, Bo, Jin et al. 2008, volume
of fluid interface reconstruction [Cummins, Francois et al. 2003, Francois, Lowne et al.
2009 Schofield, Garimella et al. 2009, Francoss and Swartz 2010, and dynamic models for
non-equilibrium mixtures [Zhang, Ma et al. 2006, Grove 20101,

A mapor component of our work 15 direcied at the coupling of material flow with radiation
Recent work ingludes Monte=Carlo methods for radimtion transport [Densmore, Warsi et ol
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2010], and verification via first-of-kind analytic solutions for radiative shocks [Lowrie and
Rauenzahn 2007; Lowrie and Edwards 2008].

Conservative discretization of the flow equations on general polyhedral meshes [Caramana,
Burton et al. 1998; Campbell and Shashkowv 2001] has been a significant focus for
Lagrangian hydrodynamics method development. It also includes development of closure
models [Shashkov 2008] needed to capture sub-scale physics of mixed cells. Mesh rezoning
including mesh improvement [Krupp, Margolin et al. 2002], mesh untangling [Vachal,
Ganmella et al. 2004] and mesh reconnection — [Loubére, Maire ct al. 2010] is another focus
area. Rezoning requires conservacive interpolation, remap between Lagrangian and rezoned
mesh, [Margolin and Shashkov 2003; Loubere and Shashkov 2005]. As in the Eulerian case,
interface reconstruction is also an important research topic for Lagrangian codes [Ahn and
Shashkov 2007; Dyadechko and Shashkov 2008].

This goal of all of this work 1s to provide a predictive capability for the ASC codes for high-
energy complex flows.

2.2.3 Direct Numerical Simulations of Fluid Turbulence. The current petascale computers
have enabled accurate simulations of complex turbulence flows, in non-standard
configurations, away from the usual canonical flows extensively studied in the past. The
current efforts at the Lab encompass a range of such flows: compressible and shocked
turbulence [Petersen and Livescu 2010], compressible and incompressible buoyancy driven
flows [Livescu and Ristorcelli 2007, 2008; Livescu et al 2010 and reacting turbulence with
type Ia supernova microphysics [Livescu, Mohd-Yusof and Kelley 2010). These new
simulations have revealed interesting new physics and are rapidly increasing the predictive
capabilities of the large physics eodes.

2.2.4 Computational Fluid Dynamics Applications in Astrophysics. Applied CFD problems
span a broad set of programs and research entities: NNSA, DOE Office of Science, NASA,
and NSF. These multi-physics problems tie strongly to many of the ASC and Campaign
studies. Astrophysics problems provide additional verification tests for ASC codes and can
be used for training and recruitment. They also tie Los Alamos code development to larger
DOE interests such as nuclear physics and the facility for rare isotope beams. These projects
tie extremely well into Los Alamaos programs in nuclear, particle, astrophysics and
cosmology (NPAC) and fit into the Astrophysics Initiative funded by ASC and Campaign
projects.

2.2.5 Subsurface Flows. Research involves a number of different thrusts in geosciences
including a SciDAC-2 groundwater project (Modeling Multiscale-Multiphase-
Multicomponent Subsurface Reactive Flows using Advanced Computing, Lichtner PI),
Advanced Simulation Capability for Environmental Management (ASCEM, Dixon PM)
project initiated by DOE-EM to develop a community-wide subsurface modeling code, and
modeling coupled thermal-hydraulic-mechanical processes in fractured geological media
(FEHM, Zyvoloski PI).

The SciDAC-2 project involves modeling multiphase, multi-component reactive flows in
multidimensional fractured and porous media by leveraging massively parallel computation
through development of the highly scalable reactive flow and transport code PELOTRAN
with application to energy and environment related projects. The code is currently being used
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to investigate cleanup options including natural attenuation of cold war legacy waste at
Hanford, WA, carbon sequestration in deep geologic forraations, and to help optimize
geothermal energy recovery. Calculations carmed out at the Hanford 300 Area bordering the
Columbia River have helped resolve a long-standing issue of the slow release of uranium at
the site. In the early 1990s it was predicted that uranium would be reduced (o acceptable
levels in ten years, but today the plume still persists exceeding EPA maximum concentration
levels. The problem is complicated by the hourly fluctuations in the Columbia River stage of
several meters causing flow of water to and from the river. Three-dimensional model
calculations carried out with PFLOTRAN with 28 million degrees of freedom were able to
predict the release of uranium into the Columbia River in close agreement with present-day
field observations. It was discovered that 1the lgh frequency fluctvations in the Columbia
River stage could be averaged out leading t0 a simple approximately lincar behavior in the
cumulative uranium flux with time. Contrary to expectations, the model calculations showed
that sorption of uranium played only a secondary role in the uranium altenuation rate. The
major factor controlling the release of uranium, not considered by previous investigators,
appears to be the slow release of non-labile uranium located in a smear zone within the
vadose zone that is periodically wetted by the rising and falling water table. Also unexpected
was the lack of influence of meter-scale heterogeneity in the permeability field on the flux of
uraniwm info the Columbia River. Multiple realization calculations, a novel feature of
PFLOTRAN through its ability to run seamlessly multiple realizations with multiple
processor cores per realization, found minimal effect from a heterogeneous permeability field
on the flux of wranjium into the river. Additional work is needed 1o investigate the role of site-
scale heterogeneity on the flux.

2.2.6 Computational Fluid Dynamic Applications on Advanced Architectures. This topic
primarily supports research efforts in two areas: 1) carly-adopter experiments with the goals
of understanding how modem architectural developments can be exploited in the short-term
to adapt or enhance CFD methods auod algorithms, and how these concepls can be abstracted
into low or mid-level tools, programming models or techniques that will be useful and
accessible to an applications developer within a 3-5 year me frame; and 2) longer-term
efforts to define and develop high-level or domain-specific interfaces and languages that
insulate methods developers and programmers from disruptive technological developments
in the underlying computing architecture as an enduring solution to the volatility in this area.
Research topics in this area inclhide, but are not limited to, the following,

» Strategies for application-level fault tolerance with ties to systems developers to establish
what role should be played by either side and what interfaces are needed 1o enable the
development of resilient simulation codes.

* Development of portable programming models for multi-core/many-core and accelerated
architectures.

* Developmeni of algorithms and programming models that expose greater concurrency.

* Design of data structures for ¢fficient CFD-specific requirements, ¢.g., efficient matenal
data lookup or generation (EOS, opacity, nuclear data).

¢ Design of high-level algorithm descriptions for domain-specific language development.

* Algorithm co-design for simulation problems that do not map well onto commodity
hardware.

Several of the above topics are also in direct preparation for the move to Exascale computing,.

CPAM Self Assessmenl Repont LA-UR-10-03508
June 8-10, 2010 Page 13



2.3 Comparison with Peers

2.3.1 Discretizations and Closures for Climate Applications. The climate modeling activity at

Los Alamos is connected to the international community. Los Alamos scientists are key .
members of the NCAR CCSM activity by co-chairing working groups on ocean model

development, sea-ice model development and land-ice model development. Within the DOE,

Los Alamos scientists share joint efforts with ANL, LBNL, LLNL, ORNL, PNNL and SNL.

This is a highly integrated, multi-partner, collaboration.

2.3.2 High-energy Multi-material Compressible Radiation Hydrodynamics. Our peers
include DOE Labs (both NNSA and Science), other government supported laboratories (e.g.
NASA and DoD), academic universities including the NNSA ASC alliance centers, foreign
research laboratories (e.g. AWE (UK), CEA (France), and Russian Labs) and academic
institutions. We have extensive knowledge of the numerical methods and codes used in these
organizations because of their participation in conferences and meetings. We are confident
that we are leaders in method development for high-energy multi-material compressible
hydrodynamics and methods developed at Los Alamos have achieved a high penetration into
codes developed around the world. This claim is supported by citation of Los Alamos papers.

2.3.3 Direct Numerical Simulations of Fluid Turbulence. Los Alamos researchers are at the
forefront of large-scale turbulence simulations. This ncludes the first successful
implementation, with excellent performance, of a large fluid dynamics code on the Cell
architecture [Livescu, Mohd-Yusof and Kelley 2010; Mohd-Y usof, Livescu and Kelley
2009]. The recent simulations of the CCS-2 fluid dynamics team represent the state of the art
for buoyancy driven and compressible turbulence and are the largest ever attempted in their
configurations. Los Alamos researchers are also collaborating with other national
laboratories and universities in order to examine very large simulations performed outside
Los Alamos [Livescu et al 2009; Reckinger, Livescu and Vasilyev 2010].

2.3.4 Computational Fluid Dynamics Applications in Astrophysics. Los Alamos has
produced a number of computational firsts in these arenas, from highest resolution mixing
studies to the first detailed supernova specira from radiation hydrodynamics calculations.

2.3.3 Subsurface I'lows. Currently there appears to be no comparable computational
subsurface codes that can meet the performance of PFLOTRAN. Other contenders such as
STOMP developed at PNNL, TOUGH developed at LBNL, UTCHEM developed at the
University of Texas, Austin, and others have not, to our knowledge, achieved petascale
performance as measured by running on over |00k processor cores. Los Alamos's Finite
Element Heat and Mass Transfer (FEHM) code remains a leader due to its unique capability
for coupling mechanical stress and flow in porous media. Although it remains a scrial codc. it
is a workhorse in uncertainty quantification studies with ensembles of single processor runs
performed in parallel.

2.3.6 Compuiational Fluid Dynamic Applications on Advanced Architectures. Activities in
modern architecture research at Los Alamos have been a pioneering effort in the HPC
community, establishing many best practices tools and techniques for applications
development on modern computing architectures. This effort has been so successful that it
first led to the formation of the Emerging Applications and Architectures team and then
subsequently to the formation of the Applied Computer Science Group (CCS-7). Members of
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this new group are extremely active in developing and guiding community efforts in this

area. Some examples of Laboratory leadership under this themne are:

*  Pat McCormick (programming models team lead) is the chair for the heterogeneous
thrust area for the 2010 Supercomputing Conference;

* Ben Bergen (programming models team member) 1s the Los Alamos representative on
the Khronos Group OpenCL consortium;

*  Sriram Swaminarayan (CCS-7 Group Leader) is the chair for the applications
development comumittee of the Hybrnd Multicore Consortium (HMC, a partnership of
LANL, ORNL, SNL, and LBNL); and

« Paul Henning (algorithm co-design team lead) is the chair for the programming models
committee of the HMC.

Members of this group have comununity-recognized expertise and frequently receive
invitations to present or to act as consultants to other laboratories and institutions. This group
is also making significant contributions to programmatic code development and open
science. An example of this that is gaining attention is the work done by Tim Kelley and Paul
Henning for Implicit Monte-Carlo simulations of radiation transport, whose code 1s a staple
on the Roadrunner supercomputer. Additional successes on Roadrunner include work done
by Jamal Mohd-Yusof and Daniel Livescu for turbulent fluid modeling, work done by
Swaminarayan and Tim Germann for molecular dynamics, and work done by Bergen for
plasma physics simulations. Collaborative development efforts are underway to address the
challenges of multiphysics on multicore and accelerated architectures under the MultiPhysics
for MultiCore (MPMC) project headed by fohn Wohlbier and Rob Lowne in CCS Division.

2.4 Status of the Capabilities

2.4.1 Discretizations and Closures for Climate Applications. The computational physics
activities related to climate modeling are vibrant at Los Alamos. The work being done in
spatial discretization, temporal discretization, transport and closure all have the potential to
be defining features of the next-generation climate modeling system that will be constructed
during this decade.

2.4.2 High-energy Multi-material Compressible Radiation Hydrodynamics. The Eulerian
production codes have proven to be very receptive to the incorporation of methods and
algorithms developed under this project. Capabilities include support for materials in tension
in mixed and pure cells, interface reconstruction in one, two, and three spatial dimensions,
Eulerian methods for materials with strength, radiation transport, non-equilibrium
temperature models for mixtures, higher order Godunov treatments for adaptive mesh
refinement. In all cases these tools and methods are incorporated into a code framework that
is used for pure and applied research by a large set of individuals and groups.

Current research in Lagrangian hydrodynamics is focused on several issues. These include
sub-scale modeling and void formations in mixed cells, reconnection-based methods, where
connectivity of the mesh can change at rezone stage, and cell-centered discretizations as
opposed to staggered discretizations, which are used in almost all current Lagrangian codes.
We have developed solid mathematical foundation for high-speed multimaterial
compressible computational hydrodynamics. It allows robust modeling of complex 3D
multimaterial flows.
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2.4.3 Direct Numerical Simulations of Fluid Turbulence. The main DNS code used by the
CCS-2 fluid dynamics team is called CFDNS. The code has been developed within CCS-2
for the last 7 years and has been used up to 150,000 compute cores on BG/P Dawn at LLNL
with very good performance. The Cell version of the code, CFDNS-11, reaches speed-ups
close to the theoretical peak: 30x compared to the serial version and 20x at scale. CFDNS
consists of a suite of modules, for various turbulence problems: incompressible,
compressible, or variable density multi-fluid turbulence. The flow can have periodic or non-
reflecting BC and real matenials with tabular material properties and EOS.

2.4.4 Computational Fluid Dynamics Applications in Astrophysics. Los Alamos science
efforts in CFD using the latest computers and computing architectures are pushing the
envelope in resolution studies. Los Alamos's Roadrunner is capable of modeling simulations
with 64 billion zones, beyond the current high-resolution studies of convective processes.
For applied astrophysics problems, such high-resolution studies are many orders of
magnitude beyond the current state-of-the-art.

2.4.5 Subsurface Flows. Through the SciDAC-2 groundwater project, the massively parallel
computational framework PFLOTRAN has been developed for modeling subsurface rcactive
flows in porous media. The code is DOE/Joule certified and has been run on 217 (131, 072)
processor cores with 2 billion grid cells on ORNL's Jaguar XTS5 computer achieving
petascale performance. It is being applied to modeling uranium migration at the Hanford 300
Area and to carbon dioxide sequestration and geothermal energy recovery in deep geologic
formations. A unique capability of PFELOTRAN is the ability to perform multiple realization
simulations with multiple processors per realization limited only by the capability of the
machine. Hanford simulations have typically employed 40k processor cores running 10
realizations with 4k cores per realization. This work is also supported by INCITE, for which
the project has been awarded two three-year grants totaling roughly 30 million cpu-hours on
ORNL's Cray XT4/5 (Jaguar), cuirently the number one computer in the Top 500 list.
Presently, PFLOTRAN is being evaluated to serve as one of six codes to use to certify the
next-generation Cray machine at the OLCF (ORNL Leadership Computing Facility) based
on hybrid architectures. This machine is expected to be operational in 2012 and will serve as
a first step towards exascale computing (and is related to the HMC discussed in section
2.3.6).

Advancements are being made in the ability to model coupled thermal-hydraulic-mechanical
processes in fractured, porous geological media using the sequential code FEHM. Such
modeling capabilities are of interest to a wide variety of projects across the EES Division
related to energy (e.g. Oil & Gas, Geothermal), nuclear waste isolation, CO2 sequestration,
and environmental management/restoration; as well as projects which study fundamental
geophysical phenomenon. FEHM is currently able to handle multiphase, porous flow fully
coupled with heat transfer; partial coupling with reactive flow; and partial coupling with
linear elastic solid deformation. It is being extended to handle plastic behavior and to
incorporate full coupling between the equations of solid deformation and fluid flow.

Recently, DOE-EM initiated the Advanced Simulation Capability for Environmental
Management (ASCEM) project to develop a community-wide computer code for
understanding and predicting contaminant fate and transport in natural and engineered
systems. Central to ASCEM will be open-source modular toolsets that will be developed to
facilitate integrated approaches to modeling and site characterization that enable robust and
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standardized assessments of performance and nsk for DOE-EM cleanup and closure
activitics. There are three thrust areas in the ASCEM project. First, is the Platform and
Integrated Toolsets, which provides a fexible user mterface for conceptual model
development with advanced data management 1o support parameter estimation and
unceriainty quantification for decision support and risk assessment. Los Alamos is leading
critical tasks im this thrast, including conceptual mode! development and model setup (Carl
Gable, EES-16), uncerminty quantification (David Higdon, CCS-6), and decision support
{Velimir Vessclinov, EES- 16)

The second thrust s the Multi-Process High Performance Computing (HPC) Simulator thrust
providing a flexible and exlensible computational engine to simulate coupled processes and
flow scenarios relevant to legacy contaminated DOE sates. It will support a wide mnge of
processes meluding hydrological, bio-geo-chemical, geo-mechanical, and thermal processes
In addition, it will treat complex source terms resulting from degradation of engineered
barriers and waste forms. Los Alamaos (David Moulion, T-5) is leading the design and
development of this HPC simulator, with Los Alamos staff leading several key tosks. These
include the design and development of the HPC Core Framewaork (Lon Pritchett-Sheats,
CC5-2), the multi-process coordinator (Rob Lowrie, CCS-2), meshing infrastrucoure (Rao
Ganmella, T-5), spatial discretizations (Konstantin Lipnikov, T-5), geo-chemical and
biological reactions {Peter Lichtner, EES- 16}, and nonlinear solvers (Niel Carlson, CCS-2).
This strong leadership role in ASCEM for Los Alamos wos made possible by the experience
the team pained through rescarch projects in the DOE ASCR Applied Mathematics program,
the DOE ASCR/ERSP SciDAC program, as well as other programmatic projects under ASC.

The third thrust is Site Applhicanons, which focuses on identifving potential EM wasic sites
for ASCEM 1o consider, developing the data sets from these sites. and making connections to
new data collection and monitonng opportunitics al the sites. In addition, Sile Applications
provides a conneciion fo the user community through the User Steermg Commitiee

2.d4.6 Computational Fluid Dynomic Applicaisons on Advanced Architeciores, Los Alamos
has establishedd extensive expertise in the identification and developmeni of programming
models and tools for hybnd computing architectures. Several staff members in this group
have parmicipated in tools development (aimed al making complex compuling tasks and
development models accessible 1o Laboratory domain scientisis) and educational outreach.
Some cxampics of the ipols that kave been developed that are in use in related research
projects are: the SIMD Absraction Layer (SAL), a vector intrinsics absiraction that allows
eross-platform development of short-vector aceelerated computational kernels; the
PipelincManager interface, an abstract functional programming model for launching and
controlling data and task-paralle] processes across a vanety of multicore architectures and the
IBM Cell; and the Message Passing Relay (MPRelay), a communications framewark that
abstracts distraibuted-memory send/receive-style data movement to handle the hierarchical
nature of modem hybrid supercomputers.

Our educatiomal outreach program is designed 1o give domain scientists and applicaiions
developers the skills that they will need 1o meet the computing goals of the Laboratory
mission. This group has sponsored introductory and advanced classes on programming
maodels and techmiques for developing on the Roadrunner supercomputing architecture, and
has recently begun to offer seminars on using the Open Computing Language (OpenCL), an
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open standard for applications development on multicore/many-core and accelerated
computing architectures.

2.5 Challenges and Issues

The challenges and issues related to this theme are common ones, related to the use of
advanced computing architectures, staff retention, and so on. Such common issues are
discussed in Section 8.
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3.0 Theme 2: Partial Differential Equations
(Theme Leader: Dana Knoll, T Division)

The Partial Differential Equations (PDE) capability at Los Alamos is both broad and deep,
and the theme has been divided into six sub-themes for the purpose of organization:

* Applied Math

*  Deterministic Transport

*  Solvers

¢ Computational Plasma Physics

s Computational Mechanics

*  Meshing

We address these six sub-themes in that order. For some of these sub-themes the relevant Los
Alamos community resides in one group while for others, the community is spread across
divisional and directorate boundaries. This taxonomy also represents a technical crosscut
through this theme of strategic importance to Los Alamos.

3.1 Connection to the Goals and Mission of the Laboratory

3.1.1 Applied Mathematics. In this subsection we focus on Los Alamos’s capabilities in
applied mathematics in partial differential equations and its evolution over the last ten years.
Los Alamos's long history of world-class apphed mathematics began in the 1940s with rhe
Manhattan Project and its strong connection to the Courant Institute at New York Uuniversity.
At the present time, a strength that makes Los Alamos unique in the DOE complex is the
Center for Nonlinear Studies (CNLS), an internationally recognized center of excellence in
nonhnear, complex, and far-from equilibrium systems. This center acts as a gateway between
Los Alamos and the academic world and is also a fertile recruiting mechanism for young
scientists into the Laboratory. Applied mathematics underpins most of the DOE programs at
Los Alamos and the capability is therefore spread out across divisions. Its main funding
sources reach across the DOE and are principally DOE-NNSA and DOE-SC (ASCR, BER,
BES, FES, HEP, NP) and Los Alamos Laboratory Directed Research and Development
(LDRD).

3.1.2 Deterministic Transpor(. Deterministic transport methods research and the
organizational thread it follows have a long history at Los Alamos. The goals of this research
have remained relatively unchanged during the lifetime of the Laboratory. From its inception,
this research has contributed to our mission by developing numerical methods 1o solve the
transport ¢quation deterministically. The capability to efficiently model the interactions of
neutrons and photons is an important part of high energy density computational simulations.
The complexjty of the transport equation, together with the additional complexity associated
with coupling neutron transport (“neutronics™) and photon transport (“radiation”) with mult-
physics applications, means thal efficient numencal solution methods must be developed. To
keep pace with the growth in computational capacity and the increase in fidelity and
complexity of multi-physics simulations, the need for more accurate and more efficient
solution techniques for the transport equation has commensurately increased. The majority of
this effort resides within CCS-2.

3.1.3 Solvers. There has been a long and successful research effort in the area of linear and
nonlinear solvers research at Los Alamos. This has stemmed from the sirong application
potential in areas such as weapons simulation, climate simulation, environmental simulation
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and combustion (and others). Two of the pnmary equation systems driving much of the work
have been deterministic transport (and diffusion), and various forms of semi-implicit and
implicit CFD. Through much of the late 1990s until approximately 2006 there was a focused
solvers project funded via the Los Alamos ASC program. This helped serve as a focusing
collaboration for a number of methods researchers around the Laboratory. Currently growing
desire for development and application of advanced solver methods in climate simulation and
subsurface environmental management simulation may once again provide an all-important
focusing application area for this Los Alamos community. This Los Alamos community can
be found in T and CCS divisions.

3.1.4 Computational Plasma Physics. Computational plasma physics at L.os Alamos has a
very long history and mission support in NNSA, magnetic confinement fusion, inertial
confinement fusion, other high energy density physics applications. Space plasma
physics/space weather and astrophysics are also application areas with some level of support.
Methodologies range.from collision-less kinetic modeling, collisional kinetic modeling,
MHD/fluid models, and hybnd models. Many historic algorithm developments in
computational plasma physics have roots at Los Alamos, such as implicit kinetic simulation,
hybrid methods, semi-implicit and fully implicit methods for MHD, and particle methods for
MHD.

Plasma theory and simulation groups and teams can be found in XCP, ISR, and T divisions.
Traditional sources of programmatic funding have been DOE Office of Fusion Energy
Sciences, DOE NNSA, NASA, and LDRD.

3.1.5 Computational Mechanics. As the nation’s premier national security laboratory we are
challenged with the responsibility of delivering to our nation solutions to problems associated
with nuclear and conventional weapons systems and their effects. With current policy on
maintaining a safe and reliable nuclear deterrent, we are faced with greater reliance on
computational based certification and prediction of performance. This demands that we
engage in these problems world-class researchers and deploy our nations best computational
tools to enable numerically reliable prediction of highly complex material deformation
histories. This includes not only advanced physics models but also advanced and robust
computational tools and algonthms. Without the close and balanced coupling between these
elements we will not be successful in achieving predictability for weapons performance. At
present the work that is ongoing in solids computational mechanics occurs largely in T-3,
T-1, XCP-5, XCP-4, CCS-2, and MST-8.

3.1.6 Meshing. Mesh generation 1s the subdivision of a geometric domain into many
subdomains (elements, cells) of simpler geometry and topology. Mcsh adaptation is the
manipulation of meshes by point relocation or element subdivision to control element quality
and size as desired. Mesh generation is a vital aspect of numerical solution methods for PDEs
that require that the computational demain to be discretized adequately so that simplifying
assumptions about the computational vanables are valid over each element. Thus mesh
generation pervades the entire range of applications critical to Los Alamos's mission from
high-speed shock physics, to metal casting, to subsurface flow. High quality automatic mesh
generation and adaptation tools are essential to the effectiveness of any analyst in efficiently
conducting large scale computational simulations and even with the availability of such tools,
analyses can spend as much as a third of their time in meshing and mesh adaptation of
complex domains.
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The focus of a majority of Los Alamos's simulstions i in capturing complex multi-physics
phenomena accurately rather than capruning complex features of the geometrical domain
Comsequently, much of the meshing effart in Los Alamos concentrales on: a) generating
carefully controlled meshes that accarately capture the physics and avoid spurious effects and
b) adapting the meshes dymamically to solubon features. Mot of the meshing tools at Los
Alamos are highly specialized tools milored to the specific application. Typically, no off-the-
shelf application cxists o perform this task This Los Alamos community can be found in T,
EES and XCP divisions.

1.2 Research Breadth and Impact

1.2 1 Applied Mathemarics. Rather than describe the complex organization across Los
Alamos (and its cven more complex relationship w DOE), we convey the unique capabilitics
and future directions through three sub-areas; 1) the example of applied mathematics in
climate modeling, 2) the CNLS. and 3) the Los Alamos ASCHR applicd math program.

Applied Mathemarncs in Climate Modeling

POP-a: from theorem to ocean model simulation. This refers to the LANS-alpha model,
which was discussed in some detail in Section 2.2.1. This is a major advance for the DOE
thrust in climate modeling. Through this model, dynamical results are seen equivalent to a
doubling of resolution (without actually doubling the resolution). This achievemeni means
that at the coamne resolutions required for IPCC run scenanios, the Los Alamos ocean model
can provide the most realistic circulation - crucial for understanding phenomenon like the
ihut down of the mendionnl overruming circulation and rts relation to the onsel of e ages
No other ocean modeling team in the world has a model of this sophistication. This
remarkable achievement was recently called out in the 2008 BER review of the COSIM
project. This project was a long-ierm, low level-of-cfion success supported by DOE-ASCR
in fundamental development of PDEs, Los Alamos-LDRD in the development of the method
to fundamental applications, and DDE-BER for the development of numenical methods for
the alpha model imo POP. It began as an effont supporied by long-lermn rescarch in ASCR
and fostered by collaborations in the CNLS that created 2 new model of waler waves

| Camassa-Holm 1993], a paper that now has over 1000 citations. A Los Alamos LDRD-DR
and several related LDRD-ERs expanded the work and had active participation through the
CNLS by the intemational mathematics community It appeared in the fundamenial applied
mathematics litlgrature as theorems in [HMR 1998, In 2040, the climate commumity started
loodking at key resulis related 1o fundamental ocean modeling [Holm and Nadiga, 2003;
Wingaic, 2004, Holm and Wingate, 2005). Finally, in 2007, the first results of the full ocean
model appeared in [HHPWa 2008, PHW 2008, HHPWb 2008 and HHMPW 2009]. The mexi
two years will see investigations of POP-a in regional, global, and coupled configurations
along with the incorporation of methods in statistical parameter estimation.

Mulbscale-in-time  advancing beyond the hydrostatic approximation. As a consequence of
the ASCR multiscale thrust a new applied mathematical result derives new slow equations
that are non-hydrostatic [WHET 2010), The new equations generalize the well-known
Taylor-Proudman theorem to nonhydrostatic flows and predict columnar dynamics in the
Arctic Ocean Strong columnar vortices have been observed by [Woodgate 2001 | and more
recently by | Timmermans 2010), These vortices can be as much as 4000 m decp and bring
with them enormous kinetic encegy making the abyssal Arctic Ocean more dynamically
acuve than any other ocean i the world. This result i alwo having impacis on more
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fundamental mathematical results such as estimates of existence and uniqueness of the
Boussinesq Equations. More importantly for DOE programs this result produces projection
operators that take any vector and project it onto the null space of the fast operator. The
conscquence of this 1s a new generation of asymptotically preserving numerical methods that
could efficiently lead the way past the hydrostatic balance that may not be accurate for the
next generation of IPCC class ocean models. The numerical algorithm development will be
supported by DOE-BER.

The Center for Nonlinear Studies (CNLS)

CNLS has had an exceptional history of contributions in nonlinear science with excellent
postdoctoral fellows, many of whom have stayed as Laboratory staff, a varied and
stimulating series of conferences and workshops, and interactions with top extemnal
academic, industrial, and national laboratory institutions. The Los Alamos Applied Math
environment requires a multidisciplinary approach that is hard to find in new postdocs. We
have been very successful in using extensive summer schools aimed at advanced graduate
students to build a pipeline of young applied mathematicians interested in this approach to
problems solving. For example, since 1995 more than 400 students went through the summer
programs designed to create a path for the next generation of computational applied
mathematicians to support the DOE mission through science-based simulations. These
summer projects often became a seminal component in their PhD research. At the postdoc
level, CNLS has played a key role in providing the right multi-disciplinary postdoc
environment combined with access to a variety of computing platforms and compares well
with some of the best postdoc programs in the nation. CNLS is funded by several
overlapping LDRD grants. Each postdoc is supported at the 50% funding level in conjunction
with a host from one of many groups around the Laboratory. This ensures that CNLS
becomes invelved in some programmatic effort right from the start. Historically, CNLS has
been instrumental in providing high impact research in nonlinear analysis and PDEs, with
applications in a wide variety of fields. This intemational impact can be measured by
publications and by the large number of CNLS alumni playing important roles in Applied
Math at Los Alamos, other laboratories, and academia.

The CNLS Annual Conference has often led to significant new developments in applied
math. These multidisciplinary workshops have attracted as many as 300 intemational
attendees and nucleated significant new collaborations and developments at Los Alamos and
beyond. A powerful example is the 2003 CNLS Annual Networks conference. 1t led to
several research efforts in various aspects of network science, nucleating several teams and
led to the recruitment of many outstanding postdocs in this field. The origin of many
important currently active research programs can be traced back to this conference,
including: the analysis of multiscale, temporal networks with applications in cybersecurity,
algorithm development and analysis of optimal design problems relevant to infrastructural
grids, network methods and algorithms underlying several biological physics projects,
networks applied to the interdiction of an adversary’s activity, stochastic analysis applied to
measures of robustness, and stability of sensor networks. The tools and algorithms in these
projects are a blend of continuum and discrete approaches and provide important new
connections between applied math, computer science, optimization, and also statistical
physics and biology. In addition, the scale-free nature of the underlying networks provide
exceptional challenges on new architectures. This 1s a great example of nucleating a new
field before there was sufficient nrogrammatic support and where scientific vision and strong
strategic hires have led to exceptional multidisciplinary teams of applied and computational
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mathemancrans These network projects are funded from several sources, including SC,
DTRA, DHS, NIH, snd LDRD

The Los Alamos ASCR Applied Mathemirtics Progrom

Office of Science funding in thes fickd is traditionally provided by ASCR. Los Alamos has a
long histary of ASCR funded projects, originally mostly in PDEs and their numerical
analysis. The total FY 10 Los Alamos ASCR portfolio amounts to 85 2M (out of a Los
Alamos total SC FY 10 budget of $88 4M) and s divided into Applied Math (52 4M ),
Computational Science ($1.2M), and Computer Science (31 4M), Even in the computer
science calegory, many projects have strong applied and computational mathematics
components. In addition, there are many proposals (pending review) that invalve a strong
intersection between applied/computational mathematics and the goal of computimy at the
exascale, In this sense, the ASCR 2008 report on Applied Mathemaiics ai the L8,
Deparement of Energy; Pase, preseni and a view to the futere " [Brown et al, 2008] has had a
strong influence on current research priorities ai Los Alamos and also represents well some
of the newer directions. The ASCR Applied Math program funds research in Mimetic Finile
Difference Methods for PDEs, Predictability of Stochastic PDEs, Theory of Nonlinear
Evolution Equanons, Monte Carlo Methods for Problems with Large Deviations, and New
Optimization Methods for Complex, Stochastic Networks 1 also provides some additional
funding for postdocs working in this area. Here we briefly highlight the first two of these
projects, as they illustrate how fundamental research i applied and compuiational math can
have significant impact on NNSA and DOE mission needs,

The Mimetic Finite Difference Methods for PDEs project provides a powerful example of
how SC ASCR investment in numenical analysis rescarch led 1o new algonthms or proven
convergence and error estimates of existing codes and algonthms. This was then leveraged as
several key contributions to the ASC program and world leadership for Los Alamos m (for
example) multi-material ALE methods (Refer 1o the Shashkov presentation on ALE methods
and the Lipmikov poster presentation during the review ). This project developed methods that
mimic important properties of the underlying geometrical, mathematical and physical
models. These can include: peometry (e_g complicated dynamic matenal interfaces
|Ganmella-Lipnikov 2010, Ahn-Shashkowv 2009, Dvadechko-Shashkov 2008)), conservation
laws (e g in modeling flows with strong shocks | Shashkov 2007, Ganmells-Lipnikov 2010,
LMS-2008, LMS-2009, Lipnikov-Shashkov 2010]), symmetry preservation (as required in
ICF | Lipnikov-Shashkov 2010]), posittvety and monotomcity (e.g. of the density, pressure
and concentration [Liska-Shashkoy 2008, KSS-2009, LSV-2000, SVL-20H0]), and the
duality of important operators (as required by particular solvers. [BLSS-2007, LSY - 2000,
BBL-200%, BAVK-2010]). The successfal development of a ngorous theoretical discreie
calculus mmed at dealmg with muit-scale, muoln-physics problems on general polyvhedral
meshes, provided new algonithms and proofs of the convergence of some of the mosi
advanced methods requered for multi-masenal ALE rechmgues. It sllowed provided order of
magnitude improvement i the mbesmess and accuracy of codes required in the muln-
physics, multi-scale simulations underlying stock-pile stewardship [ Lipmkov-Shashkov
2006, BLSS-2007, Dvadechko-Shashkov 2008, Ganmella-Lipnikov 2010). At Los Alamos,
these methods are playing an important role in complex, integrated hydro, radiation-hydro,
and transport codes for apphication to Stockpile Stewardship, design and analysis of
caperiments, general purpose hydro and radiaton-hydro problems, and analyring rndiation
and particle transport problems for a vanety of applications. In addition, codes based on these
algorithms are utiltred 1o simulate other dynamic events, meluding high-explosive, [nser, and
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pulsed-power dnven systems, sub-cntical and AGEX experiments, inertial confinement
fusion (ICF), and the response of energetic matenais to thermal and mechanical insulis. This
project established very strong collaborations between T, CCS and XCP divisions, between
Los Alamos and other national lahs, as well as strong ties with acadenma in the LS and
Europe, [t has attracted outstanding postdocs, some who were converted to staff, Outside Los
Alamos, these mimetic methods in combination with results from the Los Alamos ASCR
project on Frediciability with Stochasiic PDEs (Pl David Moulton) are also having an
important impact on our growing Energy Security portfolio. The above methods —combined
together with new approaches to uncer@inty quantihcation [VBCHR-2008, VBH-2009] and
data assimilation [WT-2008]—will provide advanced algorithms for the simulation of
groundwater and contaminant transport in porous media (modeled by hierarchical multilevel
techniques [LMS-2008, LMS-2009]), as part of the new multi-lab, multi-million daollar
ASCEM (Advanced Subsurface Capability for Environmental Management) project. This
project will deliver the tools required to study the impact of massive future investoments to
manage groundwater resources and cleanup at all DOE facilities.

3.2.2 Deterministic Transport, The research necessary to provide the required capability has
evolved through the vears to keep pace with evalving needs that arise from changing
Laboratory mission activities or out of scientific and technological concerns, [t may be
categorized into research areas as follows

*  Paraltel and Heterogeneous Computing Archileciures: parallel platforms have led to the
development of new algorithms and techniques that can salve the integro-differential
form of the transport equations. New insights and understanding of the problem have
borrowed ideas from other areas of mathematics, including graph theory and linear
algebma. New avenues of research have been created based on new or previously
discarded algorithms thal take advantage of new computer architectures.

*  Mulni-physics Applications: coupling with ligh energy density applications has led o
new discretization methods, in both two and three spatial dimensions. The quest for
greater fidelity in simulations introduces additional terms in the transport eguation that
increase complexity and thereby create an impetus to find more efficient soluton
methods, Research into finding the best algorithms, in terms of accuracy and efficiency,
for salving the fully-coupled, non-linear overall system of equations 1§ ongoing.

*  Theorchicod Analysis: technigues developed for numerical solutions need o have
characteristics that make them suitable for use in the particular application areas. Such
concerns reguire that theoretical analysis be conducted to determine the numerical
propertics of the discretization and algorithms employed. This can create new lines of
research, leading to the modification of existing methods or to the development of new
methods.

Recent research activities in these general areas have led to the following specific
developments.

*  lteranive solunon methods tailored to implementation on the Roadninner architecture
[Rosa 2009]

Paralle]l angular sweeps implemented on the Roadrunner architecture |Rosa 2010).
Moving-material corrections for neutronics

Twa-dimensional spatial discretization on unstructured polygon meshes [Warsa 2008].
EfMicient iterative solution methods for radiation [Morel 2007),

Theoretical analysis for the numerical verification of SN ransport discretizations in the
thick-diffusion limit [Warsa 2010].
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= Nonlincar algonithms for ensunng positivity of solutions [Fichtl 2010] Emphasizing the
viewpomt that eigenvalue problems are essentially noalinear, leading to new non-linear
cnticality and alpha eigenvalue solution techniques [Gill 2010].

3.2 3 Solvers. Over the lustory of solvers methods research at Los Alamos and number of
diverse sub ropical areas have been mvestigated. Multigrid methods have always had a strong
focus a1 Los Alamos and over the vears this direction of research has had o number of
positive programmatic impacts. Here the noted software packages have been BoxMG [Dendy
1982 2010] and LAMG |Joubert 2006]. Another area of effective research has been in the
development of advanced preconditioning sirategies for Krylov and Newlon-Krylov
methods. For some period of tme there was a focused effort on application of Jacobain-Free
Newton-Krylov methods and the development of advanced preconditioners [Knoll 2004],
The primary poal of this effort was 1o provide more accurale options (v multiphysics time
integration as compared Lo standard operator sphitting, This effon impacted computational
plasma physics, atmosphenc modeling, environmental modeling, mesh generation and some
high energy density simulation effors. There is currently a growing effort (o utilize (and
Further develop) this technology within the compuiational mechanics and climate simulation
communities at Los Alamos,

3.2 4 Computational Plasma Physizs. VPIC [Bowers 20085 and 2008a] 15 an explicit kinetic
plasma modeling capability. Ties to Los Alamos missions include JCF hohlraum energetics
{presently the world's premier platform for modeling laser-plasma interaction in ICF
hohlraums), ultrainlense shori-pulse laser-matter interaction, space, astrophysics, magnetic
reconnection, magnetic fusion, thermonuclear burn modeling, mdiography, and DARHT
Present research directions mclude r-z capability {presently only Canesian); inclusion of
radiation back-reaction for accurale particle orbits when laser intensaty [A2-1022
{Wiem2um2; hybrid capability (fluid electrons, particle 1ons); electrostatic varant, more
extensive use of heterogengous computing hierarchy for soft/hard reboots and
computationally extensive post-processing; Fermi GPU programming (Jaguar + upgrade),
and acceleration over ignorable timee/'space scales (ala QuickPIC)

DREAM (Dynamic Radiation Environment Assimilation Model) 1s a growing ISR-based
project that presently is a 1-D radial diffusion code that models the long-tume evolution of the
Earth's raduation belts due to naturad changes in the magnetosphere caused by vanations in
the solar wind. This project 15 extending the present capabality to 3-D and to include the
injection of large fluxes of relanvistic electrons from a high altitude nuclear explosion in
space. This project significantly enhances the Laboratory's mission to analyze, access and
miligate threats to national security {and particularly space-based assets) from weapons of
mass destruction

Dense plasma modeling has also been an actuve area of research at Los Alamos, The
ASC/PEM project (cartied out jointly by T-3 and XCP-6 plasma physicists) supports the
development and application of a specialized molecular dynamics code to model the
tramsport in dense plasma that has both short-range sereening and long range Coulomb
interactions. The algorithm of choice is Hockney's Particle-Particle Particle-Mesh (PPPM)
method, which calculates parr potential for short-range interaction but a Poission equation for
the electrostatic potential in long range Coulomb interactions. An outstanding
accomplishment from this tool 1s the resolution of the electron-ion temperature relaxation in
dense plasma, which compares favorably with parallel effort nationally and intermationally.
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The Office of Fusion Energy Scicnces supports a computational fusion plasma capability in
the Plasma Physics Team of T Division’s Applied Mathematics and Plasma Physics Group.
The key capabilities are in four areas: 1) equilibrium and stability calculation of
magnetically confined plasmas in toroidal (e.g. spherical tokamak, field reversed
configuration, and spheromak) and linear (e.g. mirror) devices; 2) extended
magnetohydrodynamics (MHD) modeling of toroidal plasmas; 3) neoclassical and
gyrokinetic transport calculation using particle-in-cell methods; and 4) electrostatic kinetic
simulation of nonneutral and quasineutral plasmas for plasma-materials interaction. These
capabilities support the DOE's and Los Alamos's mission in energy security.

3.2.5 Computational Mechanics. Understanding material behavior under a given strain and
strain rate, (i.¢. constitutive relations or material model) is an important first step toward a
simulation of material interactions. To successfully simulate matenal interactions, such as the
interaction of an air shock with a porous material made of a linear elastic solid, requires a
framework of model equations that can track the motions of the air and the solid material
simultaneously. This material interaction is beyond traditional composite material theory,
because this interaction cannot be described by a mean deformation field. One needs to track
motions of both materials, air and solid, using two velocity fields. This is similar to modem
two-phase flow theory, except most of two-phase flow theories are developed for disperse
two-phases, where the solid phase is in a form of particles with a small characteristic length
scale compared to the domain of the problem. To address this technology gap, a multi-
material interaction theory was recently developed in T-3 [Zhang 2007].

The system of the model equations from the theory needs to be solved by an appropriate
numerical method, especially in the cases of large deformation and breakup of the solid
material, Currently available numerical methods are inadequate. The mesh based Lagrangian
methods often encounter difficulties of mesh distortion and tangling; while particle based
Lagrangian methods encounter difficulties related to accuracy of numerical differentiation.
Eulerian based methods suffer numerical diffusion issues when advecting solid quantities.
Many efforts have been devoted to improve Eulerian methods. Examples are volume of fluid,
level set, and immersed boundary methods. These methods track material interfaces, but not
the deformation in the interior of the solid material. Furthermore, there are cases such as the
porous solid example where the length scale of the interfaces are below the grid resolution.
To be able to solve this type of problem, we combine the multi-material interaction theory
with the material point method. This method combines the advantage of Lagrangian and
Eulerian methods while avoiding difficulties of both. This method has been built into a
numerical code, CartaBlanca [Zhang 2008]. Recently, T-3 has also overcome several
significant obstacles in the application of the method. The numerical code has been applied
to sunulate difficult problems essential to missions of the Laboratory such as safety of high
explosive material, projectile-target interactions, and consequence of nuclear blast in an
urban environment. This method and CartaBlanca code have also been applied to many
problems to help our industrial partners.

3.2.6 Meshing. A large area of meshing research at Los Alamos is the adaptation of meshes
in Arbitrary-Lagrangian-Eulenian (ALE) simulations of fluid flows. In pure Lagrangian
methods, the mesh deforms according to material motion while in Eulerian methods the
material moves through a fixed mesh. While Lagrangian methods track matenal interfaces
and shocks accurately they suffer from the disadvantage that meshes can get tangled in the
presence of large vorticity. ALE methods overcome this disadvantage by allowing the mesh
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points to be moved independent of the matenal motion in order to maintain the quality of the
mesh,

The T-5 plasma physics team (s also developing a method of mesh generation and adaptation
based on Monge-Kantorovich optimization (MKO) [Finn 2008]. The MKO method for mesh
adaptation is based on ermor equidstribution, minimizing the L_2 gnd displacement from a
prewious grid It has been shown if 15 closely related to mimmimtion of mesh distortion. For
this reason, grids generated by MKO are much less likely to fold than other grids whale
following solution features accuratcly

A collaboration team from T and XCP divisions has developed a novel algonthm within the
FLAG code o conformally subdivide a 3D unstructured polvhedral mesh along
discontinuous reconsmucied material interfaces. Thas subdivided mesh with pure matcrial
subcells is then used 1o compute solutions o the grey radiation equations with much higher
accuracy than using averaged properties in the undivided multimaterial cells. This effort is
more mature than a similar effort ongoing at AWE and has been published |Ganmella 2008]
Future work involves making the procedure robust enough for production use, The main
meshing challenge for the ASC setup team in the future will be the automated generation of
general 3-D dendtritic meshes.

A3 Comparison with Peers

211 Applied Mathemaries, Our peer group is other nautional laborstones such as LLNL and

SI!"-L each has strengths and weaknesses. Los Alamos's key strengths are as follows.
A rich multld!!iclpllnm'}' environmenl, where applied math i immersed in 2 strong
physics, materinls science, chemistry, and compuning community that, when combined, is
lnrger than at any other laboratory. This multidisciplimary environment (CNLS s a good
example) provides an incubator for new methods in applied mathematics. For example, in
problems involving stochastic dynamics, fluctuations, and rare events, there is a very
powerful local theoretical and computational expertise. When this 18 combined with new
numerical approaches 11 can result i high impact research in several ields

*  Applied mathematics in climaie modelmg (POP-a), along with international
collaboralors

*  Mimetic differencing techmiques and ALE algonthms

*  Applied mathematics for networks

3 1.2 Dererminissic Transpors. The transport methods group ( pant of CCS-2) enjoys a global
reputation for its quality research. The transport equation has a variety ol application areas,
ingluding astrophyscs, nuclear reactors, and radiation shielding. As 4 result, the determinisue
(and Monte Carlo) method development published as a result of rescarch areas that impact
the Laborstory mission and capability has a far-reaching influence on the scientific
community. Faculty visit on a frequent basis to conduct technical collabormtions, Students
reguilarly seek temporary and permanent positions within the transport group. One of the
group's distinguishing characteristics is that research takes place hand-imn-hand with code
development and implementation, which means cutting-edge capabilities can be almost
mmmediately leveraged for use in application simulations,

333 Solvers. As compared 1o peers at other DOE laboratorics we have had vaned relative
impact, Los Alamos has not produced widely used solver sofiware libraries such as PETS¢,
Trilinos, of Hypre. However, both BoxMG and LAMG anc available under open-source
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libranies. In many applications here, non-Los Alamos packages provide the foundational
solver needs In the particular Los Alamos simulation tool. However, in many applications,
the generic preconditioners that reside within these standard packages are not optimal for any
specific application. Here, Los Alamos solvers experts have been able to work with
application users o develop unique preconditioners (often with significant physics insight)
that provide significant performance improvements. Additionally, a number of Los Alamos
solver concepts have found their way into other solver software libraries such as PETSc from
ANL and Trilinos from SNL. These efforts have provided impact to the ASCI program and
various Office of Science programs in fusion, climate, and environmental modeling. Los
Alamos has had a leadership role in the application of modern nonlinear solvers to many
multiphysics systems and in the development of physics-based preconditioners for such
applications.

3.3.4 Computational Plasma Physics. In recent years, Los Alamos has defined how to map
explicit, electromagnetic, plasma PIC codes to advanced parallel computing architectures.
This is a definition that many others are now following. In a similar fashion, Los Alamos has
defined how to apply Newton-Krylov solver technology to a number of important
compulational plasma physics problems.

3.3.5 Computational Mechanics. Activity at SNL and LLNL has been ongoing for many
years. SNL is actively developing its Sierra framework collection of physics codes to address
coupled physics problems. LLNL is developing its ALE3D code for use in complex weapons
simulation problems. Increasingly these tools are being engaged in the DoD community for
the simulation of conventional weapons problems.

3.3.6 Meshing. The research and development of meshing technologies at Los Alamos
compares well with LLNL and SNL, although Los Alamos has not been as coordinated in
developing well recognizable software packages for meshing. Our efforts are closest to those
of LLNL due to the emphasis of both laboratories on capturing complex physics 1n high-
speed shock simulations. LLNL’s PMesh has capabilities that are somewhat similar to the
capabilities of the Setup team at Los Alamos. Also, the ITAPS for developing mesh APIs is
loosely related to the development of the MSTK mesh infrastructure (see section 3.1.6) at
Los Alamos. LLNL does have a significantly more advanced effort in Structured Adaptive
Mesh Refinement through a package called SAMRALI that is widely used. At SNL, the main
meshing package is CUBIT, which is mainly focused on unstructured meshes for engineering
type parts and not able to generate the kinds of meshes required by Los Alamos or LLNL
(i.e. parallel meshes with some structure and symmetry, along with hanging nodes [o reduce
mesh density in narrow regions). The Sierra ToolKit is a similar effort as MSTK to develop
mesh infrastructure to applications solving PDEs. Comparable work to Los Alamos has been
done at SNL on the subject of mesh quality improvement and mesh untangling by node
motion.

3.4 Status of the Capabilities

3.4.1 Applied Mathematics. Because the capability is spread throughout Los Alamos it is
difficult to assess overall stirength. The development of entirely new areas of applied
mathematics, such as the new network capabilities, suggests overall health. However, two
key issues discussed in more detail below prevail: first, loss of key applied math staff thar
participated stropgly in CNLS, and second, not only do we need to replace those staff, but we
also need to consider that new demands faced by DOE and our nation may require a new
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generation of applied mathematicians who are very different from what worked in the ROs
and 20s. Our future depends on how we address those issues.

3 4.2 Deterministic Transport. The deterministic transport methods team currently supports
two major code development projectss PARTISN and Capsaicin, that are used in several
application arcas that support the laboratory mission for multiphysics simulations, A unique
aspect of our code development efforn is that research into new methods and algorithms
largely takes place within the code projects. Therefore, any promising new techniques can be
rapidly made available to the simolanons. Ultimately, the capabilities of the two projects will
be merged to provide a unified imterface for neutral particle ransport and radiative transfer
calculations. PARTISN is the "neurronics” code that models the interactions of neutrons with
materials. It has been undergoing development here for the last 40 years in an ongoing effort
to extend capability, methods and algorithms to meet changing requirements that arise
through continuing evoelution of computer capacity and technical concerns invelving
multiphysics simulations. The code works on structured meshes with parallel decomposition
in all phase space vanables. Capsaiein is the "radiative transfer” that has been developed
using modern software quality assurance and design principles duning the past six ycars. The
code framework includes the latest and most advanced solution methods and algorithms that
have been primarily developed by CCS-2 during the past ten years. The code works on fully
unstructured meshes with arbitrary topology, with spatial paralle] decomposition. Much of
the rescarch that has been published on transport methods and algorithms has been tested and
analyzed through implementanon in Capsaicin, primanly to provide capability for parallel-
decomposed unstructured mesh calculations. Neutronics capability through the NDI data
package, unstructured 3D terrahedral mesh capability, and JFNK eigenvalue calculations, in
addition to the radiative transfer capability already in place for 1D and 2D meshes, arc
among the recent capabilities being implemented.

3.4.3 Solvers. A core of & solvers community still exists here, but duc 10 ASC program
priorities that community now resides within a vanety of application codes as opposed 0 a
unified, standalone ¢ffort

1 4 4 Computational Plosma Physics. Algonthmecally VPIC s an explicnt particle-m-cell,
clectromagnetic, charge conserving code. It employs a 5th order Bons push, FDTD ficld
solve, suppor for unary and binary collisions, nuclear and chemical reactions. VPIC uses a
Trotter factonzation, so posscsscs excellent numencal siability, acouracy. Smgle- and
double-precision variants exist (but smgle-precision s moest used), Nanive suppont for short-
vector SIMD, including SSE. Altivec, and I1BM Cell exiss along with dats alignment.
Addmonally, VPIC s accelerated for IBM PowerXCell8i processor (Roadrunner). The major
DREAM capability 15 a numencal solution of a 3-D diffusion equation. The three dimensions
are nol physical space or velocity space, but msizad are three canonical variables that involve
very disparate spatial and temporal scales. The diffusion coefficients have widely differing
magnitudes and the off-diagonal tcrms can be much larger than several of the diagonal terms,
making the -1 version of the code much more complicated than the [-D version. In
addition, the diffusion coefficients can vary widely in space and time and must be converted
1o canonical variable space. The diffusion coefficients are inferred from satellire data; data
sssimilation techniques must be emploved o interpolate’extrapolate from a limited number
of spatial positions {thal are changing in time as the satellites orbit the Earth). The Los
Alamos magnetic fusion energy effort uses Newton-Krylov method extensively as the core
solver echnology for both the nonlinear equilibrium solver and the imitial value extended
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MHD simulation, This is often combined with sophisticated spatial discretizanon such as
spectral element and aggressive physics-based preconditioning. Our stability codes typically
emplovs ARPACK as the underlying eigensolver and also, when applicable, innovative non-
eigenvalue-based methods, The neoclassical and gyro-kinetic simulation capability, which is
based on delta-f particle-in-cell methods, is a joint development with PPPL. Our emphasis
has been on the algorithmic formulation and implementation of the collision aperator, in
addition to geometric flexibility such as allowing stochastic magnetic field lines. The
adaptive-grid electrostatic simulation of kinetic equation is a more recent development at Los
Alamos. 1t brings the power of a time-dependent grid adapiation strategy based n Monge-
Kantorivich control o particle-in-cell simulation, which ensures high fidelity while retan full
geometric flexibiliny.

343 Computational Mechanics. Los Alamos uses both EPIC {legacy code) and ABAQUS
{commercial) for these same problems in computational mechanics. There has been some
support for the development of new material point method {(MPM)-base capability, Maore
support will be required to mature this young capability.

F.4.0 Meshing. For the past few wears the focus of the ASC setup team has been the efficient
and automated generation of 2-D dendritic boundary-conlorming meshes for high-speed
shock phvsics simulations in Los Alamos codes FLAG and RAGE. These meshes are non-
conforming {contain hanging nodes/terminating lines), have highly anisotropic geometry, and
may contain multiple related meshes separated by slide lines. The team has also developed a
3-0 C5G (Constructive Solid Geometry) modeler with massively parallel 3-D CSG model
query, and automated input deck/problem specification. For the last 10+ years, T-5 at Los
Alamos has been developing methods for oplimizing the gquality of unstructured 2D and 3D
meshes in multi-material domains. This technology 15 being deploved in our production
codes and being enhanced o optimize distnbuted grids during the course of ALE simulations
[Vachal 2004]. Meshing for geological applications is another important area of research
here and serves vaned customers such as physics modelers of subsurface flow and transport
(hydrology, waste repositories, CO2, oil and gas, geothermal), shock physics (containment,
hardened targets) and shor-term tectomes (earthquake rupture, post-seismic deformation).
Each application area has different requirements and data input tvpes (geologic framework
models) and EES-6 has developed a suite of toals and algorithms called LAGRIT

[hitp: lagrit lanl 2ov) to meet some of those needs. For example, they have developed
methods 1 mesh non-manifold geometries (faull surfaces embedded within a mesh} and
methods for stratigraphy conformung Voronol control volumes in 3D (hydrology, CO2
sequestration) and geometry adaptive mesh refinement methods using octree-based
refinement. LAGRIT is a freely available to the peophysics community and offers a powerful
alternative to purchasing multiple, expensive geological meshing software products. A
meshing mfrastructure, MSTE, [Ganmella 2004] has been developed for simplifying the task
of developing more advanced mesh based algonithms such as mesh generators, mesh
optimizers and numerical salvers for PDEs (hitp_ ‘'math lanl pov/-mo Meshing-

Projects MSTK), MSTK allows application developers to store, query and manipulate
multiple unstructured meshes in an object-oriented way without getting bogged down in
details of mesh data structures. MSTK's interface to unsructured meshes is similar o that of
SciDac's ITAPS (Interoperable Technologies for Advanced Petascale Simulations) effort and
is among 2 handful of unstructured mesh frameworks avilable under an open-source license.
Current efforts are focused on handling parallel, distributed meshes so that much larger
simulations can be performed
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3.5 Challenges and Issues
Many issues in this theme are common 10 all themes in the CPAM capabilities and as a result
appear in Section 8.0. Some specific challenges and issues for the PDE theme follow.

3.5.1 Applied Mathematics. Over the last decade, we have lost some of our most important

applied mathematicians. The 2009 CNLS Extemal Advisory Committee, comprised of

internationally recognized scientists from academia, report prominently noted:
*“...Among the internal challenges noted ..., perhaps the most significant is the
apparent diminution of the historically imporiant role of the applied
mathematicians—both individually and through the former T-7 group—in the
recent work of the Center. Although this diminution may in part be comparative,
given the increasing participation of biologists and physicists, the EAC noted a
large number of individuals who have in prior years been strongly associated
with the CNLS, who have either left Los Alamos or have become less involved
in the Center. Among these are Mac Hyman, Darryl Holm, Charlie Doering,
Pieter Swart, Aric Hageberg, Roberto Camassa, and Ildar Gabitov. Of course,
since the CNLS does pot have any perraanent scientific staff positions (apart
from the Director and Depulty Director), it cannot by itself guarantee the presence
of applied mathematicians at the Lab. What the CNLS can do within its resources
and structure is to seek out postdocs who may be paired with existing permanent
staff to bring new applied marthematical techniques to the Lab. Specific examples
might include a postdoc in stochastic equations (a hot area now in mathematics)
or a postdoc in computer science, either of whom could be paired with one of the
statistical physicists at the Lab. The EAC’s concern is that, without sufficient
nurturing, the role that the CNLS bas played in bringing advances in the
mathematical science to Los Alamos may diminish over time.”

The concem was for CNLS but 1s true also for the Laboratory. One question we face is how
to recruit the kind of applied mathematicians that are able to reach into academia and into the
laboratories programs at the same time. DOE SC and NNSA are advancing the idea of
achieving the exascale in computing. To meet this challenge applied mathematics will have
to evolve into a much more collaborative process. Rather than the classical analysis of partial
differential equations or numerical algorithms it will have to incorporate fundamental ideas
from uncertainty quantification and the analysis of large data sets [Brown et al. 2008).
Mathematics will become more important and be part of the whole solution process.

There are exciting new challenges and opportunities in applied math that require a closer
connection between applied math and computer science than in the past. A good example is
provided by the many new projects that Los Alamos applied mathematicians are attacking in
the national security arena. We have projects at the intersection of network science with: 1)
cyber secunty, 2) smartgrid dynamics, 3) cell-signaling, 4) interdiction of smuggling, and 5)
detection of anomalous behavior and rare events via sampling. These projects demand new
approaches that encourage combined backgrounds in both CS and applied math. Its success
will rely on finding talented young people with an unusually broad background (including,
for example, interest in optimization, discrete math, and large-scale computing on new
architectures, to name but a few,) Our past efforts at helping such postdocs succeed by
immersing them in an environment such as CNLS have not been overly successful, largely
because a new computer science PhD has different goals, language and metrics for success
compared to a postdoc in statistical physics, for example. [t is not clear that a PhD is even
required in maoy cases. The challenge is to design a program and enviroruuent that can
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attract young computational scientists who can effectively bridge between applied
mathematics, computer science, and future exascale efforts.

3.5.2 Deterministic Transport. Current capabilitics must continue to evolve with changing
requirements and new computational platforms or paradigms. The importance of the
connection between basic research and applications is clear and cannot be overstated. But
capabilities need to be developed and expanded whenever new insight is realized. Because of
the unique way in which research and implementation are connected, the viability of new
methods can be determined quickly so there is little risk on the overall mission objective.
Therefore, it is essential that funding for the basic research not always be tightly linked to
applications. An open approach will provide freedom of research.

3.5.3 Solvers. There continues to be many challenges to a healthy solvers comununity here
including fractured efforts and lack of support for direct research from large programs
outside of specific programmatic application domains. Future direction will most likely focus
on multiphysics applications, multiscale applications [Lipnikov 2008], and performance on
advanced architectures (see Section &.1).

3.5.4 Computational Plasma Physics. While the DREAM physical problem is somewhat
straightforward, the numerical challenges are daunting. Algonthm development includes
efficiency in three major areas: 1) solution of a very complicated and coupled three-
dimensional diffusion equation in time, 2) canonical transformation between space-time
variables (from satellite data) and canonical variables (needed for the diffusion coefficients in
the diffusion equation), and 3) application of data-assimilation techniques to
interpolate/extrapolate measurements of electromagnetic wave spectra from a few widely
spaced satellites.

3.5.5 Computational Mechanics. We presently lack a single tool to successfully tackle
nuclear and conventional weapons problems. As a result, new developments must address
multiple codes. We need to develop a computational framework for solids problems that can
be used for hoth nuclear and conventional weapons work, and dynamic malerial behavior
research.
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4.0 Theme 3: Monte Carlo
(Theme Leader: Francis J. Alesander, IS&T Ceniter Leader)

The Monte Carlo (MC) method was invented here m the post-World War [l em by Ulam and
von Neumann (0 treal numencally the complexity associated with transport of radiation
through fissile matenal. It was the numerical basis for the first large scale scientifnc
computation performed on the world"s first electronic computer. It was also the only method
at the ime capabile of the sk In the 193055, Metropolis et al. invented the most widely used
Monte Carlo method, the Metropolis algorithm (the onginal paper has over | 2,000 citations),
10 sudy equations of statcs motvaid¥by weapons research. The new algornithm was the only
method ai the time capable of the task. In between, Fermi, as a Laboratory consultant, offered
that the Ulam-von-Neumann Monte Carlo Monte Carlo strategy could solve Schridinger”s
equation. It wok the dewning of the age of supercomputer to realize Fermi's vision. These
beginmings set the foundation not only for the legacy still benefiting important portions of
today’s research here, but also for todav’s world-wide use of the Monte Carlo method for
classical and quanmum problems.

The endunng power of the Monte Carlo method is its unigue ability to “break the curse of
dimensionaliry,” Many deterministic methods senle exponentially with the complexity of the
problem. Most Monte Carlo methods scale linearly, As the complexity of the mathematical,
scientific, and engineering problems al the Laboratory keep increasing, Monte Carlo methods
will remain the only simulation method capable of many tasks. Encouragingly, the sull
increasing power of computers keeps beckoming for more and more complex problems
Monte Carlo will thus remain in the Laboratory "s future because it can do what other
methods will be unable o do. Integrating Monte Carlo and exascale computing s likely vo
unveil a new dimension to this fundamentally powerful numenical method. The use and
development of MC methods are ubiquitous a1 Los Alamaos. In addition 1o the effors
described in detail that follows, MO 15 also being used and developed for modeling complex
networks, social systems, classical kinetic theory, performance analyss, optimal estimation
and more. This self-assessment will describe the larger efforts in the following eight areas.
MC for Transpor

Kinetic MC

Condensed Martter Phvsics and Matenals Science

Statstics

COplimization

AT for BaoSeconty
Phylogenetics

QCD

4.1 Connection to the Goals and Mission of the Laboratory

4.1 1 MC for Transport. Modem Monte Carlo for radiation transport has its roots In the
Manhaman Project at Los Alamos with renowned scientists such as Fermi, Lllam, von
MNeumann, and Metropolis, Monte Carlo research, methods development, and applications on
the world's fastest and biggest computers and for the nation's most urgent needs remaln o
forte of Los Alamos, particularly in the mission areas of nuclear deterrence, global threats,
and cnergy securily
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For example, Los Alamos uses MCNP to design critical and subcritical assemblies using
large quantities of special nuclear materials (hbare and moderated/reflected). Some of the
subcritical assemblies were built to support R&D associated with new detector designs and
data analysis techniques with applications associated with nuclear matenal safeguards,
homeland security, and nuclear emergency response. Some of the critical experiments were
used to benchmark the computational ability of MCNP and the cross section sets used with
MCNP to predict the critical masses of actinides where insufficient quantities of the matenals
exist to build a full critical experiment. Recent critical experiments of interest include the
Neptunium critical mass experiment, one of the benchmark critical experiments performed
on the Comet assembly machine, and the Planet HEU foil expenments. Recent subcritical
experiments of interest include the BERP ball reflected by polyethylene, acrylic, and nickel.
In addition, we have used MCNP to study neutron absorbing materials and spacing for
criticality safety and to validate and optimize radiation detectors designs.

Detector Design. [Swinhoe 2009, Evans 2010, Fensin 2009a, 2009b, and 2009c, Peerani
2009, Lafleur 2008, Swirnthoe 2007, Hendnicks 2003, Langner2006]. MCNP®6 is a simulation
tool widely used for the design of detectors (neutren and gamma) for use in non-proliferation
safeguards. Nearly all of the non-destructive assay (NDA) equipment used in nuclear fuel
cycle facilities in Japan and elsewhere have been designed using MCNP6. In general the
simulation results are within about 5% of the experimental measurements. In recent years we
have added the capability for MCNP$6 to perform neutron multiplicity detector simulation,
which allows us to calculate coincidence counting rates in situations where our approximate
theoretical models no longer hold. In N Division there is a major project to design
instrumentation to measure the plutonium content of spent fuel. We use MCINP6 not only to
model detector behavior, but also to calculate the composition of the spent fuel created
during the reactor irradiation using the recent MCNP6/CINDER integration, Some other
institutions carry out modeling work (European Union Joint Research Center, International
Atomic Energy Agency, ORNL) but most use either MCNP6 itself or a moditfied version of
MCNP. Los Alamos is acknowledged as one of the leaders (if not the leader) in this area (see
ESARDA benchmark reference below).

Global Security. Part of our mission is to develop and apply science/technology to reduce the
threat of weapons of mass destruction, proliferation, and terrorism. Los Alamos provides
technical assistance and advice in accidents or incidents involving radiological or nuclear
weapons. Monte Carlo simulations are well suited to predict the signatures from shielded
radiation sources because of the three-dimensional and time-dependent nature of the
problem. Specifically, the Monte Carlo methods, codes, and nuclear data developed and used
here to provide assistance for these global problems are also used by dozens of other US
federal agencies and foreign partners as the “gold standard” to design and optimize radiation
detection systems for monitoring and performing radiological health and safety predictions.
In some global security applications, radioactive threat objects are characterized by
measuring a gamrna-ray specirum and analyzing the leakage of uncollided passive decay
gamma-ray lines. In order to optimize the parameters of the threat object model so that
forward calculations match the measurements, it is helpful to compute the sensitivity of the
uncollided fluxes to the unknown parameters (system dimensions, material densities, etc.).
We have developed the capability to compute these sensitivities in a general three-
dimensional geometry using MCNP. The method also provides a much more efficient means
of obtaining the uncollided pointwise flux than the standard point detector tally. Los Alamos
is the leader in modeling and analyses based on uncollided fluxes; peers tend to use the entire
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gamma-ray s pectrum. MUNPG has the ability to model detailed delayed neutron and gamma
emissions, which is particularly useful for Homeland Security applications where the primary
detection method is active interrogation with delayed signatures

Nuclear Fuel Behavior, MCNP/CINDER 15 used m T Division (o study the detailed behavior
of nuclear fuel elements, such as the formation and propagation of bubbles and eracks.

4 1 2 Kimene MC_ Kinetic Monte Carlo (KMC) is commonly used, and for reasons given in
the overview i1s powerful and valuable, for simulations in variouy arcas of malerials science,
physics, chemistry and biology, and in many cases the connection to the Los Alamos and
DOE missions are clear. For example, KMC is often used (o study the complex processes in
radiation damage annealing, which Is of course critical to understanding advanced nue lear
wasie storage, advanced nuclear fuels, and materials for fission and fusion reactors,

4 1.3 Condensed Matter Plostes and Marerials Science. The MC method is one of the main
computational tools (along with Molecular Dynamics and Density functional theory) for
modeling materials—a major thrust of the Laboratory, MC s continued support s required
for advances in this area and for Los Alamos's signature facility, MaRIE

4.1 4 Sransnes . Monte Carlo 15 an essential part of stahstical work as refated 1o Lab projects
in weapons (¢.g., Gaussian process emulators for prediction and LIOY), enhanced survesllance
{system relia bility estimates; sampling methods for complex populations), homeland secunty
{design of, and performance asscssment for, radiation detectors, ranspon of airbome
particles; baselines for biosurveillance metrics), analysis of iomographic images, and
environmental problems (climate modeling, underground migration of contaminanis), to cite
a few examples.

4.1.5 Optimizarion. The goal here is to find the besi possible solulion thal minimizes a given
cosl function as efficiently as possible. Remarkably, almost any problem can be cast as an
optimization onc, Examples are the raveling salesman problem, find the shonest route that
meets 3 number of cities, and the protein folding problem, find the configumtion that
munimizes the energy of a given protein. Optimization is naturally al the inlersection of
several scientific ficlds wath tremendous impact in apphed mathematics, computer science,
network commumications, physics, computational biology, and complex systems. There are
several compatational methods o attack optimization problems. Arguably, probabilistic
methods based on classical and quantum Monte Carlo techniques (Markov chain Monte
Carlo, MCMC) sre the most efficient ones, allowing us 1o deal with large and complex
problems. Some of these problems are of relevance i national security. For example,
optimization provides more efficient ways o deal with large amounts of data, essential in
scenanos where the data overiakes the amount of space for storage. High-performance
computing 15 necessary o enhance the secunity of nuclear weapons. MOMC echniques for
optimizznon arc thus key o our mission. |t 5 2 strtegc investment ares of the LDRD
program, addressed in the Science and Technology Grand Challenges

4 1.6 MC jor BroSecwruy. Influenza kills an average of 40,000 people every year in the LIS
dunng a normal seasonal epudemic. It is possible that millions can be killed during a
pandemic, which occur for influenza every few decades (1889, |918, 1957, 1968, 2009). We
are developing spaticiemporl models 1o understand several epidemiological aspects of
influenza, including the emergence of drug resistant strains under combination therapy and
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the sources of seasonality. Although the most basic mathematical models employ coupled
ordinary differential equations, more accurate models employ stochastic methods that capture
both the fact that populations are composed of individuals (and therefore represented by
integers) and, more impertantly, that most evenis can cnly be specified in terms of
probabilities. Such a statistical descnption i1s necessary when populations are small. as with
the emergence of a resisiant smrain, when the disease is invading a geographic regon, or
when new sirains emerge (0 evade the immune system. To treat these processes, we are
explonng kinetic Monte Carlo methods that are based on the Stochastic Simulation Method
(55A) introduced by Gillespie. As the S5A method is typically too slow for large populations
{cilies, states, countries), we are explonng faster methods, such as the approximate fau-
leaping methods. We are exploring optimal adaptive time step fau-leaping methods that will
allow us to consoruct large-scale kinetic Monte Carlo simulations that can simulate the global
spread of the disease while including details of human movement,

4.1.7 Phylogenencs. [Bhattacharya 2007, Timm 2007, Gnanakaran 2007, Roussean 2007
Brumme 2007, Rousseau 2008] The Laboratory has been on the forefront of developing
theoretical biology as a field. A large number of applications (from systems biology to
pathomics) and technologies (from attribution o intervention both agamst natural and against
artificial agents) rely on a sohid phylogenetics capability. Whereas a large pant of this
capahility relies on point estimates derived by heuristic methods, the needs for robust
estimates and quantification of the uncertanty involved in these calculations are rising.
Maonte Carlo methods for estimating the Bayesian posienior is the leading method of choice
in this field. This nascent capacity 15 intimately tied to mamtaiming our lead in a variety of
fields i theoretical biology. Coupled with thas, the realization that phylogenetic methods
mayv yield better classification tools in a wide varety of situations has increased the
importance of this capability, In almost every field where the diversity of the objects bewng
classified has a strong component due (o descent with mdependent modifications, leading o
lineages, phylogenetics is likely to provide better rools than other unsupervised classifiers.
The Laboratory's interest in cybersecurity is an example of an extended application of
phylogenetics. It can potentially be used to classify and rapidly intervene in the spread of
malware, whether deliberately targeted or maliciously spreading.

d. 1.8 (D, The use of high performance computations to further the needs of Bevond the
Standard Model Physics is an active area at the Laboratory, In particle physics, this translatcs
to understanding the signals of new theories of physics in experiments carried out here and
elsewhere. The problem with this approach 1s that one part of the currently known physics,
Quantum ChromoDynamics, has no small parameter on which to base a perturbative
gxpansion at some energies of interest, The only completely controlled calculations of these
backgrounds come from Markov Chamn Monte-Carlo evaluation of expectation values using
“path integrals,” which are infimte-dimensional integrals with number of dimensions scaling
as the number of points on a discretized finite volume space time. We have a long history in
camying out these calculations and considered one of the leaders in this field These QCD
codes also form a standard part of the tests for newly emerging architectures. Because of
their intensive floating point caleulations and extremely regular gnd communications, they
exercise different capabilities of the machines than other codes.
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4.2 Research Breadth and Ilmpact
4.1 I MC for Transpor:. Monte Carlo methods research, software development, and
sirmulations of radiation mansport are prevalent in many different application areas around the
Laboratory.
= Neutron [Yesilyurt 2009, Soloman 2009] and gamma ray transport
Codes: MCNP, MCATK
Applications: MUNP, including crincality safety, adiography, nuclear ol well logging,
fission and fusion nuclear reactor design, decontamination, decommissioning, waste
transport and storage, and medical, radiology (detector design and image reconsiniciion)
*  Thermal x-ray mansporn [Kelley 2010, Densmore 20| 0, McClamen 2009, Densmore
20092, Hykes 2009, Densmore 2009b, Urbatsch 2008, Densmore 2008, Densmore 2007a,
Densmore 2007h]
Codes: Jayenne IMC Project
Applications: high energy density physics, astrophysics, inertial confinement fusion, and
experiments at the Z-Pinch, NIF, and Omega facilities.
* lon transpart
Codes: MCNP, Eulenian Application Project Package
Appheation: medical including proton and heavy ion therapy, solar and cosmic ray
shielding for astronauts, sccelerator targel design, sctive Interrogation, plasma physics
*  Relativistic electron transport
Cades: MCNP, Merlin
Applications: Compton ¢lectron currents for EMP; solids, dielectrics, and plasmas for
radigraphic applications.

4. 2.2 Kinetio MC. Our work has been in the carly development of mte catalogs, the
development of methods for accelerating KMC [e g Chamterjee 2010]. There have also been
applications in radiation damage anncaling and alloy segregation. Los Alamos also has a
significant large-scale parallel KMC capabilitv and expertise i kinetic theory aspects of the
method.

4 1 1 Comdensed Manter Physics and Materials Science. In condensed maner physics and

materials science the breadth of the Laboratory’s Maomie Carlo applications samples the

breadth of such applications worldwide. Examples include cumment activibies such as:

*  Condensed Matter Physics: electronic stracture of Pu and metal-insulator iransibons in
salids, Novel ground states of strongly correlated electron materials,

*  Quantum Information { Atomic, Condensed-Maner and Nuclear Physics). Cold Fermu
atoms in apbcal latices,

*  Statistical Phyxics (Equilibrium): potential energy surfaces of explosives, lonic potential
encrgy surfaces for equations of state and high-pressure phase transitions, and

*  Swatstical Physics (Nonequilibrium): kinetics of collowds and granular matcnals.

The impact of this work varies with the application. Kev components of the above are

directed wowards the theory, modeling, and simulation of explosives. and accordingly,

directly link with major Laboratory programs. The cold Fermi atom work brings international

respect for the Laboratory s science. Success with the electronic structure of plulonium work

will impact both programs and scientific reputation.

4 2.4 Swatisrics, The Statistical Sciences Group (CCS-6) is a unique resource in the nation,
and 15 responsible for the ongination of Latin hypercube sampling for the design of computer
expermments in the 1970s (the onginal paper has more than 1,200 citations), More recently,
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the group published the seminal proof of exponential convergence theory for adaptive biasing
methods (also known as importance sampling), developed partial decoupling methods for
auxiliary sampliog, established the theoretical basis of ex post facto sampling for estimation
of means from heavy-tailed distributions, and developed algorithms for so-called transition
matrix Monte Carlo for condensed matter systems. CCS-6 has published numerous papers on
the theoretical underpinnings of Monte Carlo algorithms in a variety of prominent journals,
including the Journal of the American Statistical Association, Technometrics, Annals of
Applied Probability, Statistical Science, Journal of Statistical Mechanics, Journal of
Computational Physics, Mathematics and Computer Simulation, and the Journa) of
Computational and Graphical Statistics. Customized software for implementing Markov
chain Monte Carlo has been written locally and used in Bayesian statistical analyses.

4.2.5 Optimization. Historically, Los Alamos has been a world leader in Monte Carlo
simulations. Currently, a number of staff members at Los Alamos utilize and develop
MCMC methods for problems in optimization such as finding the optimal configuration in
quantum or classical spin glasses. Spin glasses are important because they provide simple
models of many complex systems in nature. In fact, most combinatorial optimization
problems can be related with spin glasses. It is well known that MCMC can be used to study
a spin glass model by imitating a slow annealing process where the temperature is slowly
changed in time. This is the basic idea behind methods like classical simulated annealing; a
probabilistic heuristic method. By choosing a proper annealing schedule, it is possible to
converge to the optimal configuration of a spin glass with large probability. While in the
worst-case scenario the total annealing time 1s undesirably large, simulated annealing is still a
very good linear-time heuristics for many related and important problems. In particular,
classical simulated annealing implemented using MCMC could be very efficient when used
to estimate the ground state energy of a spin glass (instead of obtaining its optimal
configuration). [Krzakala 2009]

A more recent method, also based in heuristics, 1s quantum annealing. Here, the idea is to
exploit quantum fluctuations to speed up a classical annealing process; the latter is driven by
thermal fluctuations. While quantum annealing can naturally be implemented on a quantum
computer (adiabatic quantum computation), it can also be imitated by means of (quantum)
Monte Carlo methods. It was recently demonstrated numerically that MCMC for quantum
annealing largely outperforms classical simulated annealing in a number of problems in
optimization. A review of quantum annealing can be found in [Das 2005]. Apart from
achieving unprecedented speed-ups, these Monte Carlo studies will likely be the foundation
for future implementation of quantum annealing on quantum computers.

Batista and Somma, T-4, recently introduced a classical-to-quantum mapping that relates the
classical simulated annealing method with a particular instance of the quantum annealing one
[Somma 2007 & 2008]. This result implies that quantum annealing, if implemented on a
quantum compulter, is at least as powerful as classical simulated annealing. In fact, [Somma
2008] rigorously showed that some instances of quantum annealing always provide speed-
ups with respect to the classical annealing method. The mapping in [Somma 2007] provides
novel ways of using MCMC to simulate classical spin glasses by embedding them in
effective spin glasses that live in larger space dimensions (Markov chain lifting).

4.2.6 MC for BioSecurity. The methods we are developing, spatial kinetic Monte Carlo with
realistic human movement, can be applied to the spread of many diseases.
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4.2.7 Phylogenetics. The use of Monte Carlo methods in phylogenetics is a nascent research
area at the Laboratory. A large capability exists in the application of phylogenctics methods
here, but the use of Bayesian methods necessitating Monte Carlo techniques 15 new.
Phylogenetics has been used in biology for metagenomics, attribution, understanding
pathogen evolution, and studying comrelations relevant to vaccine development. The methods
used have varied from distance-based approaches (o heuristic search for the maximum
likelihood answer. When the need arose for ervor bars, ad hoc methods have been used or
standard Bayesian tools have been applied to small smounts of sequence data. The advent of
large sequencing eftorts using the newly emergent pytosequencing techniques, and the
development of that capability at the Laboratory has now spurred interest in developing
Bayesian methods to deal with phylogenctics in this domain. Concurrently, the new
generation of hierarchical parallel architectures has led to the need to adapt the methods
developed on serial architectures (o these efforts. The mapping of this Monte Carlo problem
on to such architectures has just begun and algorithmic developments have started.

428 OCO, The collaboration centered at the Laboratory has been at the forefront of
research in this area. The quantities that we have been traditionally focused on involve static
properties of light hadrons and their interactions. This group has also been mstrumental in
showing how the discretization approximation | Bazavoy 2009) can be systematically
eliminated m a limit without resorting to perfurbation theory at any stage. Recent work has
focused on the properties of these theones at high temperatures relevant o the quark-gluon
plasma transition being probed in varioes experiments around the world.

4.3 Comparison with Peers

#. 3.1 MC for Trangpory. MONP is a powerful, general-particle Monte Carlo transpont code
that is more than 32 years old and created directly from the algorithms derived from Ulam,
von Meumann, and others. The MCNP team contains world-class leaders in the belds of
vanance reduction, paralle! particle transport, high-energy transport physics, cnticality, and
glectron transport. MCNP is widely distributed worldwide and 1s regarded as one of Los
Alamos’ most successful code development projects in its entire history. MONP will soon be
the first and only code with the capability (o esnmate sensiivities and reactivity changes
using contimuous-energy Monte Carlo, The current capability uses a differential operator to
estimate the response (o a perturbation, and this approach has been shown to have difficulues
wilh neutron scattening and thus 1s not appropriate for eigenvalue sensitivity calculations

The closest peer and competitor is ORNLs SCALE code, which uses the usual inner product
formulation; except only in multigroup, oot continuous energy. SCALE also has the ability to
propagale sensitivilies and can compule adjoni-based sensitivities for reaction rates in
criticality problems. MCNF's use of the fission probability interpretation of the adjoint flux
to achieve continuous-energy sensitvities 1s a unique capabilicy.

For Merlin, the peer capability is the Voss Scientific LSP code and its progeny. These codes
are three-dimensional and have zome internal capability for Monte Carlo photon ranspont
and hydrodynamics. They also have certain additional physical models but are lacking others.
Peers of the Jayenne Project are LLNL and the UK’s AWE. One major différence is that the
Jayennc Project operates mainky on AMR meshes and so it generally has many more cells
than a Lagrangian or ALE mesh, which allows for more detailed studies of radianon-
hydrodynamic behavior but also requires more particles to control statistical noise,
Roadrunner has drastically reduced the meremental cost of pamicles and thus allowed Los
Alamos to leapfrog 118 peers in computational efficiency while maintaining its more accurate
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course. AWE is very strong in general transpornt methods development, but the US appears o
have more computing resources. LLNL has a competing by brid method, but ours has more
underlying mathematical research designed 1w mamtain consistency and accuracy while
specding up the calculations. Another peer 18 Dan Casen (UCSC) wha, as part of the
Supernova Science Center SciDAC team, is beginning to couple his IMC transport with
hydredynamics in his supermova simulation capability and is looking to collaborate with Los
Alamaos.

4 3.2 Kinenc MC. Los Alamos is roughly at the stare of the art in KMC. We do not have
anvone developimg paralle]l KMC methods as they do at LLNL or University of Toledao, but
we import this technology. Los Alamos is known for some of the key development work in
KMC; Voter has written & well-known mtroduc iory article in 2005

4.3 3 Condensed Maiter Physics and Materials Seience, The Laboratory's Monte Carlo
simulators are as good as any clsewhere, but the institution lacks recognilion as o center of
Monte Carlo oriented research in condensed matter physics. The Laboratory's efforts, while
having clearly identifiable institutional justification, lack critical mass,

4.3 4 Sattsrics. Other researchers in statistical algorithms for Monte Carlo tend to be focused
exclusively on its theoretical aspects (e g , academia) or exclusively on applications and
computationzl implementaton (e.g., other national laboratories). In addition 1o its broad
spectrum of MC applications, Los Alamos has a umique theory/practice that enahles us o be
productive in both arenas

4.3 5 Opuimization. Understanding and developing novel MICMC methods for optimization
requires exicnsive studics and implcmentanion of these methods for large mstances of
complex and computahonally hard problems (e g., spin glasses). Further, standardization of
resuslis requeres averaging over lanee numbers of random instances of the problems. Al the
moment, Los Alamos is onc of the best places m the world 10 carry on such a difficult project
wilh our wide number of resources (o implement large-scale computational methods. From
smaller clusiers in the research groups to Roadrunner, Los Alamos’s researchers have access
to execute their codes in ngh-performance computing centers. This unigue environment M
the Laboratory provides unconditional advantages with respect to other institutions. High-
processing speeds and high memory capacibies are especially important in Optimization
where, for hard instances, the running time dependence of the MCMC method with the
problem size is undesarably large:

4 3.6 MO for RioSecurity. Very few fully global models of disease spread have been
developed and most use very simplified disease models with simplified kinetics (such as
chasn binomial methods),

4. 1.7 Phylogenetics. Most Bavesran phylogenetics has been done so far using ong of two big
code wntes: Mr. Bayes and BEAST They, however, have followed standard Metropolis
samipling techniques, which is an inherently serial technique that may be accelernted by
parallel evaluation of the likelihood scare using a co-processor model. This does not scale 1o
the massively parallel architectures avatlable woday. There is limited amoum of thearetical
work that tries to understand the space of tree lopologies and parallel tempering approaches
applied 1o this problem, bul no concrete implementation of these ideas capable of doing the
required sequence analysis exists
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The work ai the Laboratory is focused primanly at this niche of developing methods that can
process large data sets using the computational power af the current generation of
supercomputers. Since the use of supercomputers in these analyses 15 new, and the
availability of deep sequencing leading to an increase in data sel sizes by about three orders
of magnitede has just started transforming the field, we are still in the forefront of this field.

4.3.8 OCD. These calculations are large and require huge collaborations. Los Alamos was
lead of o small collaboration that was onc of the leaders of the ficld, but recent movement has
been towards bringing the world community together. In the domamn of high-lemperature
QCD, we now work as a pan of the U'S-wide cffort, and our main competitors are similarly
large collaborations in other countries. Recent work from this US ¢ollaboration on the
equalion of siate was the first 1o demonstrate some control virually all the systematic errors
withm the same calculation and i considered the state-of-the-art resull

4.4 Status of the Capabilities

4.4.1 MC for Transpori, MUNP provides ghly accurate results, using continuous-energy
physics, ENDF/B-VII nuclear data, and explicit 3D construcnive solid geometry, MCNP
utilizes both domain replication with MPI and shared-memory OMP threading and has been
shown o efficiently utilize both muluprocessor PCs and large, high-performance clusters.
There are over 10,000 MONP users worldwide. The MCNP Monte Carlo code 1s widely used
in studies of advanced reacior concepts, either directly as a main-line design ool or indirectly
as part of the verification/validation process. MCNP is routinely used 1o caleulme k-effective
and detailed disiributions of power and reaction rates. MCNP has many special features for
eriticality calculations of reactors and has been coupled to burmup and thenmalhydraulic
codes for multi-physics applications, MCNP6 contains the high-energy (108 1o 100s of GeV)
extensions for heavy charged particles, and includes the T-Division CINDER 2008 database
of nuclear interactions and decays for 1100+ radicactive isotopes for production and
depletion capabilines wm nuclear reactor design.

Nonlincar collisional transpon of encrgetic, relanvistic clectrons in condensed materials in
the presence of external and self-consstent clectric and magnetic fields 1s simulated with the
Merlin elecromagnetic particle code A standard PIC technique for collision less field
transport is coupled to 3 condensed-history Monte Carlo method for collisions aganst
background malerials. The models include atomic physics and Compton scattening of the
propagating clecirons. Because the method was ininally directed toward moderate-energy
glectrons, an approximanon was used for the nuclear Bremsstrahlung energy losses, The
capability was onginally developed for Complon electron generation and fransport in
diglectnics and in dielecmc and vacuum Complon detectors. 1t has had numerous sibsequent
apphications, including mdwgraphy using energetic electron beam Bremsstrahlung converten
and compaat rod-pinch w-ray diades. Because self-consistent fields and beam neutralization
arz usually not important inside metallic trgets, o link o the MCNP electron/photon code
was provided to model photon generation inside the warget and subsequent transpon and
radiographic imaging. Special-purpose links were emploved to model energy deposition and
disassembly of 1argets.

The Monte Carlo Application Toalkit (MCATK) provides a suiic of components fiom which
a client may compose targeted applications that meet their requirements. It is currently
focused on delivening cigenvalue estimales using conlinuous enerey cross sechion data
runmng on seral, parallel shared memory and paralle! partitoned memory architectures. In
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addition to stand-alone applications built entirely from toolkit components, the teams also
provide components to aid existing applications by allowing new features and/or replacing
capabilities that are difficult or expensive to maintain by the application code team. The
Jayenne Project is for simulating thermal radiative transfer in the x-ray regime for high
cnergy density physics applications such as supemova explosions, inertial confinement
fusion, and radiation flow experiments at facilities such as Sandia's Z-Pinch, Omega Facility,
and the National Ignition Facility. The Jayenne Project uses the Fleck and Cummings
Implicit Monte Carlo (IMC) method, its software is powerful, robust, and massively parallel;
it 1s multi-dimensional, runs on AMR meshes, and has different parallel schemes. These
underlying components are used in the radiation-only code Milagro, which is also used as a
testbed for advanced numerical methods research. The underlying components are also used
in Wedgehog, which is a high-level IMC component that hooks into multi-physics
application codes and provides the transport capability for radiation-hydrodynamics
simulations. The Jayenne Project codes have run for countless millions of CPU-hours on the
DOEs supercomputers, One application of radiation-hydrodynamics simulations using the
Jayenne IMC Project software is the modeling of emission from supernova. This simulation
capability allows obscrvational astronomers to constrain, to a degrce not possible before,
aspects of the supernova exploston mechanism using the diagnostics of their observations.
The Jayenne Project devoted substantial effort to adapting its code to the heterogeneous
architecture of Roadrunner. This effort has realized overall speedups ranging from 3 to 15 for
users. Ongoing methods research includes hybrid methods, Compton scattering time step
control, and software design for heterogeneous architectures. Finally, the transport of ~MeV
light tons in a thermonuclear plasma is an important physical mechanism for ICF
applications and diagnostics. In the Eulerian Project’s plasma codes, this process is modeled
by continuous-slowing-down energy loss to the thermal plasma, combined with a Monte
Carlo treatment of the large-angle binary collisions and in-flight rcactions. The upscattered
plasma ions and energetic reaction products serve additional sources for the charged-particle
cascade. All suprathermal particles Z=1-4 and their principal reactions are tracked in the
code.

4.4.2 Kinetic MC. The Kinetic MC capability has grown recently due to a new hire in the
area. The capability is located primarily in T and MST divisions and is in a steady state at the
present time.

4 4.3 Condensed Matter Physics and Materials Science. The Monte Carlo method is more of
an approach to numerical problem solving than one technique. [t is in fact a vast range of
techniques. Overall, it is an extremely flexible method. In many cases, this flexibility permits
the approach to adapt optimally to specific applications. In general, the approaches being
used at the Laboratory range from standard to state-of-the-art.

4 4.4 Sratistics. The ever-increasing reliance on computing that we see in major programs
such as weapons, surveillance, and other computational applications, should continue to
sustain and advance existing capabilities.

4.4.5 Optimization. Los Alamos is hosting a number of staff members with experience in
Monte Carlo methods that simulate classical or quantum annealing processes for
optimization. Some of these staff were connected with the development of field of quantum
annealing from its very early stage and contributed substantially to its understanding. One of
them (Amab Das) implemented the first quantum Monte Carlo method for annealing of small
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simiples of computationally hard spin glasses, Dutside Los Alamos, several groups use
MOMC methods to study related problems. A well-established group that uses MCMC for
quantum anncaling 1s Nishimori's research group in the Tokyo Institule of Technology.
Another group is Tosani's group in SIS5A, haly, Some of Los Alamos’s recent contributions
have put the Laboratory at the forefront of this ficld and generated new cxiernal
collaborations with these groups. Particularly, a recent article by Tosam and Santoro
Mature Physics (2007) describes the impact and contnbutsons of our work in Optimization.
Understanding and developing novel MCMC methods for optimization requires extensive
studics and implementation of these methods for large instances of complex and
computationally hard problems (e.g , tpin glasses). Funther, standardization of resulis
requires averaging over large numbers of random instances of the problems. At the moment,
Los Alamos is one of the best places in the world 1o carry on such a project as it offers a wide
number of resources (o implement large-scale computational methods. This unique

env ironment provides unconditional advantages with respect W other institutions. High-
processing speeds and high memory capacitics are especially important in Optimization
where the running time dependence of the MUMC method with the problem size is
undesirably large

4 4.6 MC for BioSecurity. We currently have several small 1gsis codes for ODEs, SSA, and
tu-leaping. We also have two small spatial codes using the coupling and metapopulation
methods, Onge we have quantified the kinenc Monte Carlo methods we wish 1o use it will be
ingorporated into 4 metapopulation model for the most im poriant global airports with realistic
travel, This should be in place by lule summer. We hope to work closely with the NM Siale
Epidemiology Office as part of this ongoing LDRD-ER project.

4.4 7 Phylogenetics, The capability is still in the development stage and has not vet been
deployed. Keen interest in this arena 15 evident in the biology commumity. early resulls using
small-scale non-monie carlo imporance sampling has already been accepied for onal
presentanions. The development efforts are cumrently funded by Explomatory Rescarch LDRD
funding, but the NIH funded CHAY] initiative 15 willing 10 fund development once the
capability has been demonsiraied

44 850CD The capability ranges from bath the theoretical 1o the computational end of this
subgect. Our code o do these calculations s written in Formran with parallelization
implcmented either using Fortran 90 or the Messape Passing Interface, bul the core
computanional routines are hand tuned for each architecture Through collaborations we also
use codes from other scientists and implement seripts o control the continual nenning, some
timcs over months, reliably,

4.5 Challenges and lssues
Issues for the MC theme that are commaon 1o all themes appear in Section 8.0,

4.3, 1 MC jor Transport. One issue for the Eulenian application project package 1 that there
are several deficiencies in the existing light ion Ace cross section data now being worked on
Some modifications to the cross section capabilities will be required

4.5.2 Kingtic MC, No issues excepl as presented in Section 8.0,
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4.3.3 Condensed Matier Physics and Materials Science. The main generic problems that
Monte Carlo faces are the cost of precision and the possibility of broken ergodicity. The
precision (error) of the simulation is proportional to the reciprocal of the square root of the
number of independent samples. When this is a problem, the cure Is not just asking for faster
and more processors but rather asking for new algorithms that reduce the error scaling’s
proportionality constant and/or increase the rate at which independent samples are generated
(faster processors addresses the latter in a brute force way). Broken ergodicity refers to the
sampling being too infrequent for some (rare) events that can and must occur. It renders the
simulation invalid. These problems underscore the need to continually develop new
algorithms, With the Laboratory’s commitment to MARIE arises both the need and
opportunity for new Monte Carlo initiatives. MARIE will permit novel and penetrating
explorations of dynamics and quantum phenomena, While dynamics seems unnatural for
Monte Carlo, in fact the methed is commonly used to simulate non-equilibrium systems.
“Kinetic Monte Carlo” is the rubric for one type of such approach. Sampling rare events is
the challenge for this particular important form of Monte Carlo. Except for simple problems,
numerical solutions of the partial differential equations of quantum mechanics are
impraciical. Quantum Monte Carlo techniques developed at the Laboratory can extract useful
dynamical information. The inherent probabilistic nature of quantum mechanics suggests
broader dynamical information should be accessible by Monte Carlo methods. Support is
needed to develop them. Part of the institutional commitment to MARIE should be a
commitment to computational physics as an essential supporting tool. Monte Carlo methods
should be allowed to play a prominent role in this. They will often be the only method
capable of the task.

4.5.4 Staiistics. No issues that are not common ones, addressed 1n Section 8.0.

4.5.5 Optimization. While MCMC methods for optimization were proven successful a
number of times, some challenges remain to be addressed. One challenge regards the design
and implementation of novel MCMC methods for optimization to simulate alternative
annealing processes that could combine both, the classical and the quantum annealing ones.
Another important issue is the lack of interdivisional collaborations that could be improved
with new, collaborative, projects between staff members with interdisciplinary backgrounds
including physicists, compuler scientists, and software developers.

4.5.6 MC for BioSecurity. The challenges are: 1) having a very fast kinetic Monte Carlo
method, 2) having an accurate and fast spatial model, and 3) knowing human movement
patterns across various spatial scales. For influenza in particular we are developing new
disease progression models and exploring environmental impacts on that progression, such as
hurnidity effects that lead to seasonality.

4.5.7 Phylogenetics. No issues that are not common ones, addressed in Section 8.0.

4.5.8 QCD. No issues except those addressed in Section 8.0.
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5.0 Theme 4: Molecular Dynamics

(Theme Leader: Tim Germana, T Division)

Like its predecessor, the Monte Carlo method, Molecular Dhynamics (MD) simufations were
first developed to study equations-ol-state for the post-WWII Atomic Energy Commission.
Alder and Wainwright's ploneering |950s calgulations at Livermore of the equation of state
for a system of a few hundred hard spheres, and importantly the demonstration that their MD
results and Metropohis MC calculations of the same system by Wood, Parker, and Jacobson
al Los Alamos were i quantitative agreement, helped 1o establish the MD technique for
computing equilibrium properties. This initial work was followed up in the | 960s for atoms
inieracting via connnuous podenimls such as the Lennard-Jones pair potential by other early
MD proneers such as Aneesur Rahman sl Argonne National Laboratory, and Loup Verlet in
France. At the same time, MD simulations were being used to model nonequilibrium
processes. George Vineyard and colleagues st Brookhaven National Laboratory published
the ferst study of mdiation-induced damage in erystalling solids in 1960 In these simulatons
a primary knock-on event is modeled by giving one atom a sudden velocity impulse, and
following the resulting collision cascade and residual defects, primanily interstitial atoms and
vacancies. Al Livermore in the early 19705, Bill Hoover and graduate student, Bill Ashurst,
began developing nonequilibrium MD {NEMD) technigues 1o compule transport propertics
such as thermal conductivity and viscosity, particularly in extreme conditions not amenable
to experimental measurement, In order to model such driven sysiems, both an energy sonrce,
such as boundary réservoir regions with a constrained velocity and/or iemperature, as well os
an energy sink to account for heat which would be lost (o » system s surroundings_ such as a
thermostal, are required. Despate this early development and adophion of MDD simulations at
national labomtories, it was not until the late 1970s that Los Alamos seriously entered this
field. Brad Holian, in collaboration with Hoover, studied the strongly nonegubhibrium, and
nonlincar, process by which a steady shock wave develops, They showed that the structure of
weak shocks in dense fluids is reasonably well descnibed by continuum Navier-Swkes
equations and how Navier-Stokes begins 1o become less accurate for stronger shocks. MD
work at Los Alamos grew throughout the |980s with work on surface science and an
emerging leadership position in interatomic potential development for metals in the 1990s,
primarly embedded atom method (EAM) potentials such as Voter-Chen, and into the 20005
with modified EAM (MEAM) potentials for elemental plutonium | Baskes 2000), alloys, and
helium gas bubbles [Valone 2006] as well as continued ivestigation of new interalomic
potential forms for complex metals [Baskes 2007; Tavior 2009)

At present, MD ssmulations play an important role in a vanety of Laboratory programs,
ingluding energy storage, environmental remedintion, etc. Here we focus on five particularly
a..ll ve ficlds of research, four broad applicanon arcas, and one method development:

MNuclcar Encrgy, particularly thermomechanical properties of nuclear fuels,

Material Dynamics. including shock and other high strain-rate conditions,

Energetic Materials,

Biomolecular Modeling, in particular biofuels and protein folding, and

Advanced Algonthm Development, specifically AMD

Accelerated Molecutar Dynamics (AMD) refers to a class of methods developed in the late

| %3s at Los Alamos that are designed to achieve time scales beyond the reach of standard
MI3 methods, which require a imestep of order | fs = [0-15 5 in order 0 numencally resolve
alomic vibrations, and are consequently limited to roughly one microsecond of total
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simulation time. These AMD methods are applicable to infrequent-event systems, in which
transitions from one state to another happen at intervals that are infrequent relative to the
time scale of vibrational motion in the system. These are typically systems involving
activated processes, such as the diffusion of a defect in a solid material or on a surface,
although the overall class is much broader than this. A key concept is that a molecular
dynamics trajectory, if it can be integrated for a long enough time, will escape from the
curreni state of the system in an appropriate way - i.e., it will “pick™ an escape pathway with
a probability that is proportional to the rate constant for that pathway, despite the fact that it
has no prior knowledge of what pathways exist. The unifying theme in the AMD methods is
that they exploit this property of a trajectory, but they coax the trajectory into making the
escape-path choice sooner, thus accelerating the dynamics. This philosophy is in contrast to
methods such as kinetic Monte Carlo, in which the user must pre-specify all possible escape
pathways. Although AMD is substantially more computationally expensive than kinetic
Monte Carlo, the payoff comes from the fact that the escape pathways in the system often
exhibit a complexity that exceeds what is possible to guess in advance to capture with kinetic
Monte Carlo. There are currently three AMD methods: hyperdynamics [Voter 1997], in
which a bias potential meeting certain requirements is added to the potential energy surface;
parallel replica dynamics [ Voter 1998], in which trajectories run simultaneously on many
processors provide the effect of parallelizing time; and temperature accelerated dynamics
[Sorensen 2000], in which rapid escape events at high temperature are filtered to find the first
escape cvent at the lower, desired temperature. Parallel-replica dynamics gives exact state-to-
state dynamics when implemented carefully and represents a good match to the increasingly
parallel nature of computers. The other two methods rely on the transition state theory
approximation, but offer speedup on a single processor. All three of these methods are most
powerful when the events are very infrequent, i1.¢., when the barriers are high relative to the
temperature of the system. They have been employed on a variety of processes such as
surface growth, bulk diffusion, grain boundary sliding, nanoscale friction and plasticity, and
radiation damage annealing mechanisms, achieving time scales from microseconds to
milliseconds and in some cases, seconds.

An approach related to AMD is one generally known as adaptive kinetic Monte Carlo
(AKMC). In AKMC, repeated searches are performed to find saddle points for escape paths
from the current state of the system. After many saddles have been found, one assumes that
the list of escape paths 1s complete enough that one can be chosen in a fashion analogous to a
standard KMC move to take the system to a new state. The AKMC approach can be
attributed primarily to Barkema and Mousseau (late 1990s), Munro and Wales (1999), and
Henkelman and Jonsson (2001). The AKMC approach is somewhat more approximate than
the AMD methods, in part because it is hard to guarantee that all relevant saddle points have
been found, but is very efficient and powerful when saddle point-bascd dynamics are
appropnate. An introduction to both the AMD methods and the AKMC methods can be
found in [Voter 2002].

5.1 Connection to the Goals and Mission of the Laboratory

5.1.1 Nuclear Energy. Predictive matenals science requires understanding of defects and how
they interact with the lattice to determine materials properties. Defects both limit and enable
all materials. The ability to identify and subsequently control multidimensional defects
(where 0-D = point defects, 1-D = dislocations, 2-D = surfaces, grain boundaries and
interfaces, 3-D = voids, bubbles and second phases) is the next frontier of materials research
and will lead to materials of superior performance and an overall implementation of the
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“maicrials-by-design”™ paradigm. For muclear fucls, which is an important component of
addressing the energy secuniny issues currently facing the nation, these relations ang
exemplified by binding berween point defects such wraniam vacancies and fission gases such
as xecnon, which subsequently interact with dislocations and grain boundaries acting as sinks
10 fiorm a second phase in the form of gas bubbles. Gas bubbles evenally form inter-linked
stnactures leading burst release and degraded fuel propertses. Fuel performance is eritically
governed by fission gas release, thermal conductiviry and geometry changes (swelling),
propertics that are all directly linked to multi-dimensional defects, e.g., via fission gas and
void evolution. The two primary reasons to pursue atomustic modeling for nuclear fuel
performance are the ability to mvestigate fuels of vanable compositon (i.e. other than for
which irradiation data already exists, e.g. UOy and U10-Zr), and the ability to explicitly
consider microstructural features (such as dislocation, gram boundaries, interfaces and
vonds/bubbles). Both of these reasons critically enable engimeening scale fuel performance
codes o be predictive and in the process decrease the reliance on empirical data from
integrated experiments, Indeed, without such atomic scale insight, engineering scale models
will continue to rely upon empirical data, The step from atomistic simulations lo engineering
applications would naturally involve further simulations within a multi-scale framework, In
summary atomisiic simulations are essential for mnovatioen and technology improvements in
the nuclear energy field and thus support missions related to energy security and threat
reduction. Atomistic approaches also allow us to gain insight into the non-equilibrium
materials properties that emerge in extreme environments such as high-burmep and fasi
reaclor concepls.

512 Material Dynamics. The missions of the Laborsiory in nuclear secunity and siockpile
stesvardship withoul nuclear testing require accurate, validated models of dynamic malerials
phenomena over a wide range of densities, temperatures and rates of deformation. The goal
of the Laboratory as a world leader in matenals soience underpins such model validation.
The detailed microphysics of dynamic deformation, i situ, 15 a long-lerm goal for facilities
such as MaRIE. One of the signal charactenstics of NonEguilibnum Molecular Dynamics
(NEMD) simulations, pionecred at Las Alamas, 15 the abihity 1o simulate the microphysics on
weapons relevant time scales, giving detailed information for the development of dynamic
matenals models. Such simulations provide both microscopic parameters, for thearies at
larger length scales and longer time scales. and demiled spatial and temporal information
abaut the relevance of competing mechansms thereby consiraining the set of physical model
parameters

5.1 1 Erergetec Materials. The mherent metasiability and rapid reactions of high explosive
{HE) formulations makes o difficul o charactenze them completely. Molecular dynamics is
used to supplement and expand the expenmental mformanion. The Equation of State (EDS)
of the product mixture (N;, H;0, CO0,y, CO, solid C, and a wide vanety of minor products) is
the furthest advanced of these, Classical potentials are formulated on the basis experimenial
data for pure materials. simple mixtures and acteal formulations, and quanmm chemical
calculations, and these are used in Moate Carlo simulations 1o determine the equilibrium
composition as a function of pressure (density) and temperature (entropy ) to establish the
EOS, which s then reduced 1o analytic or wbular (Sesame) form {e.g., see [Coe, 2000]),
Prohable dynamic 1ssues dealing with the slow salid prod uct formation (solid carbon or metal
oxides) can be inferred from these studies and treated analytcally, Non-reaclive potentials
for the components of the formulations {HE crystals, polymenc binders) have been
determined in collaboration with acadermic groups, in particular Smith at Utah and Thompson
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at Missouri. These have been used to calculate a wide variety of physical properties (elastic
constants, thermal conductivity, strength and fracture properties) that are used in mesoscale
studies of the response of the composite materials [Menikoff 2002], particularly for
accidental initiation scenarios. Current studies are performing detailed analysis of the
temperature profiles formed during void collapse, shear banding and general deformation
processes [Cawkwell 2008]. The results are compared with studies performed on well-
prepared single crystal samples synthesized at Los Alamos in group DE-9. Reactive
molecular dynamics for realistic materials are performed with the Reax Force Field to
formulate reactive models as a function of pressure and temperature. To first order, these
models reproduce the simple one-step Arrhenius models used to interpret the basic kinetics
of HE decomposition, which span the range from rapid cook-off [Zhang 2009] to the inferred
kinetics required for detonation. Current studies are extending this analysis to a multi-step
model that could be comparcd to the empirical cook-off models {(such as those formulated by
Henson and Tarver) developed for accidental initiation scenarios and provide a physical basis
for greater extrapolation and prediction. Reactive molecular dynamics simulations for
idealized materials (energetic AB dimer) are performed with REBO-type potentials that are
formulated to reproduce realistic material properties [Heim 2008]. These studies have
demonstrated a well-resolved reaction zone with the expected properties of the von Neumann
spike, reaction zone profile and the Chapman-Jouget propagation conditions, with a system
that was demonstrated to be following rational Arrhenius kinetics. Current studies are
formulating more complete analyses of the initiation kinetics associated with void collapse
initiation. These studies establish a path to connect the more realistic Reax studies with
continuum level treatments (see Tarver, JTF, DSD).

The primary customer for this is the NW ASC program, with a strong emphasis on PBX9501
(Conventional High Explosive: HMX and Estane) and PBX9502 (Insensitive High
Explosive: TATB and Kel-F), their associated detonator chains, and the interactions with
neighboring materials. Phenomena associated with aging, performance at the limits of
operating ranges, changes in the manufacturing conditions, accident scenarios and geometric
perturbations would benefit from more complete physical models for these systems.
Secondarily, the DoD has interests in developing safer and greener munitions, and in
reducing their development time and costs for new formulations, which require an enhanced
fundamental understanding of these materials. DHS and DoD must deal with a wide-range of
unusual HE formulations (Improvised Explosive Devices, IEDs) whose properties are not
well understood. Improved means for assessing the performance characteristics, sensitivity
and disposal issues, and methods for detection would benefit from more accurate physical
models where molecular dynamics can supply important pieces of information.

5.1.4 Biomolecular Modeling. Our use of MD simulations to characterize molecular
recognition of virulence factors from bacteria and surface proteins from viruses 1s closely
tied to the goal of developing therapeutics to fight pathogens, the mission of Los Alamos’
biosecurity center. Qur MD simulation based approaches to characterize biomass and its
degradation for biofuels 1s closely tied to the Laboratory’s mission on energy security.

5.1.5 Acceleraied Algorithms. The three AMD methods compliment MD methods by offering
a powerful approach for accurately simulating complex activated processes in materials that
occur on Lime scales beyond nanoseconds. Such processes are ubiquitous in problems
relevant to the Laboratory mission. Examples include radiation damage annealing [Bai
2010], material deformation and failure, surface growth [Shim 2007], and surface catalysis.
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5.2 Research Breadth and lmpact

5.2 | Nuclear Enerry. The work on atomistically informed meso-scale simulation models for
applications in nuclear fuel performance codes and for development of new advanced fuels is
an important pant of LANL's current civilian nuclear energy programs. [t will continue 1o be
50 as the importance of nuchear energy 15 anticipated o remam sigmificant for the nation's
encrgy portfolio Nuclear energy represents one particular applicabon of the concept of
interactions between multi-dimensional defects. The tools and knowledge thus developed
will find application in other areas such as advanced ceramics apphied in battenes, fuels cells
and electronics. Development of experimental techniques to resolve materials behavior down
to the atomic level under static as well as dynamic in site conditions will eventually enable
validation of simulation predictions and will assist interpretation of these expenments,

§ 2 2 Maerial Dynomics. The areas of importance for dynamic materials modeling that have
particular relevance o science campaigns and the ASC and DPE programs are the: |}
physics of plastic Now and melting in shocked materials [Holian 1998], 2) physics and
kmnetics of phase transformations in metals [Kadau 2002 & 2007a], 3) physics of correlations
and phase transformations in strongly coupled plasmas, 4) physics of damage nuclcation and
growth in metals [Germann 2005 ), 5) physics of interfacial friction [Hammerberg 2004, 6}
physics of Richimyer-Meshkov and Rayleigh-Tavlor | Kadau 2007 & 2010] instabilities, 7)
physics of particulate gjection al shocked interfaces | Swaminarayan 2008], and 8) physics
and chemistry of detonation in energetic materials, including homogeneous and
inhomogeneous dotonation, carbon clustering effects, and reactant'product cquations of state
[Cawkwell 2008, Heim 2008, Menikoll 2002, Zhang 2009],

All these areas of non-energetic and energetic materials have been addressed in the past three
decades al Los Alamos by T and X Division stalT in concen with developing computanonal
platform advances and programmatic needs. The carliest NEMD simulatsons in fluids, solids,
and shock-wave physics were camed out here as well as the first massively paralicl
Connection Machme simulations of shock-wave and interfacial phenomena, which were
recognized with two ACM/IEEE Gordon Bell Prizes (for Performance m 1993 on the CM-5,
and Price/ Performance m 1998 on an Alpha/Linux cluster). High-rate maicrials deformation
simulations using the LANL-developed SPaSM (Scalable Parallel Shor-range Molecular
dynamics) code, in suppont of the ASC Physics and Engincening Models (PEM) program,
have been among the initial scientific apphications run on both the LLNL BlueGene/L
[Germann 2005; Kadau 2006 ; (iermann M08, de Supinski 2008 | and LANL Roadrunner
[Swaminarayan 2008, Germann 2009 platforms. becorming a finalist for the ACMYIEEE
Gordon Bell Prize in both cases [Germann 2005, Swaminarayan 2008]. Arcas where
Laboratory advances m NEMD have had particular influence have been in the
characterizavion of the development of substructure in shock loading and release in metals,
kinetics of phase mansformations, characterization of dislocation motion in metals [Zhou
1998] and the general methods for NEMD using Embedded Atom Method (EAM) and
Modified EAM (MEAM) potentials for dynamic phenomena and multiphase equations of
state. These have led 1o regular sessions and invited talks at American Physical Society
meetmygs such as the Conference of the American Physical Society Topical Group on the
Shock Compression of Condensed Matier (SCCM), LANL's leadership in this field is
indisputable; Holian was elected President of the SCCM Topical Group, a position normally
held by expenmental shock physicisis, and Germann s the scientific advisor for the May
2010 ienmal miermational conference on New Models and Hydrocades for Shock Wave
Processes in Condensed Mater.
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3.2.3 Energetic Materials. Qur current performance and safety models are largely empirically
based and heavily calibrated to experimental tests. Although HEs are very heterogeneous
composite materials they are typically treated as homogeneous materials in continuum codes
with homogenous temperature and stress distributions. Because initiation and safery
phenomena are controlled by localized fluctuations, these models are not directly tied to our
limited fundamental understanding and cannot be relied upon outside of their calibration
regime. For safety considerations, there are a large number of accidental iniliation scenarios
that must be considered (manufacturing and processing, damage from dropping or insult,
nearby flame or explosion, electrostatic discharge) such that we cannot confidently bound
these readily by experiment where we have limited understanding of the inherent fluctuations
in these scenarios. Development of improved models has been a major challenge for the
current NNSA ASC program and has attracted growing interest from DoD as well. This is
being addressed at the mesoscale level where the heterogeneous nature of the materials is
explicitly represented. These typically include the crystalline explosive base (~100 micron
crystals, typically quite brittle), a polymeric binder {may be present in submicron
thicknesses, with highly temperature dependent viscoelastic properties), and voids of various
sizes (both internal to the crystals and between the crystals and binder). Analytic evaluations
indicate that voids are critical focusing agents that instigate ignition and that resulting “hot
spots” of dimension ~0.1 micron are required for self-sustaining reaction. The experimental
characterization of these materials over this range of length scales is just now becorning
accessible. Characterization of the dynamic damage evolution processes is a current grand
challenge. Many damage evolution models are based on the concept of fracture of the
crystals by an initial wave, followed by frictional heating by sliding between those surfaces.
Accurate modeling of the fracture, frictional heat generation, thermal conductivity, phase
transitions (melting), chemical reaction and gas generation should be incorporated within a
realistic geometry. This would require very large scale three-dimensional simulations with an
accurate description of phenomena at interfaces. Current work is associated with two-
dimensional simulations on model ggometries as a means to prioritize the various aspects for
further study. Accurate material properties over a broad range of temperature and pressures
are also required, where we have limited data because of the mherent instability of materials.

Atomistic simulations can provide an explicit representation of these various phenomena and
link them to chemical reactivity. However, these cannot reach realistic length scales required
to characterize the microstructure and dynamic response. For example, electronic structure
calculations on ensembles of hundreds of atoms are currently used to characterize the EQS of
both the reactants and primary products. However, clusters of solid preducts (soot, metal
oxides) are likely much larger and cannot be included in the analysis. Reactive molecular
dynamics simulations can now be performed on many millions of atoms, which gives us a
base understanding of the chemical reactions but is not sufficient to understand propagation
or coupling to gradients in stress or composition. Non-reactive molecular dynamics on [00
million atoms {(~1 micron’®) are being used to understand deformation processes and model
the collapse of a single void, but are insufficient to understand in the interactions between
multiple voids.

5.2.4 Biomolecular Modeling. Qur implementation of embarrassingly-parallel molecular
dynamics algorithms for enhanced sampling, and the development of more accurate force
ficlds, have allowed the all-atom simulations of peptide and protein folding and aggregation
from physical principles [Sanbonmatsu 2005 & 2007]. We have also shown how these
simulations can be carried out under volume and pressure conditions consistent with the
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waler-vapor coenistence curve, Currently we are expanding MD based approaches 1o systems
heyond protemns (such as membranes, carbohydrates and aromatic polymers)

5 2 § Accelerated Algorithms. Currently, the effort 1o develop and apply the AMD methods
consists of a small, highly active group of two in T-1 and one from MST-8 funded from DOE
Office of Science and L.DRD sources. Impact has been subdtaniial as can be seen in the large
mumber of invited mlks, teaching courses al international venues, and collaborations on
outside proposals and in general The AMD methods are also now starting to show up in
standard molecular dynamics simulation packages, such as LAMMPS and DL_POLY,
Impact on Los Alamos programs is growing especially for problems involving radiation
damage annealing (e.g., [Bu 2010]) nnd evolution of post-shock plasticity, Neither process
can be easily treated with molecular dynamics nor existing kinetic modeling methods,

5.3 Comparison with Peers

F 3.1 Nuctear Energy. Our present effort has o unique focus on studving length and time
scale bridging issues pertinent 1o micro-structural features in nuclear fuels. Most peers
address either atomic or mesoscale problems in a separated fashion,

5.3.2 Dynamic Materials. We have been the clear leader in this area, in part because high-
rate materials deformation is primanly of relevance 10 nuclear and non-nuclear weapons
issues, and because of the NNSA leadership position in high-performance compuling
platforms, For instance, MD modeling of shock compression was mainly a cunosity, with at
mast a handful of talks at the biennial APS SCCM conflerences (Section £.2.2) until a
publication from Los Alamos appeared m Science [Holian 1998] and SCCM invited plenary
talks were given by Holian in 1999 and 2001, Since then, national laboratores throughout the
LS {e.g. Bringa, Rudd, and Streiiz at LLNL, Lane and Thompson at SNL), UK {Park at
AWE), France (Maillet, Mazevet, and Soulard at CEA), and Russia (Dremov at VNIITF)
have launched or greatly expanded similar efforts and awarded carly and large amounts of
cycles on flagship supercomputer platforms for MD shock and high-rate deformabon
simulations, In addition, ASC university partnerships such as the Predictive Science
Academic Alliance Program (PSAAP) and 1ts predecessor, the Academic Stralegic Allance
Program (ASAP), have spawned related effons at CalTech and Purdue. As a result, SCCM
confercnces have regularly had mulnple invited 1alks, and a separate soring category, for
MD simulations to accommodaie the large number of recemt participants in this commumity.

533 Energetic Malerials. Dur pnmary competition is the LLNL «ffort, which is primarily
funded through their ASC and DoD i TMP-MOLT) program  Their work often highly
complements our program. For EOS studies, they wse similar atomistic Monte Carlo methods
to formulate results, which they distnbute to 2 larpe number of costomers through the
program Cheetah (and denvatives). However, they have a preference (o reduce this data o a
particular mathematical form (JWL EOS), which can obscure mformation conceming phase
changes. They also have a program to calcolate the EOS with atomic potentials on-the-fly
embodded in thesr contmuum codes. While hikely accurate, it s tme-comsuming and
precludes uncovenng simple reduction mles {phase changes). LLNL does not emphasize
large-scale classical MDD for HE applications, but focuses more on the ab tutio prediction of
EOS and chermical reactions. This restncis the size of their simulations, but s more in line
with understanding the EOS at hugher pressures (ionizations, excited states) which HEs
would not normally generate, but are important for NIF applications. SNL has a program
sumislar 10 ours, but much smaller as their strategic emphasis is not on bulk HE properties.
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The Army Research Laboratory is developing a large program similar to Los Alamos in
terms of emphasis on large-scale quantum chemical and molecular dynamics simulations to
service the DoD needs for munitions development. However, they do not have a coherent
mesoscale effort, so there is a lack of focus on delivery of significant properties. Several
other DoD laboratories also have small modeling programs at this length scale for particular
materials of interest to them (e.g. White, NRL), but do not address the subject in a general
way . There are several universities with expertise in HE MD (Goddard at CalTech, Sewell
and Thompson at Missoun}, with funding sources primanly based in the DoD. These
programs normally do not have access to large-scale computing unless there is a
collaboration with either Los Alamos or SNL..

5.3.4 Biomoleuclar Modeling. We are one of the world’s leading groups on implementing all-
atom molecular dynamics to study immunological and biofuel related problems. With respect
to immunological problems, we are integrating MD simulations with sequence-based
analysis for HIV vaccine design. With respect to biofuels, we are at the forefront on
characterizing material properties of biomass that is predominantly carbohydrates. Recently
we published a first replica exchange MD study on cellulose [Shen 2009].

3.3.5 Accelerated Algorithms. The AMD concept and methods were invented here and Los
Alamos remains the undisputed world leader in AMD development and application. The
most substantial AMD development efforts outside of Los Alamos are those of Fichthom at
Penn State, who develops hyperdynamics methodologies, and McCammon at UCSD, who
develops an adaptation of hyperdynamics for biomolecular systems. The closely related
AKMC approach discussed above is most strongly represented in the groups of Henkelman
at University of Texas and Mousseau at University of Montreal.

5.4 Status of the Capabilities
3.4.1 Nuclear Energy. See section 5.2.1.

3.4.2 Dynamic Materials. See section 5.2.2.
5.4.3 Energetic Materials. See section 5.2.3.

5.4.4. Biomolecular Modeling. Our cutrent challenges and accomplishments are directed at
two fronts. First, how one extends some MD based methodologies that have successfully
applied to proteins to other systems such as carbohydrates, aromatic polymers, membranes
and nanomaterials. Here, we faced challenges with respect to force fields and conformational
sampling, hut have made significant advancements in carbohydrates. The second concerns
how to characterize the interactions (molecular recognition) involving these different
heterogeneous systems (eg. Membrane-carbohydrate, nanomaterial-protein interactions},

54.5 Accelerated Algorithms. The AMD methods have been demonstrated for a range of
infrequent-event problems in materials science, chemistry and physics (see [Perez 2009]).
Time scales of microseconds are now routine and time scales beyond seconds are possible in
favorahle cases. Two main technical challenges have been the size scaling problem (AMD
has typically worked best for systems on the order of 1000 atoms or smaller) and the low-
barrier problem. The low-barrier problem is more serious, and a general solution 1s being
sought as discussed in Subsection 5.5.5. In some cases, an understanding of the
characteristics of the system allows the low barriers to be ignored without compromising the
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accuracy . For cxample, this approach has been used in the parallel-replica dyramics: study of
hydrocarbon pyrolysis (in which the conformational transitions were ignored but homd-
breaking ransitions were respected) [Kum 2004 |, and in 8 demonsiration of aecelernied
metallic surface dynamics a1 a solid-lquid inerface (in which the ultra-last transitions in the
liquid were ignored) [Perez 2000]. Advances on the size-scale problem have included the
development of a spatally paralielized version of the emperature aceelerated dynamics
method [Shim 2007] and the very recent development ol a reformulated local hy perdynamics
that can be used on arbitranily large systems. This local hyperdynamics has been incorporated
into the SPaSM spatially parallel MD code as part of the LDRD-DR project “Spatio-temporal
fromtiers of atormistic simulations in the petaflop computational world™ (Germann, DL All
three AMD methods will continue to improve in range and power as they are developed
further and more expenence 15 guned. The parallel-replica dynamics methosd is especially
well suited to the massively parallel future of computing, Recently, a version ol the parallel-
replica code ported 1o Roadrunner was used 1o study delormation of metallic namow ires on
the mullisecond thime scale. For small systems {e.g., 1000 stoms) in which the stale-lo-state
transitions are less frequent than roughly once per 10 nanosecondy this code is capable ol
achieving more than a muicrosecond of simulation time per minute of wall-clock time.

8.5 Challenges and Issues
Challenges and issves common o all themes are covered in Section B0

351 Nuclear Energy. Although atomistic simulation is posed to make significant
contributions fo the multiscale, multiphysics approach of materials performance predictions,
techmical challenges still exist, e.g. pair potentials for relevant many relevant materials do not
exi1st or are limited in therr predictive power. Although it is possible 1o consider bulk
phenomena for several metal fuel compaositions via DFT there is a hmitation i the number of
atoms thar can be simulated thus preventing the consideration of relevant microstructural
features via DFT. There is also room for improvement n the DFT treatment for many of the
actinide materials relevant for nuclear fuel applications. Charge transfer potentials that can
capture valence variability of many systems (and will also permit the conaderation of
metal/oxide interfaces) are also under development. Additionally, new approaches wo
bridging time and length scales are always being developed A panicular technical challenge
that mighi be addressed by improved simulation techniques going forward will be the
improved description of radiation cffects in fuels modeling We foresee that radiation effects
will be included a1 the mesoscale predomunantly via the concentration of mulndimensional
defects (inchudmg points defecis from radianon damage, lssion products in solulion,
secondary fission product phases, dulocanons, evolved mecrosinuchure and bubbles) and the
role of these defecis on thermal and mass transpon

3.3 2 Material Dynamics. The future of NEMD ssmulations and their impact on the
fundamental understanding of dynamic phenomena in fluids and solids can be grossly
characterized under the rubrics of hipger, faster, smarter The current limitations in size and
time scales are mucron sizes for ns time scales now smndard algorithmie implementations of
NEMD. Over the next ten years one can reasonably expect an order of magnitude increase in
bath due to platform enhancement. However, scales of interest for truly predictive model
development are |0- 100 micron length scales and microsecond time scales 1o understond
phenomena such as plastic deformation, strain localization, shock phenomena in
heterogencous explosives, kinetics of phase mansformation, and the evolution of interfacial
phienomena. This s the multiscale or mesoscale barnier that must be surmounted for true
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prediction in dynamic materials theory. In the context of NEMD, our research is addressing
the final rubric via development of accelerated methods of NEMD with the potential of
increasing the temporal range by three to six orders of magnitude. Such methods, already
showing promise in damage nucleation and localization, will be frontier areas in NEMD
research and dynamic materials modeling in the future. A key challenge has been retaining a
critical mass in this area, a problem exacerbated by retirements (Holian, Lomdahl) and
departures or extended leaves of early and mid-career staff (Kadau, Strachan, Sewell) that
were active in this area and related energetic materials MD simulation-based studies. Support
from LDRD and BES programs, including an Energy Frontier Research Center on “Matenals
at Irradiation and Mechanical Extremes™ has ameliorated this issue, enabling the conversion
of postdocs to staff such as Cawkwell, Liu, Perez, Taylor, and Wang, and recruitment of
several new postdocs.

3.5.3 Energetic Materials. The core technical challenge here is to couple extensive chemical
reactions and hydrodynamics in an inhomogeneous system. The length scales of these
phenomena overlap so they cannot be decoupled but must be treated as an integrated whole.
Further, this happens in a condensed phase systera at high temperatures and pressures where
we have limited capability to probe the system or maintain steady-state conditions.
Consequently, we must rely extensively on calculations to supply the information that cannot
be obtained from expenment, which requires well-validated models that can be linked across
length and timescales. Atomistic simulations can provide strong guidance, and are certainly
the only way to obtain an explicit representation of chemical reactivity, but cannot vet reach
realistic fength scales required to characterize the microstructure. The accurate coupling
between chemistry and microstructure of these materials is eritical for the development of
predictive models. Current reactive molecular dynamics simulations are limited to
nanosecond timescales for millions of atoms using classical intcratomic potentials. The
reaction zones for high-order detonation processes (the faster possible reaction rates) are
estimated to be 10-100 microns in linear extent and |-]10 nanoseconds in temporal evolution.
It is to be emphasized that there are strong pressure and temperature gradients in the profiles
as well, so analysis of a static box supplies insufficient information. It is the location of the
sonic plane in this dynamic structure that controls detonation propagation charactenistics
known to depend on confinement and initial temperature. Additionally, the interaction of this
wave with chemical fluctuations, interfaces and voids are unknown, but suspected to play
significant roles in refined models. Such simulations would require ~10 micron® of material
or ~10'* atoms observed for time periods in excess of |0 nanoseconds. Initiation and
deflagration processes extend out several orders of magnitude larger in both length and time
scales. Non-reactive molecular dynamics can extend these scales out an order of magnitude
or two in both space (> 100 micron3) and time (> | microsec). Those simulations can resolve
the mechanical effects for multiple voids, stress waves propagating across binder layers, and
crack propagation at moderate strain-rates. This information will resolve many issues that are
inadequately addressed in current mesoscale models because of limited ability to characterize
interfacial phenomena. These results will be needed to provide stronger closure relationships
for those models.

There has been significant progress in the last several years in the scale of calculations
accessible. In particular, SPaSM and LAMMPS have been adapted to many high
performance platforms, and the Reax Force Field has been implemented into LAMMPS.
Simulations on millions of atoms are now commonplace, simulations on billions of atoms are
not unusual, and simulations on tnllion atom systems will likely soon be feasible as we
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approach exascale computing. Billlion atom sysiems correspond to roughly a cubic micron of
. maicrial 50 that a reahstic represeniation of macroscopic phenomena (void collapse, shear
bands, grain boundarics) is achicwable This has been the major focus of our program. Future
emphasis should be piaced on improving accuracy (and complexity) of non-reactive atomic
potential functions (adding polanzation functions, allowing adjustable charges),
undersianding sensitivity of the resuls 10 input potential functions and geometries, and
quantifying the uncemainties of the resulis of the models and comparison o experiment. The
reactive polential functions present a much more complex filting/optimization challenge,
where there will be some obvious imitations in representing spin interactions {singlet-triplet
scparations ) within a classical ensemble, Semi-quantum approaches (light-binding) may
become competitive if higher levels of accurncy are required. Because of the high frequency
vibrational modes in these light element systems, purely classical mechanics incurs a
significant error {especially with respect 1o emperature for T < | 500K, and semi-classical
approaches for correcting this need o be further developed and included [Kendrick, Wyatt].
Finally, the scale of the simulations here (~billlons of atoms) requires more sophisticated
techmiques for the extraction of data from the ssmulations. Storage of all of the data from
such simulations is neither feasible nor desirable, so leaming methods that identify, classify
and reduce the significant features during the simulations need 1o be developed. This is
particularly critical for the aceurate evaluation of the dynamics and thermodynamic
properties of the physical processes, Compansons of multiple simulations for sensitivity
analysis and uncerainty quantificaton will require a similar formar of metrics 1o be
established that can be identified and counted during the complete dynamics run.

3.5 4 Biomotecular Modeting. In the past, we unilized all-atom MD simulations 1o provide
microscopic detals of the foldme and o map-out the free energy landscape thal governs

. folding of small proteins and individual secondary structural motifs such as short helices, fi-
hairpins and fi-tums. One major challenge is the extension of all-atom MDD based 10 larger,
medically and biologically relevant biomolecular systems. Currently we arc facing size and
time scale limiations on these sysiems

3.3.5 Acceleroted Aigorithms. The main challenge here is the so-called “low-bamer”™
problem. In many realistic systems, there is a mix of low barriers and high barmerns. Reaching
the ime scale of the high barmers may be imponant for the problem under study, but frequent
transitions over the low bamers limit the computational speedup that can be achieved. In
fact, this is a very general problemn in kinetsc simulations, plaguing adaptive kinetic Monte
Carlo and regular kinetic Maonte Carlo as well Thus, a substantial part of the AMD
development effort here s currendtly duecied at making progress on this problem. Vartous
attacks are being pursued. but one main theme is development of methods for on-the-fly
recogmilion of sets of states that can be grouped mto Markovian superstales
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6.0 Theme 5: Discrete Event Simulation
(Theme Leader: Stephen Eidenbenz, CCS Division)

Discrete event simulation (DES) is a simulation technique that uses discrete events as a main
driving force to simulate the evolution of a complex system. The notion of DES and most of
the theoretical underpinnings were established ia the 1970s and 80s. DES is used
predominantly for engineered systems that follow a set of prescribed rules, such as the
Internet and communication networks, vehicular transportation networks with discrete traffic
light logic, epidemic modeling, or war games simulation. Any other process with discrete
events can and has been modeled using DES, most notably biological and chemical
processes. Discrete event simulations also play a role in composite systems where physical
systems interact with social systems, such as modeling global warming. The physical
processes of greenhouse gas generation, atmospheric mixing, oceanic interactions, and
terrestnial uptake are relatively well understood. However, social processes such as
agnculture, land use, eleciric power generation, (ransportation systems, and economic
choices at multiple social levels affect the production of greenhouse gases but are much less
well understood than physical processes. Agents attempt to approximate the perceptions and
decisions of humans despite the acknowledged difficulty 1o predicting human behavior.

Distributed discrete event simulation (DDES) simulates processes on a complex system on
multiple processors through separate threads, called logical process (or LP); DDES presents
the designer with a set of challenging problems, in particular synchronization and load
balancing. While the theoretical underpinnings are largely established (despite a few very
recent attempts to awaken this dormant field), many real-life engineering challenges remain
to fully exploit the potential of DDES in many application areas. We focus mainly on
concrete application codes in this section; for a general introduction to discrete event
simulation, refer to [Banks et al, 2004]. Perhaps the best-known early example of a discrete
event simulation project at Los Alamos is the TRANSIMS project, which simulated
vehicular traffic using a discrete automata model starting in the mid 1990s. A large number
of DDES codes have since heen developed here and can be grouped into 1) Technical
Domain Applications, 2) Agent-based applications, and 3) Simulation and Design
Frameworks. Following, we present a few example codes for each.

Technical domains. The FastTrans project, which simulates vehicular traffic on a nationwide
level, grew out of the legacy of the TRANSIMS transportation simulation code. The
telecommunications simulation code MITTS (Multi-scale Integrated Information and
Telecommunications System) has been used to simulate the nation’s communication fabric,
BotSim is a specialized tool designed to understand the cyber threat of botnets (i.e., rogue
networks of compromised computers that can start cyber attacks). A final example is
CyberSim, which simulates the spread of malware through technical and online social
nerworks.

Agent-based applications. These codes focus on simulating the actions and thought processes
of agenis such as humans, EpiSims code simulates the spread of an epidemic, such as HINI
through a population of millions of human agents who go about their daily activities. AFS
(Agent Framework for Simulation) simulates the complex processes of an intelligent agent,
such as a dam operator. ActivitySim generates activities for a population of millions of
humans (which can be used by EpiSims) based on optimizing an objective function.
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Stmulotion amd design frameworks. Any discrele evenl simulation code relies on a simulanon
engine that it cither implements as pan of the code or calls as subroutines. A few such codes
exist; SimCore 15 the simulation framework (n use at Los Alamos.

6.1 Connection to the Gaals and Mission of the Labaratory

DES 15 a key componeni in the predictive science objective of Los Alamos’ ISET thrust. A
Laboratory goal 15 to leverage our science and technology advantage to anticipate, counter,
and defeat global threats and meet national prioribes, the range of applications 1s broad.

6.1 | FastTrons, Large-scale simulations are an important tool in the emergng ficld of
infrastructure modelmg, where simulating the behavior of millions of entitics and thear
interactions with various interdependent infrastructure networks (like transportation,
commumication, electng power) demand significant computational resources, Here,
FastTrans is one of the key modules in a suite of simulators that have been wsed to provide
detailed analysis to the DHS for quick mrm-around “what-il" seenario simulations,

fi.l 2 MITS: Mulit-scale Integrated Information and Tetecommumications System, METS s
a SimCore-based DES application that sims (o simulate the world's communication fabnic to
packet-level detail if necessary, MIITS s a scalable, end-to-end simulation eavironment for
representing and analyzing extremely large, complex communication networks of any type,
including cellular networks, public swilched telephone networks (PSTNs), the Intemnet, and
ad hoc mesh nerworks. MUTS offers network representation in several resolutions, ranging
from packel-level simulation 1o Now-based approaches

i1 3 BoSim. Cybersecurity 18 of both immediate and long-term concem 1o the nation and
Los Alamos. One of our goals is 10 develop modeling and simulation tools to quantify the
cffects of large-scale cyber-security mcidents. Botets have emerged as one of the most
severe cvber-threats in récenl years, To evade detection and improve resistance against
countermeasures, botnets have evolved from the first generation that refies on IRC chat
channels to deliver commands to the current gencration that uses highly resilient P2P (Peer-
io-Peer) protocols 1o spread thew C&C (Command and Control) informanon. We developed
a high-fdelity simulation ool called BotSim to understand behaviors of P2P-based botnets.

6./ .4 CyberSom; Malware Propagasos on (heline Socssl Nerworks. The wide spread acceptance
of the Internet by the masses has made the inlermational community ever more inferconnecied
and dependent; we are now more than ever a knowledge-based socicty. Along with this, there
bas been a growing realization in the knowledge and imformaton secunty sciences
commumitics of the imporiani challenges posed by cyber-infractions mlo a country's strategic
security envelope. Los Alamos is in an unique position of technical capability and
responsibility in providing and maintaining a set of tools for analyzing the impact of cyber-
security loopholes and vulnerabilities as soon as they are recognized. CyberSim has been
developed m response to the ISET grand challenge at the Laboratory and provides the
capability to model malware propaganon in online social networks.

6.1.5 EpiSims. Protecting the nation against emerging and resemerging infectious diseases
directly supports the Laboratory's Global Secunty mission, the Information Science &
Technology pillar, and the Bio-Security imitialive
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a6 The Agemt Framework for Simulation (AFS), Many Los Alamos messions require the
investigation not only of physical systems, but the embedded interaction of human
individuals with various components of the physical system. Many examples exist that
demonstrate that human choices have o strong, iF oot determining, etfect on the behavior of
the joint human-physical aystem. Glabal ¢limate is believed by most scientists 1o be
influenced by human behavior over the lust century. People make choices based on their
values, perception of the environment, internal goals, and desires, AFS provides mechanisms
to madel these elements and investigate the properties of mixed human and physical sysiems

8 1.7 ActivitySim, The DHS aims to model, simulate and analyze eritical Infrastructure and
their interdependencies across multiple sectors such as electric power, telecommunications,
water distribution, rransponation, ere. Most infrastructure seciors rely on an underlying
network that gets used by individual people and business entities. Alternatively speaking,
there 15 a demand lor service the network supplies, This demand is largely generated by
people’s daly activities, driving to work, using energy to cook or heal, using water and
sewage systems, making phone calls, ete. Thus, an accurate model for daily activities of
individuals is a pre-requisite for a simulation of demand. An agent-based approach is the
only modeling paradigm that allows us to generate demand shocks as an emergent property
of the simulation. Demand can vary from a normal day 1o emergency scenarios. ActivitySim
is part of the NISAC portfolio of large-scale detailed infrastructure models. This work
contributes 1o the Global Secunty mission for the impagt of namural events on regions and
socicties and is part of the 15&T capability.

6, 1 & Simulanion Framework, SimCore. SimCore 15 a scalable simulntion engine coupled with
a modeling philosophy expressed in base classes of entities, services, and information. It is
an enabling technology for most of the DDES codes mentioned above.

.2 Research Breadth and lmpact
6.2 | FastTrans. FasiTrans is a scalable, parallel microsimulator for transportation networks
that can simulate and rowte tens of milhons of vehicles on real-world road networks ina
fraction of real time. FastTrans uses parallel discrete-event simulation techniques and
distnbuted-memory algorithms 1o scale simulations 1o over one thousand compule nodes.
Vehicular inps are generated using ngent-based simulstions that provide renhistic, daily
activity schedules for a synthetic population of millions of intelligent agents, Unlzing a
queue-based approach to road network modeling, which been shown to be significantly faster
than traditional approaches based on cellular we
automats models, FasiTrans can execule
simulanons of large cities up to 20 nmes
faster than real ime, while at the same DHime
capturing road lmk and intersection
dynamics with high fidelity. The routing
algonthm, which is the most compulationally
miensive part of FastTrans 18 a heunsiic
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performs a goal directed search to find the best path woward the destination. Expenimental
results have shown up (o 30-fold improvements in routing performance compared (o naive
implementations of shortest path algorithms.

FastTrans is also able to achieve near-perfect load-balancing on distributed clusters, through
an ophmal assipnment of simulation entities to processors through a technique called explicit
spatial scattering [Thulasidasan 2000]. With optimized routing and partinoning, FastTrans is
able to simulate a full 24-hour work-day in New York — involving over one million road
links and approximately 25 million vehicular trips — in less than one hour of wall-clock time
on a 512-node cluster, The quick tum-around capability of FastTrans has been employed in
numerous NISAC rransportation studies that simulated and analyzed infrastructure disruption
studies in New York and Southem California. FastTrans s also currently being used for
detailed road asset ranking at a national scale

6,22 MITS. Atone end of the spectrum, MIITS constructs detailed representations of
network loads based on individual device usage and real survey data. At the other end,
MIITS employs multiple abstraction levels for network protocol stack simulations paired
with powerful distributed discrete-event simulanon technolopy to achieve scalabiliry. MIITS
has been developed Lo fill the technology gap that exists in methods for design, analysis, and
development of current and future large-scale communication networks and mfrastructure-
interdependency-aware simulation and analyvsis tools for wireless and wire-hne networks.
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The MIITS sub-module Network Generation creates a realistic model of network
infrastructures such as PSTN switches or Internet routers, MIITS receives demographic,
mobility, and device ownership information for individuals in a synthetic population as input
data. The Device Generation sub-module creates end-devices (e.g., deskiop computers,
phones) for the population. The Session Generation sub-module creates sessions (¢.g calls,
e-mails) between individuals of the population. Synthesizing the outputs from those sub-
madules, the Network Simulation sub-module simulates the time-dependent load in the
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network with a user-defined abstraction level Individual MIITS sub-modules are

implemented as & SimCore applications, which guaraniees scalubility through use of state-of-

the art distributed diserete event simulation technology. Sim{'ore provides the distnbured

discrete-event simulation engine that the other sub-modules rely upon and the System

Integration & Applications sub-module prepares the output analyses with the help of the

Analysis & Visualization sub-module, MIITS s modular design provides the following

advantages

*  Directly interoperable with other infrastructure simulntions huilt on SimCore technology
{such as ActivitySim, FostTrans, DemandSim) as well as through Hydra web services
with other NISAC tools (IEISS, TransOpt, AFS), permitting interdependency-analysis
studies, such as the effects of a power outage on communication networks,

*  Designed 1o scale 1o | billion nodes in the long term, 1 s alse designed for iechnological
scaling

*  Accommodates new types of networks, such a8 novel wireless ad ho¢ mesh networks,
sensor networks, or Wi-Fi hotspots agcuriely and efficiently

*  Can be used 1 evaluate federal palicies on the use and operation of communication
network infrastructures, especially regarding the potential effects of the policics on
nanonal secunry.

*  Designed 1o discaver and respand (o communication network vulnerabilities through its
contingency analysis and s cyber-atack analysis features

6.2 3 BoiSim. BotSim, a distnbuted event-driven boinet simulator, can be used to explore the
strategy space of both the anacker and the defender for P2P-based botnets. Using large-scale
simulation 1o undersiand the behaviors of boinets has a few advaniages. First, due to the
destructive nature of such bolnets, implementing them in the real world may lead 1o ethical or
legal issues. A simulation tesibed eliminates such a concern. On the other hand, a large-scale
botnet often has hundreds of thowsands of compromised machines, or even millions of them,
which renders it costly 10 study them on a real tesibed

8.2 4 CyberSim. The CvberSim suite

consists of 2 high performance

distnbuted discrete event simulation

engine buih on wop of the proven scalable

SimCore fmmework and along with a

smmall 421 of pre- and posi-processing

code. Malware spreads through a —_—
computer network by simultaneowsly

exploiing sofrwarne vulnerabihies on

mdividual machines and utihzing some

social network’s small diameier axa

i e s cob e boud - prospnt wsong
The CyberSim suite is capable of generating realistic soclal networks from of a database of
networked geo-coordinated physical devices such that they conform o widely adopted
power-law behaviors and demonstrate geographical sub-community clusters. These social
networks are used (o closely model real i fie social networks ansing out of personal and
business email contact lists and onling communitics such as Twitter, Facebook, and
LinkedIn Each physical device on the network can be thought of us a computer that 1s
further endowed with a list of installed operating systems (Windows, Mac, Linux etc],
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application software { Microsoft Office, OpenOifice org erc), email clients and web browsers
The suite is further capable of online parsing and retrieving software vulnerabilities that are
routinely published by reliable sources such as the National Vulnerability Database

(g vl st gon ) maintained by the National Institute of Standards and Technology (NIST)
fior the DHS National Cyber Security Division. The user can chose an mitial set of source
devices in the network where the exploit for a particultar software vulnerability onginates.
The DES engine then simulates the spread over the social network of the malware, which
exploits that specific vulnerability. Network packet delays and user online behavior are
modeled using cither 3 simple probabilistic Poisson process model or more complicated
specific behavior. The tool is furthermaore looscly integrated with a post processing code
producing a Google Earth based visualization that shows the ime evolution of the malware
spread, its sevenity, the bosmesses likely 1o be aflected the most, etc, to the amalyst. The ool
is flexible enough © allow the analys o tweak various social network parameters such as the
probability of location based clestenng and scale free nature of the interconnections arising
as m consequence of the power-law nature of the network’s node degree distnbution. It also
allows the modeling of inter- and intra-organizational inleractions within various business
scctors and catepones based on their market share stanstics. Using the CyberSim tool-set, we
have been able to analyze the geographical spreading patterns, time cvolution pattemns as well
as severity of impact on various business sectors for several commonly deployed vulnerable
software such as email clients, browsers and office documentation software, The preliminary
results of this research has been encouraging and we have been invited to present results in
the Telecom, Web, Networks Track of the WinterSim 2010 Conference [Santha 2000].

2§ Emidims. The mghly structured Epidemic Simulation Svstem (EpiSimS) is an agent-
based discrete event simulation engine that explicitly represents every person in a city or
regon and every place theremn where people interact | Eubsank 2004, Barret 2005, Stroud
2007, DelValle 2007; Mmszewski 2008a2; Mniszewsk: 2008h] The synthetic populaton
consisting of 265,796,301 individuals residimg in houschodds in the contiguous US are
simulated. The nationwide population can be divided into parts (e g . states or reguoms) to
makeg the simulation manzgeable. Each imdividual in the simulation is instantiated acconding
to schual demographic dismmibution drawn from the 2000 census data The business directory
database, Dunn & Bradstreet', provides busincss addresses, industry classification, and
number of emplovees, so that businesses can be sssigned to locations. EpiSimS models cach
busincss as a separaie locabon. Each mdividual in the simulation ts assigned a schedule of
activities 1o undertake throughout the day. Each individual’s schedule specifies the starting
and ending time, tvpe, and location of each sssigned activity, There are seven types of
activity. home, work, shopping, visiting, social recreation, school, and college; plus a
activity designated other. Information about the time, duranon, and location of activities is
obtained from the Nanonal Household Transportarion Survey’. From these three components,
EpiSimS computes which individuals are together at the same location at the same time and
can therefore simulate disease spread through a population, EpiSimS con simulate discase
spread, school closures, and work force absenteeism at a sulficient fidelity to caprure
geospatially varying demographic charactersstics, iravel patterns of individuals, and
transmission opporiunities through household, work, school, social, and casual contacts,
EpiSimS has been used 1o analyze the impact of discase spread for differemt discases

hllp fwwew dnb. comius

U8, Deparimen| of Transportation, Bureau of of Transpenatikon Siatistics, NHTS 2001 Highlights
Repon BTS03-05, Washingion, DC (20071)
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including smallpox and influenza and o analyze the social network that emerges from the
synthetic population.

Smallpex. EpiSimS has been used to model the potential impact of the spread of smallpox
and mitigation stralegies such as mass versus targeted vaceination |Eubank 2004; Barret
20051, The results showed that the speed with which people withdrew to their homes or were
isolated by health officials was the strongest determinant of the outhreak's extent. The
second most imfluential factor was the length of delay in officials’ response.

Influenza A (HiNT) In response to hmited outbreaks of influenza A (H5N1) and its potential
to generate a pandemic of catastrophic proportions, EpiSim3S was used 1o assess the
magnimude of impacts of
pandemic on the US population
[Stroud 2007, Mniszewski
2008]. REesulis demonstrate that
the amack rate (percentape of
population infected) is strongly
comrelated with the average
household size. In additon,
temporary behavioral changes
have the potential to genérate
waves of mfection if they anc
relaxed before the pandemic
dies ocul. Besults from this study
were used hy the national
Strategy for Pandemic
Influenza Implementation Plan.
An example visualization 15 !
shown in Figure 5

| ek Bty N

2009 fnfluenza 4 (HIN ). Most recently, in response to the appearance of a newly mutated
2009 influenza A (HINT) virus in Mexico, EpiSimS was used to study the potential impacts
that HiN1 and co-circulating strains would have on the US population [DelValle 2009 &
2010]. EmSimS projected low workforce absentecism due to disease charnctenstics,
Although EpiSimS assume uniform infectivity across all ages, the simulation showed that
school-age children were more likely to become infected and spread HIN 1 Results from this
study were briefed to high-level officials and were used for planning purposes.

6.2.6 AFS AFS 15 a lava software framewaork that promaotes the development of agent-hased
simulations using components, Agents are software cntitics that can operate autonomously,
perceive the environment, and map perceptions into actions. The framework includes a
discrete event engine and a set of standard components to reduce development time and
improve software reliability, There are many different types of agents as well as many
applications in which they are used. The AFS suppons the building of agent-based
simulations for almost any agent tvpe, This provides a uniform development platform that
can support 8 wide vanety of applications. In AFS, a simulation s a component that contaims
a-scheduler to sort and execute events and an optional virtual environment. Simulation
objects and agents are components normally found in the virtual environment. Simulation
entities are elements in the stmulabion that interact. SimObject 15 a class that can post
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simulation evenis. Agents are SimObjects that can reason on their perceptions of the virtual

environment. Agents reason by using Cognitors, a class of components that allows the

application developer 1o specify agent behavior, Cognitors can be based on 3 variety of

approaches, from simple rule sets (o arbitrarily comples algorithms. Cognitors can

implement existing architecieres such as InterRap (inegrated reaction and planning [Muller

1996]). This architecture has three layers of increasingly complex cogmitive capabilities.

= Behavior-based Layer: agents recognize and respond 1o sinuations using programmed
behavior panterns. This reactive mechanism provides subsantial capability for an agens.

* Local Planming Level enables simple means-ends plannmg when the reactive
mechanism fEils 1o match goals 1o actions

= Swategic Planning Level: the agent attempis o account for the actions of other agents in
creating plans (o achieve s own goals

An Agent Communication Language ( ACL) can enable agents to exchange information by
using a special information class, Performative. A performative 15 a literal that maps to
specific agent actions, much like a command An agent receiving a performative will
normally excoute the nssociated action. A rich ACL allows more general exchange of
information among agents, potentially including goals, plans, and motivational state,
enabling sophisticated agent behavior,

h—w—— = AFS is used 1o model decision-
making entities in a variety of
environmenits. One example is

: -’-’-—'-/_'--'-‘-h__‘_-—‘_-.
; P s b Ml /\__\‘_:::‘:h the Hydro Operator, which
. N : miodels the decisions of a dam

. - P AW AW A . oW operator in charge of &
= 4 _ g— : hydroelecine facility. The
e e P s ST operator’s goals are 10 meet
, ,,'_'_ Fa N o -".‘u o S~ waler release requiremenis,
4 - et T <P o saiisfy demand. and maximize
. profits. Agent actions are (o
Meremailln  Crmadl  Gmal o ) Sewalle change the rate of water release.
Cimprs Chys L £
Figure 6 depicts an example of

the Hydro Operator responding to a flood control scenano

In the (rlobal Pandemic application, AFS agents represent public health decision makems Tor a
nation. Their role 15 o develop a pandemic response strategy and implement it if a pandemic
is detected. The strategy is constrained

by available nationa| resources and ,

influenced by the relative costs and §-
availability of mitigation measures. LE . - oy =
Agent actions nclude creating o Y. "y o » 1
pandemic strategy, developing a pre- ‘S a _' ™ o . "
pandemic stockpile, and implementing g ul i
the strategy when a pandemic is detected. ’ »

Figure 7 depicts the modeled spread of

pandemic mfluenza. The mdius of the cwrcle 1s representative of the number of people with
influenza in the host nation. This application represents a global framework, enabling the
representation of assets in 220 nations, Multiple agemis can be created for a nation, ‘where
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each agent is responsible for a specific function; in this case the function is public health.
Another application under development with AFS is a simulation of the US healthcare
system, HCSim, for the DHS.

6.2.7 ActivitySim. ActivitySim is a parallel discrete event hybnd agent-based model of
activity generation, Supporting functionality for choosing activity locations and activity
execution operates concurrently. As a simulation, daily activity schedules for individual
agents are generated based on their demographics and the utilities, priorities, and time
constraints of a chosen set of activities. Traditional agent-based technology and numerical
methods are combined. It has been developed as part of a larger effort to understand the
interdependencies among national infrastructure networks and their demand profiles that
emerge in baseline and emergency scenarios. It operates both as a standalone model for
population analysis and can be coupled with other infrastructure models.

ActivitySim 1s an object-oriented scalable simulation tool that relies on a synthetic, but
statistically accurate population of the US that was obtained using disaggregation methods
applied to US census data. ActivitySim is a member of a family of simulation applications
that follow the SimCore modeling paradigm. SimCore is a library for building large-scale
distributed-memory, DES using the open-source discrete event engine from the Parallel Real-
time Immersive Modeling Environment (PRIME) for passing evenls, event queue
maintenance, and synchronization. It is composed of Entities (an object or component in the
system that we want to model), Services (functionality or behavior of an Entity), and Infos
{(an event exchanged between Entities or Services). ActivitySim’s architecture includes the
“reactive agent” extension to SimCore called AgentCore with additional Entity capabilities to
perceive, think and act and process patterns of behavior or production rules. Persons,
Locations, Households, and Zones comprise the entity types used to represent a model of a
geographical area. A Person is also an agent that reasons about daily activity schedules. State
(current activity and location), demographics, activity location choices, and a current
schedule are all part of a Person. A Location tracks Persons as they participate in its
activities. A Household is associated with a Location, has aggregated income, and members.
A Zone is an aggregation of Locations used when selecting where a given activity will take
place. Each Person-Agent 1s assigned an activity set composed of a subset of activities
available within a model based on demographic attributes (age, gender). Each activity has an
associated utility function {sigmoid) that gives a certain amount of utility depending on how
long the activity is being executed. An activity also has a priority function (sigmoid), where
the priority of an activity increases with the time that has passed since the activity was last
executed. Activities have constraints that guide when they can be scheduled and their
duration. An activity can be tuned through its utility and priority function parameters and a
weekend factor to suggest regularity {(attending work/school on weekdays, shopping once a
week). An activity set can be very specific (e.g., sleep, personal care, lunch, dinner, leisure)
or more general (e.g., home, work, school, shopping, social recreation, daycare). A Person's
schedule consists of a sequence of these activities with start time, activity, location, and
duration. Each Person reevaluates and modifies their activity schedule as required and plans
new activities in advance. This is accomplished by pre-calculated schedules, randomly
generated activities, or a more sophisticated utility-based approach using a meta-heunstic and
optimization. The utility-driven approach to planning and re-planning scheduled activities
consists of an optimization loop composed of the following: 1) a meta-heuristic {local
improvement, gradient method) that assembles and modifies scheduled activities based on
priorities and constraints; 2) an objective function (a weighted sum of utility, priority, and
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travel contributions) used 10 evaluale a suggested schedule for replacement; and 1) an exit
condition (number of iterations, when an improved schedule is found). An agemt chooses
“favoriie locations™ for their activities relative to base locatons such as home and
work/schonl This involves assembling a distnibuted network of Zones or aggregated sets of
Locations with attractors per activity { number of cmployecs). The base Zone or a close Zone
s first chosen based on sampling from the distribution of aggregated attractors fior that
activity. Then a location choice 15 made based on the Zone™s Location stractors. ActivitySim
has been used to simulate the daily activities of a Twin Cities, MN, synthetic population
compascd of 2.6 million individuals, with about | million houscholds and moee that 480
thousand different locations. The simulation was executed on Los Alamos’ Covole cluster
and was run for ten simulated days. ActivitySim has been coupled with other models via
activity execution events. For example, agents select ther activity schedules in ActivitySim
and travel between locatons wsing the Fast Trans transportation simulator or contribite to
demand per service arca or infrasiructure through the coarse multi-infrastructure demand
model, DemandSim

6.2.8 SimUare. SimCare 18 a generic DES framework that provides an entity-service level
mterface on which specilic simulation systems can be built. ts first application was an end-
to-end packet routing simulation system, NetSim. However, in the meantime 1ts versatility
has been recognized and it 1 being considered in applications that are not Intemnet related. As
of now, wols like ActivitySim, DemandSim, FastTrans, SessionSim and MIUTS are all built
on top of SimCore. SimCore Isolates the implementation of simulation systems from the
simulation engine details or logical processes (LPs). Simulations are implemented in terms of
entities that receive packets, handle or service those packets, and send packets 1o other
entitics, where they are handled i a similar fashion. The details of the actual location of the
receiving entity (on which LP, and on which CPU) are hidden from the implementation. This
is facilitated by an AP1 level specification of the interface based on a generic programming
paradigm, and a genenc data inpul mechanism that can be used for any combination of
entities and services. The usage poals of SimCore are the following.

*  Simulation of nanonwide socio-technical infrastrocture.

Hundreds of millions of simulated clements { people. computers, eic. ).

Requires as-of-yet unknown approximation lechniques of the clements and processes.
Obtainmng results that are meamngful and provide useful information.

Limits approximation mentoned i previous bullet

Ease of combiming simulations that were developed independently.

Simulation of people generating phone calls, and simulation of phone mfrastructure
{combining the two allows feedback 1o session generation in case of overloaded netwark,
for cxample. )

SimCore’s goal is 1o provide basis for creating simulations of various socio-technical aspects,

aliening their functionaliy as the used models develop and combining the simulations into

more complex ones. From the usage goals, we have identified several important design

mqu:r:mem for the SimCore library, listed here roughly in order of importance
Extensibility; adding new funcionality i easy ond does nol require changing much of
the existing code (changes are localized) For example, adding a new protocal w0 MIITS
does not require changing the alresdy existing code, which also means that removing an
unused protocol is seamless,

*  Expressive power  the library docs not restnici the user to only cerain constructs, the full
power of C++ |anguage and any library is available. This & important so that any
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computation and simulated element interaction technigue can be implemented if needed,
even if it does not fit well into the SimCore design, Unknown approximation techmgques
may require unforeseen implementation steps,

*  Concepmal simplicity: the places where the different components interact {like different
MIITS protocols) should be well defined, This is important so that as if grows, it doesn't
become an impenetrable jungle

= Scalability: the library does not result in significantly higher memory usage or lower
runming speed, compared to when the simulation code 15 tilared to a particular
application. In particular, it russ efficiently on paralle] architectures,

There are relatively many DES tools and libranes already available but none that fulfills all
four design requirements al the same ime. SimCore is responsible for providing the user (an
end simulation, such as MIITS) with concepts and tools for fulfilling the extensibility and
conceplual simplicity design goals. The expressive power goal comes for free by SimCore
being a library in C++ (as opposed to being a simulation definition language, which could be
limiting im allowed constructs). It is not a DES engine, e g. it is not dircetly responsible for
passing events between computing nodes, event queuc maintcnance and synchronization. For
this, SimCore uses an external sofiware package. Currently, PRIME 15 used but any parallel
distnbuted memory simulation engine would work. The scalabality design goal i1s largely
determined by the simulabion engine used. SimCore simply mies to impose as little
performance overhead as possible. The “library stack”™ is hierarchical, from top to boltom:
End Simulation {e_g MIITS), SimCore, Simulation Engine (e.g. Dassf), and Message Passing
layer (MP1) Note that the end simulstion is not supposed o interact with the simulation
engine directly (et alone message passing layer), which makes them easily portable.

&3 Comparison with Peers

6.3 | Fastfrany. Traditionally, traffic microsimulations of tansportation networks have
employed a2 ume-sicpped cellular-automata approach A prominent example of this is
TRANSIMS [Smuth 1993], developed ar Los Alamos, where vehicular dynamics are modeled
af a high level of spatial granulanity  This allows one lo capture phenomena such as lane
changmg and vehicular emissions, but comes at a ngh computatonal cost. Other simulators
using the microscopic simulation paradigm include CORSIM | Prevedouros 1999], VISSIM
[Concepts 2001 | and PARAMICS [Cameron 1996]. An aliernative approach to traffic
sumulation, where road links are modeled as quenes, was described in [Essfeldr 2006]. A
time-sicpped, paralicl implementation of this approach 1s described m [Cetin 2002 ]
[Charypar 2006] first proposed a discrete-gvent gueue-based mode! for a sequential, single-
processor environment. A parallel discrec-cvent approach 1o microsimulations was described
in [Perumalla 2006], though the modeling paradigm employed here s concepually closer to
the cellular-automata approach. Expenimental results presented here on a | 00-node grid
network indicate speed-ups of up o 1000 over real-time. The FastTrans approach is to
combine the discrete-cvent guene model with scalable paralieliranon. This allows us (o
simulate laree-scale, real-world networks and realistic traffic scenanos involving tens of
millions of vehicles in a fracton of real bme. Also, since FastTrans simulates the behavior of
each vehicle or iaveler at the mdividual entity levet. it retauns some of the advantages of
microssmulations. In addition, the congestion feature implemented in FastTrans, which
updatcs the state of the routing graph on all siomlation processes, allows one 10 observe the
macroscopic behavior of the network.
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i.3.2 MITTS, The multi-scale and integrated nature of MITTS is a umique property. MITS
has competitors in the commercial and the academic ficld. The tool of choice for most
computer science and elecincal engineering departments at the world’s umiversinies is the ns-
2 simulator, which does not have a disinibuted feature and in turn leads to very limited
scalability. The follow-on ns-3 simulator has limited distributed features, improved
scalability, but as of today does not yet sec a very large following. SFFNet is a fully scalable
network simulator built at Darmouth and later UTUC, ot focuses on Internet raffic; the
software philosophy of S5FNet s somewhat different from SimCore and 1t also does not
cover the entire end-to-end range of raffic generation. In the commercial domain, the
QuialNet simulator (by Scalable Solutions, a UCLA spin-off) has a small but loyal following.
QualNet scales bener than ns-2, though not as well as SSFNet of MIITS and is a stand-alone
tool that docs not mtegrate well with other simulator tools, OPNET s a successful tool used
by industry to assess their small- o mid-size networks and s by far the most user-friendly of
all 1ools (albeit it still does not offer real-iime visualization). Scaling is limited 1o about 200
nodes for any realistc traffic volumes. Vanous smaller efforts exist that tend to address one
of the classic shortcomings of network simulators, including GTNetS (good scalability),
SwiM (good wireless channel models), pdns (parallel computing), and OMMNet++ (good
shared-memory scalability ).

@, 3.3 BotSim. We have not yet seen other work that attempls to model and simulate P2P
hotnets at such a hgh resolution as BotSim, Our work has been published at the IEEETFIP
International Conference on Dependable Systems and Networks, another paper is currently
under review,

a4 3.4 CyvberSim, Malware and vulnerabilitics analysis is a relatively nascent subject; related
concepts and technology are actively undergoing reviews and standardization efforts in the
international peer community. In an altempl 1o standardize the naming conventions and to
maintain an authoritative database of currently known exploits and fixes, the NIST is
maintaining a public database of Common Vulnerabilities and Exposures (CVE) NIST also
provides a somewhal hmited online analysis ool A rather comprehensivie st of CVE
analysis software and complementing exploit databases is mamntained online by MITRE
(hitp:/f'waw.cve mitre.ong‘compatible/‘compatible himi). While these tools and databases are
extremely valuable, the massively distnbuted discrete event design of CyberSim makes it
extremely Nexible while at the same time providing comprehensive and realistic analysis
capabilities. For example, using CyberSim, we can sianistically analyze the business sector
impact and temporal swiftness of spread of an internet worm. We may analyze the
dependence of the spread on the initial geographical distnbution of the malware. We ¢an also
analyze the dependence of the spread on the inter-connectivity of personal and work related
social networks. To our knowledge, CyberSim is unigque in providing this kind of capabality,

633 EpiSima. There are several rescarch teams meluding [German 2006, | Ferguson 2005],
[Longini 2004], [Lee 2008]. However, most teams use community-based simulation systems
snd'or individual-based simulations with small populations. We have the only model in the
world that includes high fidelity, second-by-second activities, and simulates large regions.

3.6 AFS There are roughly 25 commercial and 40 academic agent development
frameworks ranging in capability from simple to highly specislized, Some notable packages
include Star Logo, MASON, Swarm, and Repast. AFS is comparable in functionality 1o all of
these, although it could use addinonal development in oniology support, planning, and
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leaming. The existing AFS functionality is sufficient for all but the most demanding
applications. Further, AFS can be used in high performance computing environments.
AgentCore is a C++ port of AFS that executes under the SimCore high performance
simulation library.

6.3.7 AetivifySim. A model of dynamic demand that generates realistic data is an open
research area. TranSims activity generation creates static ground-hog day household
schedules based on the National Household Transportation Survey and US Census data
[Barrett 2004]. ActivitySim builds and extends the utility-driven approach to activity
scheduling by [Joh 2001] with the addition of a priority function, objective function, and
compound operators. Charypar and Nagel use a genetic algorithm approach to create and
modify all-day activity plans and utility/priority functions and a fitness function (similar to
ActivitySim’s objective function} for evaluation [Charypar 2005]. Bhat et. al. (University of
Texas) employs econometric models for activity patterns of adults only at the household and
individual level in CEMDAP [Baht 2004]. Feil et. al. (Swiss Federal Institute of Technology)
generales activity schedules in PlanotmatX using Tabu search, utility and fitness functions
(similar to ActivitySim), with the addition of recycling schedules [Feil 2009]. ActivitySim
additionally schedules activity-by-activity drawn from a set based on an agent’s
demographics, whereas the previous three work with sequences of activities as tours or
patterns. Multi-day activity scheduling and re-scheduling is a compute-intensive process for
those models that are capable.

6.3.8 SimCore. In terms of simulation engines, a few alternatives exist. The venerable DaSSF
and its successor Prime SSF implementations of the scalable simulation framework still can
be used as the basis of SimCore, though we have replaced their functionality by a series of
direct MPI calls for some of the clusters at Los Alamos. SimCore 1s more than just a
simulation engine, though as it includes a modeling philosophy expressed through the base
classes of entities, services, and info. Frameworks with such philosophies exist mostly in the
very specific agent-based design world (for a listing of such frameworks refer to the AFS
Section 6.3.6).

6.4 Status of the Capabilities

6.4.1 FastTrans. Currently FastTrans is capable of simulating regional transportation
networks including mass-transit networks involving multiple states in the US faster than real-
time. Future capability augmentations include hierarchical routing for whole-nation studies,
and multi-scale simulations on hybrid architectures. We have published modeling and scaling
results for FastTrans at various venues [ Thulasidasan 2009a, 2009b, & 2010].

6.4.2 MIITS. MIITS has been used in the Tier asset ranking studies as part of the NISAC
program since 2005 for PSTN assets and since 2008 for Intemet assets. MIITS is routinely
used in the FastResponse cycle to respond to all major threats including hurricanes, wild
fires, and earthquakes. Open literature versions of MIITS results include a description and
overview results of the PSTN rarking methodology [Ramaswamy 2007] and the Internet
ranking methodology [Yan 2009]|. MIITS contains a large number of scripts that make it
usable for an intermediate user, albeit 11 is still a command-line tool.

6.4.3 BotSim. To understand the behaviors of P2P-based Botnets, we developed a distributed
high-fidelity P2P botnet simulator that uses the actual implementation code of aMule, a
popular P2P client. aMule implements the KAD protocol, which is a variant of the original
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Kademlia protocol. Kademlia is a DHT-based P2P routing protacol, in which cach data
object or peer s identified with a 160-bit ID. The distinguishing feature of Kademlia is its
XOR meiric that measures the distance between any two | 60-but identifiers. KAD diiffers
slightly from Kademlia as 1 wses 128 bats for its node and data obsject |Ds and supports more
diverse messages. Our choice of aMule s based on the observanon that the first version of
the Storm bomnet used the Overnet P2P mouting protocal, which s also based on Kademlia
Despile the great realism obtazned by using the actual implementation code of a popular PZP
cliem, simulating s lange P2P botnet with high fidelity demands intensive computation. To
improve simulation scalability, we develop our smulator on a dusinbuied computing
platform. The simulator is a component of MIITS, a local distributed simulation framework
for simulating large-scale communication networks. MIITS is buili on PRIME SSF, a
distributed simulation engine using conscrvative synchronizaton. When porting the aMule
code into MIITS, we imtercept all ime-relaied system calls (c.g., gettimeofday) and replace
them with simulated time function calls. Similarly, we substitute socker API calls in the
original code for network functions developed in MIITS,

In a case study, we use BotSim 1o study the resibence of P2P-based bownets against pollution
mitigation. In some carlier work, 1t has been shown that polluting the command keys used by
bots 10 search C&C information is an effective approach to disrupt operations of P2P-based
boincts. In the simulation study, we demonsirane thar a hypothene P2P-hotnet called AntBot
can make pollution mitigation less effective. AntBot uses a tree-like structure (o propagate
botnet commands in P2P networks, The key 1idea of AntBot is that there are far more low-
level boats that are closer to the 200

bottom of the tree than high-level
bots so that if o bot 15 seized by e
the adversary, 1t is highly Likely

that it is a low-level bot and

polluting the kevs that this bot

uses 1o search or publish the

command afYects only a small

number of bots a1 lower levels.

The effectivencss of AniBot
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8.4 4 UyberSim. The CyberSim tool set s funchional ai present, however, i1t 1s maintained as a
looscly connecied collection of scripts and a dismibuied object onenied code. 11 is desirable
10 further inlegrate the code and make it more interactive. Currently the CVE dambase from
NIST has to be retneved and manually updated prior 1o using the CyberSim tool It is
desirmble 10 automarte this process of retneval and simulation, given that on an average there
are currently 20 or o exploits discovered every day. The post-simulation visumlization is
currently provided using Google Earth, which has limited interactive ability, and it is
desirable 1o seck alternate visualization rechmques, Additional, continued funding s required
to muntain and enhance our ¢ yber analysis capabilities.

645 EpiSims. EpiSimS assigns static activities to their agents, thus, the next logical siep
woiild be to include dynamic activities and allow agents to modify their behavior based on
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surrounding emvironment (e g, disease). We have been trying o extend EpiSimS for awhile
but due to lack of funding we have not be able to do so.

.46 AFS. As a framework, AFS is judged by its usability and completeness in supporting
agent-based development for discrete event simulations. User reviews have been mixed,
consensus is that AFS provides a broad capability without being tied to a specific ageni
structure or cognilive architecture, Most developers rapidly become productive with the tool,
As an ongoing development, AFS is incomplete, Currently its strongest capability is reactive
agents. Additional capabilities are under construction 1o provide local and strategic planning
functions

.4 7 ActivitySim. ActivitySim is one of the newest lurge-scale DES infrastructure models,
The instial version included o framework of the relevant objects, schedule processing (pre-
calculated, randomly-generated, an early utility-based approach), and activity execulion
[Galli 2009]. The ubility-based schedule processing proved to produce too many gaps in
scheduling A newly redesigned version has been developed with constrainis and prioribes o
eliminate gaps in scheduling; compound-style operators for meta-heuristics, a modular
optimizabion loop; reformulated unlity, priority, and objective functions; demographics-based
activity sets, distributed location cholee, weekend handling, and is easily extendable to

ing lude new utility functions, priority functions, meta-heuristics, objective functions, and
optimization loop exit conditions. Nexl steps include the additions of household
coordination, social contacts per activity for communication, activity set changes due to n
natural disaster'emergency, o mixing mode| per location activity, and scaling (o larger
regions up 1o the entire LS,

a4 & SimCore. The library is o relatively mature code, with half a doeen simulators running
on top of il Nevertheless, there are vanious improvemenis we are working or planming. One
ts & suppon for blocking message exchange between simulated entities, when a question can
be sent to another entity, and answer received, in one function call Furure extensions include
check-pointing and on-the-fly debugging capabilities.

6.5 Challenges and Issues

DES is a key technology compaonent in the predicoive science ohjective of Los Alpmos' 15&T
thrust. A Laboratory goal is to leverage our science and technology advantage o anticipate,
counter, and defeat global threats and meet national prientics. While some threats are natural
in ongin, for example, near-space collisions, earthquakes, severe weather, other threats anse
from social systems, such as terrorism, nuclear proliferation, and cival vialence. These threats
ofien interact with comples engincered systems: lerronsis attack the electric gnid through the
Intermet, 8 humicane disables a 91| emergency call center, or an earthquake destroys a
transportation hub. In all cases, an engincered system enables the nanirnl or human attackers
to amplify damage. DES can be applicd m the context of providing information to decision-
makers for real-world sifuation awareness or in terms of representing the process of situation
awarencss in the ageni-based model When used 1o inform decision-makers about expecied
outcomes of decision choices, models and model outputs can provide a reduction in
uncertamty over a suile of potential actions with respect to defined metrics. As we have seen,
the breadth of research at Los Alamos for DES is quite broad, encompassing cognitive
scicnce, stabistical methods, risk analysis, decision theory, game theory, sociology,
anthropology, machine learming and classification methods, complex systems. While there
are some basic theoretical underpinnings, the quick availability of a DES modeling approach
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is a great advaniage. The Los Alamos developed SimCore framework provides an easaly
accessible and mtuitive modeling philosophy that has already resulied in 3 number of
inicropemable wools. DDES simulation tools tvpically face some iechnical problems in terms
of achieving sufficient scalability, but the s¢t of solution approaches is well known. Tool
performance oplimizalion can easily turn into a never-ending software engincering
nightmare

A second, perhaps more Fruitful focus area 18 that of acial modeling sues. The challenge of
modeling hurran behavior on a large scale continues to be a fundamental challenge having
many intriguing facets. Not the least of these is the problem of verification and validation
(V&V). A thorough discussion of the V&V issu¢ is beyond the scope of this report. Many
other challenges are associated with the overall scale and complexity that agent modeling
demands. Computing power alone cannot resolve the problem: rather it is an issue that bongs
together core issues of model representation, software design and high-performance
computing To expand on just a small portion of this challenge, consider that agents
representing human behavior must be capable of mimicking complex reasoning, including
the use of cooperative or competitive strategies, as well as routine behavior and simple
reactive responses. They must do this in response to a changing simulation environment that
includes the agenis themselves a8 an essential element, All of this must be done in an
authentic way and as efficiently as possible. Fundamental social science also needs 1o be
advanced; we still do not have good fundamenial models or constructs of how people make
decisions, form groups, ete,

The third area for DDES focus 1s the seemingly obvious one of actually using DDES wools in
operations and in scientific discovery. Al Los Alamos, we unformunaiely have a madition of
building large software DDES tools that then see relatively linle use due to lack of furnding.
DDES wols need 1o be used more regularly in the scientific discovery process, The MIITS
team has in fact discovered structural properties of the Imemet topography that would have
been hard to identify without DDES, EpiSims has probably seen the most use of all Los
Alamos DDES rools, but even so remains underunlhized

Scientifically supporied national preparedness, especially in the realm of Homeland Security,
15 driven by the whims of public opinion. Although this 1s exactly the sort of forwand-
looking, multi-desciplinary science in which Los Alamos ought 10 excel, this capability has
two or three funding sources at any given time, with differing 1echnical emphasis points and
agendas, making 1t difficuli 1o cultivate o sustainable, wop-notch program. The current
portfolio of DDES projects st Los Alamos is dominated by the NISAC project, which is
subject 1o painful oscillations in funding. as is any single project. More diversification is
necessary  There needs 1o be an ongosng institutional commitment 1o developing and
expanding Los Alamos’s DDES capability, resulting in a long-tlerm investment in this
important capability. Funding is often from WFO sources resulting in spoity fundmng. Future
solutions 1o complex ssues hke mitigating global warming will rely on modeling and
simulation—a key element of which will be ageni-hased models of the response of social
systems (o the warmng and mitigation processes

6.3 | FastTrans, lssues covered in Section B0

6.5.2 MIITS. The mam technical challenge for MIITS is efficient code maintenance s it has
been developed by a multitude of programmers. New application protocols (such as Twitter)
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often gain popularity within a matter of a few months. MIITS’ objective of always having all
relevant Internet traffic modeled on an application level is sometimes put into question as we
are not always able to secure funding for implementing a model for the newest technology in
short enough time frames. MIITS has had some success in diversifying its sponsor base,
which now includes internal LDRD and DOE National SCADA Testbed (NSTB) in addition
to the NISAC program, but guaranteeing a steady funding stream remains a challenge.

6.5.3 BotSim. One challenge is to integrate it into a more comprehensive network simulator,
which models not just the nodes in P2P networks but also routers and domain name servers.
Another important part is to model the activitics and geographie distribution of both normal
peers and bot machines in a realistic manner. We will continue to improve BotSim along
these two lines.

6.5.4 CyberSim. The CVE database format is currently evolving and lack of proper standards
makes it harder to maintain automatie parsing eode. There is also a lack of reliable data on
the currently installed software on user’s computers. It is also difficult to associate physical
computers with individual users: for example a given user may use a friend’s computer to
access a social nctworking website, which infects the friend’s computer, While it is possible
to statistically model such complex social interactions, this remains a work to be done.
Another future research area 1s the manner in which work related and personal social
networks interconnect and interact. We also plan to study in detail how the spread on
malware depends on the geographical distribution of initial corrupted nodes.

6.5.5 EpiSims. The greatest non-technical challenges is funding; some technical challenges
include computer resources to run our simulation (e.g., limited time on institutional HPC
clusters) and representing accurate human behavior {e.g., fear).

6.5.6 AFS. lssues covered in Section 8.0.

6.5.7 ActivinySim. Detailed large-scale DES infrastructure models such as ActivitySim are
time-consuming in their design, development, tuning, testing, and validation. This is required
to ensure defensible study results. This needs to be recognized and addressed to ensure the
future of these models. Due to lack of adequate funding for quality talent, the future of this
work is at risk.

6.5.8 SimCore. No issues except those covered in Section 8.0.
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review are all compuiational physics and applied mathemaiics oriented, Clearly, our
strategic code effart is deep, broad, and important to Los Alamos.

Relative LANL Organizational Contribufion to SLDC Total

Figure 11 Relative 3LOC comparisons by Los Alamos techiscal davision (X" eefers
a camiinaiom ol the recently hifarcaged X Thivisiom XCP, Compuianonal Physeos, and
KT, Theometical Design)
Finally, a metric to understand the strategic value of such applicanons to Los Alamos and the
nation is through licenses and technology trunsfer activities. The Technology Transfer (TT)
Division assessed software codes that have been disclosed to TT and that fit into the theme
areas for this review. From FY05 through present, TT received 432 software disclosures
This means that, while not all such software hove hcenses associated with them, there was an
intcnt to share these codes outside of Los Alamaos with peers, collaborators, and s0 on. The
codes included in this particular asscssment were only those for whick Los Alamos has
asserted copyright (meaning TT requested permission for DOE to take title to them in the
Laboratory’s name), The reason only these codes were included is due (o the simple fact that
the copyright assertion processes exposes more information about these codes than other
avenues. Therefore, there are a large number of codes that have been disclosed and licensed
through other mechanisms { noncommercial or government licenses) that were not assessed
here. With this caveal, the following summanzes the TT analysis.
* CFD:
= Six integrated codes with both commercial and non-commercial licenses from CCS,
T, and XCP divisions. The codes have multiple wsers, from 10s o 1(MXs.
=+ Nine integrated codes licensed for open source distribution (GPL, LGPL, and/ar BSD
licenses) from CCS, EES. HPC, MST, and T divisions,
Lo |
= Three integrated codes from AQT, ISR, D, T, and XCP divisions with tens of
thousands of users worldwide and include some of our most successful code efforts to
date (e.g. MCNP).
=+ Five separate codes licensed for open source distribution from EES, 1SR, P, T, and
XCP divisions.
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* PDE:
= No scparaic wdentifiable commercially or non-commercially licensed codes, which is
not surpnsing given that af Los Alamos PDE solution techniques are imbedded in
applications as previously descnbed
== Five scparate codes/solver packages licensed for open source distribution that fit the
TT sssessment critena, from CCS, ISR, T, and W divisions.
*  (ther miegrated codes that do not fit well within any one of the previous three themes (or
fit m too many sumultancously):
== Six integraied codes from B, D, EES, and ISR divisions, Some under evaluation for
commercialization, others have has many as 500 commercinl and non-commercial
heenses.
= One code, from CCS division, 1s hicensed in this category for open source
distribution.

Sinee FY0S5, Los Alamos has asserted copyright on 129 separate software codes. The
copyrights were asseried for commercial or open source distribution (depending on the
software in question). In addition, licensed codes have generated $1.6M in revenuve for Los
Alamos in FY07. This information is a clear indicator of our reputation and strength in this
aren, During this review, two classes of integrated codes were assessed: 1) Climate, Ocean,
and Sea lee Applications and 2) Nuclear Weapons Applications. As with the other theme
areas, each of these will be briefly discussed below aleng the lines of the review asscssment
criterin with the note that much of what has been discussed in the other theme areas has
already addressed the review assessment cniteria and is not repeated here

Finally, while not a separate theme in CPAM, Uncertamty Quantification (L) 15 a core
strategic strength at Los Alamos and a key integrator of capabilities in applied mathemaiics
and computational physics. L'() is the process of carmymg out scieniific inference { prediction
uncertaintics, parameter estimates, sensitivines, etc. ) and typically combines physical
observations, computational models and high performance compuating to make these
inferences. In this regard, UQ has plaved a kev role in multple programs. Our competitive
advantage wn this area stems from its broad range of expens from multiple ficlds and our
environment that fosters significant and decp collabomation. As a result, we are leaders n the
broader U(Q) community.

7.1 Connection 1o the Goals and Mission of the Laboratory

P 1 Climare, Ocean. and Sea foe Applicarions. Climate modeling has been a traditional
strength al Los Alamos, born out of an ¢ffon studying nuclear winter many decades ago and
has grown into a world-leading and stable program of critical imponance to the nation. Los
Alamos, as the premier national secunity laboratory, includes energy secunity in its primary
mission and goals. Encrgy secunty has a strong tie to our climate modeling efforms.

7.2 | Nuclear Weapoms Applications. The connections of this capability to Los Alamos are
obvious. Los Alamos is one of two nuclear weapons laboratories and, as such, responsible for
the technical certification of the physics packages under its responsibility. The nuclear
weapons apphcations are central to this responsibility.

7.2 Research Breadih and Impact
7.2 1 Climate, Ocean, and Sea lee Applications, Climate models have many uses, from
technical 1o political. Clhimate modeling integrates knowledge of the climate system, 15 used
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to understand and quantify feedbacks in the system, attributing tracers in the system, and
projeeting future climate changes. Few other technical activities have an equivalent reach and
impact worldwide. Los Alamos contributions to this area have been deseribed in previous
sections of the document.

7.2.2 Nuclear Weapons Applications. The transition from underground testing to a
certification program based entirely on simulation and small-scale experiments represented
an unprecedented shift for such a complex non-linear system and large-scale scientific and
engineering enterprisc. This shift is now eomplete, and the impact of this shift will be
measured for decades to come. There are already several examples of similar shifts ongoing
in multiple other areas (nuclear energy, environmental remediation, carbon sequestration, and
so on). Furthermore, specific technical achievements for the weapons program manifest
themselves in other areas the scope of which cannot be discussed in this document.

7.3 Comparison with Peers

7.3.1 Climate, Ocean, and Sea Ice Applications. The principal peer institutions are also
partners in this endeavor, with different institutions playing different technical roles. This is a
well-integrated and aligned national project.

7.3.2 Nuclear Weapons Applications. The only peers in this area are LLNL, AWE, and CEA.
A detailed discussion and comparison of the capabilities of these institutions eannot be made
in this document.

7.4 Status of the Capabilities

7.4.1 Climate, Ocean, and Sea fce Applications. Los Alamos develops the advanced ocean
and ice models for climate scienee, and foeuses on high latitude elimate change impacts
throughout the globe. This includes ice sheets and sea level rise, rapid ice retreat, ocean
circulation stability, eddy-resolving ocean modeling, and high latitude biogeochemistry and
clathrates.

7.4.2 Nuclear Weapons Applications. As was illustrated during the classified presentation at
the review, nuelear weapons applications are making seminal contributions to a multitude of
national security interests.

7.5 Challenges and Issues

Most of the challenges and issues in this theme are common to all themes and therefore
eovered in Section 8.0. However, both nuclear weapons codes and climate modeling are
closely tied to national policy and, as a result, funding support tends to ebb and flow with the
political climate and interest in climate, nuelear weapons stewardship and technology, and
proliferation. Particularly in the nuclear weapons program, this can make hiring and retaining
staff a challenging issue.
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8.0 Challenges and Issues for the CPAM Capability

In this section, challenges and issucs common to the CPAM capability (ofizn common 1o all
scicniific capalmlitics at Los Alamos) are boefly descnbed.

8.1 Advanced Computing Architectures: Our Co-Design Future

Thie primary challenge to computational physics and applicd mathematics over the next
dexcade will be the sea change in computing technology. The first mstantistion of this was the
Roadninner supercomputer, the first system in the world to achizve a peaFLOP/s of
sustained performance. This system has a vanety of architectural feamires that underscore
where computing is heading, tncluding accelerators of a different iechnology design than the
base system (heterogeneity), different and complicated memory hiemrchics, multiple
petworks, multiple compilérs, and other complexities that required a complete re-design of
application codes and algorithms for the architecture. Our current codes and algorithms often
rely on high resolution schemes that depend on a rich set of data for diserete solution, thereby
requiring large dependency siencils and frequent evaluation of constitutive properties — this
translates (nto significant memory requirements {speed of access and availability) which can
be limited on accelerated architectures, Furthermore, the lack of common programming tools
for various architectures has become a significant bamer to the development of advanced

ap plications to take advantage of newer architectures.

In addition 1o these challenges, as the nation drives toward exascale, computing resiliency
aned fault tolerance will also becomie issies that applications must face, demanding new
strategies that go bevond the current checkpoint and restart methods employed todoy. In
future Exascale systems, applications will have 1o tolerate node-level failures that occur ot a
frequency measured i minutes, and will require scalable recovery solutions that do not rely
on globally accessible checkpoint data. This will drive significant changes in the
pragramming models that will run on these sysiems, bt will also require hardware and
software capabilities that do nol currently exist

I & obvious thal in cider fo explod emerging architectures, computer seientists and
computational physicists will be required to work even more closely together and develop
long-standing collaborations in order to effectively map new computational physics
algorithms onte new computer architectures We have embarked on a sertous and well-
funded co-design philasophy in which methods developers, compuler scientists, and
computational physicisis work together with indusirial partners designing and creating new
coamputing technologies to co-design the technologies and the applications that will run on
them. This is not a new approach, as space-based computational assets have been designed in
thies manner for some time. However, the scale of effort, iechnical scope, and approach are
diffferent Los Alamos has created a new group as an institutional resource within CCS
Division (the Applied Computer Science Group, CCS-T) for this purpose. The group has
multiple icams, progects, and activities intended 1o move strategic applications along the nght
trajectory and at the nght pace to be ready for the future. This includes the development of
new progmmming models, the training of stafT in other organirations, and working directly
with computing technology vendors and project staff on specific co-design activities We are
fumther catending this successful approach to co-design of experiments, theory, models,
algonithms, computational infrasirecture, and applications.
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§.2 The Exascale Wave: High-end Comiputing for Everyone

Somewhat related 1o advanced architectures that are challenging to exploit, there is a wave of
new programs that have heretofore not relied heavily on high-end modeling and simulation in
the pursuit of their poals. Many of these are encrgy-related programs (nuclear energy,
combustion, carbon capture, and so on) while others involve environmental remediation {e.g.,
ASCEM). Programs that have nol made use of high-end computational science often ininate
extremely ambitious projects with high expectanions and seem (o be under the impression
that to make serious use of computational science requires nothing more than a checkbook
buy a big computer and a few people to string together existing tools into a large “plug and
play framework,” Mothing could be further from the truth and it is up 1o national assets such
as national laboratories to help guide the development of these programs based on our
collective experiences in this area. This 15 an excellent opportunity for Los Alamos to set the
national agenda for computational science that will positively impact a host of 1ssues of
importance [0 the nation.

8.3 Open Computing Resources

One of our challenges is that our largest compuling assets are behind the security penmeter
and not accessible for unclassified work, The Laboratory has continued to invest in
institutional compuling resources, but we lag other national laboratories in unclassified
compuling assets. Los Alamos will continue to make open computing mvestments, and we
will continue to partner with other orgamizations (such at (ORNL) on joint projects (climate
modeling 15 a good example), thus advancing the science and making use of larger open
computing systems outside of Los Alamos, While this can lead to recruiting challenges, it is
the only viable model for the future ns exascale systems will be large, unique, and expensive
— and therefore be few and far between.

8.4 Retention of Existing Staff and Attraction of New Staff

Los Alamos must continue to compete for people in the open market, both to retan ennical
saff we have now and (o attract new talent. While Los Alamos cannot match the perks
offered by some of our competitors, we can offer interesting work and the Laboratory should
be prepared to compete on salanes, both for people we currently have and the talent we are
rying to attract. In recent vears, we have lost critical computer science and computational
seience staff at an alarming rate o non=-MNMNSA laboratories and universities. Where we can,
we should endeavor 1o ensure solid support for CPAM capabilities (e.g., in the LDRD
component) before we drop below critical mass in some key areas. Having a multi-
disciplinary environment and challenging problems to solve are no longer sufficient to
compete for technical staff, Retention and hinng are also strongly affected by the issue
discussed in the next section.

8.5 The Compliance Effect

Ower the past several years, Los Alamos has come under increasingly restrictive measures
meant (o enhance compliance to a vanety of regulations. Increased secunty requirements,
particularly in computing, are significantly damaging the stature of Los Alamos in the
scientific community and making it difficulr to compete for staft and projects. In addition,
compliance measures are driving our costs up making competition difficult on that basis
alone. Few sponsors are receptive to the argument that working with an NNSA laboratory
requires paving a share of the high security profile or the footprint of large experimental
facilities, particularly when they are not making use of those facilities. CPAM in particular
relies on computing and computing infrastructure to accomplish its science, Los Alamos has
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become increasingly restrictive on what types of computers scientists are allowed to use and

. deploy, what software may be used on them, and how and where they can be used. While
there 1s an exception policy in place, the restrictions are so severe as to require essentially
every CPAM scientist to go through the exception process to acquire a computer (everything
from allowed display sizes, to disk drive size, to memory sizes are specified as “default”
systems; any variations from this default triggers an exception). While the exception policy
work, it is unique to our environment and a significant barrier to attracting new 2 1% century
minded scientists who are used to a host of tools at their disposal to solve problems and can
see no compelling reason to select Los Alamos over another institution with fewer
restrictions. For CPAM scientists, the compulter is a very personal device, intimately coupled
to the science they are pursuing. The industries, national laboratories, and universities that
recognize this (as many do) are the ones that will successfully compete for new staff and
programs in the real world. Striking a better balance between security compliance and
scientific accomplishment is something Los Alamos needs to continue to address as an
nstifution.

In addition to these issues, two specific issues are sufficiently acute to require further
elaboration.

8.5.1 Working with Foreign Nationals. Our ability to stay at the forefront in computational
physics and applied mathematics depends on our ability to work with external and foreign
collaborators since the US education system is not graduating sufficient citizens with the
requisite skills. A barrier to collaborations, including constraints on foreign collaboration and
the hiring of foreign nationals, 1s a major problem. Increasing security requirements,
particularly in computing, significantly affect both classified and unclassified work. New

. requirements need to be evaluated carefully in terms of their benefit, their impact to technical
work, and true costs. Recent changes in procedures for foreign visitors, clearances, and
computer access are making it increasingly difficult to host external collaborators. The loss
of DOE Q-cleared affiliates will severely impact technical interaction and peer review for
classified projects and will affect the ability to recruit and train students over summers,
which represents a significant talent pipeline for the Laboratory.

8.5.2 UCNI. External collaborations are significantly hampered due to simulation codes
developed at Los Alamos being designated Unclassified Controlled Nuclear Information
(UCNTI), while a code with the identical capability developed at a university is not designated
as such — even if written by DOE-finded, (-cleared faculry. This classification practice limits
collaborations with universities, harms recruitment, and is a significant frustration for our
scientists who need to participate and be competitive in the scientific community. We also
encounter export control issues with our unclassified codes, particularly in astrophysical
collaborations. While there is a process for removing an export control designation, it is
tedious and has not been exercised for many important codes. There is no process to remove
the UCNI designation, which would not exist if the exact same code were developed at a
university.
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LA-UR- 10-007 27 gnd DUSA. Fossil).
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2000 (from LA-UR-10-00727 and DUSA: Fossil),
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| Dptimial TrampE't, Theory nnd ﬂ:plumunn, Santa Fe, NM, October 19-21, 2009,

Chanmnd, R, Fast Algonthms for Nonconves Compressive Sensing, Phvsics of Algorithms Conference,
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. of California Santa Barbara, CA, April 2010.
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. Alamos, NM, July 2009.
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I Liprikov, K. A Mimeuc Discretization of the Stokes problem with Selecied Edge Bubbles, Scieniific
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| Lipnikov, K. A Mimetic Tensor Amilicial Viscosity Method for Arbitrary Palvhedral Meshes,
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| Lipnikov, K. A Multilevel Muliiscale Mimetic (M3} Method lor Two-phase Flows in Porows Media, The
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| Lipnikov, K A Muliilevel Muliiscale Mimetic {M3) Method for Two-phase Flows in Porous Media,
| International Conference on The Mathematics of Fruie Elemenis and Applcatios { MAFELAP), Brunel
| University, London, LK, June 2009 o

E Lipnikov, K. Mimetic Finie Difference Mﬂhud fior Dtﬂiium Prdﬂnm. International Conference on
-I'h:lvnn“d Methods for the Dh"l'lmm Equation on General Meshes, Pans, France, July 5-6, 2010,

l Ipnikov, K. Mimeuc Flmu Difference Method for Meshes with Corved Faces, Intermaiional Workshop
on Dcretization methods for Viscous Flows, Porquerolles, France, June 2009

| Lipnikov, K. Mimetic Finiie Difference Method for Solving PDEs on Polyvhedral Meshes, Intermational
| Conference on Non-Standard Numerical Methods for PDES, Pavia, laly, June 29-July 2, 2010

I.melunr E. Optimal and Quasi-opiimal Meshes for Minimunng the Inierpolabon Emor and 15 Gradieni,
| S1AM Conference ( ‘onference on Computational Science and Engineering. Miamu, FL. March 2009,

[hwu-t? ﬁ_ inﬁﬁiﬁm and T. Kelley, Direct Numerical Simulations of Compressible Rnn:ng
Turbulence wath Type la Supernovae Microphysica, 14th SIAM Conl. Paralle! Process. Sai Comput.
{PP10), Seatile, WA, February 24-26, 2010,

[ Livescu, D. LR Rissorcelli, and R.A_ Gore, Vanable-demity Rayleigh-Taylor Turbwlence, Ind Im. Conf
Turbulem Mixing and Bevond (TMBOT), Tricste, haly, luly 26-August 7, 2009

Lowne, R B . The Srucrare of Radiauve Shocks, Workshop on Computational Kinctic Transport and
Hybreid Mathods, Institeie for Pure and Applied Maihematics (IPAM), UCLA. Los Angeles. CA, March
¥-Apnil 3, 2009

Lowme, BB, Tracer Advecuion for Ocean and Armosphenc Flows, Computer Science and Mathematics
ﬁnuumcumdp‘iumluhﬂlm Ouk Ridge, TN, May 17, 2010 |

[Lﬂm BB, Tracer Advecuion using (harsceterisiic Discontinuous Galerkin, Frontien of Geophysical |
Semulation, Natiomal Center for Atmospbenic Research, Boulder, CO, Auguat | B-20, X9,

Scicxied CPAM Smmixcs AL 001408
CPAM Copuibulify Bovas, heng B[, M08 Pags %




Mohd-Yusof, J., D. Livescu, and T.M. Kelley, Adapting Compressible Fluid-Flow Solvers to the
Roadrunner Hybrid Supercomputer, Center For Computational Science Distinguished Lecture Series,
University of Miami, Miami, FL, November 5, 2009,

Mohd-Yusof, J., D. Livescu, and T.M. Kelley, Adapting the CFDNS Compressible Navier-Stokes Solver
to the Roadrunner Hybrid Supercomputer, Parallel CFD 2009, Moffett Field, CA, May [8-22, 2009.

Mohd-Yusof, 1., D. Livescu, and T.M. Kelley, Fluid Flow Simulation on Roadrunner, STAM Conference
on Computational Science and Engineering (CSEQ09), Miami, FL, March 2-6, 2009,

l Mukherjee, P.P., Electredics in Electrochemical Energy Systems, Research Seminar NREL; Golden, CO,

July 21, 2009.

Mukherjee, P.P, Electrodics, Transport and Materials Design In Polymer Electrolyte Fuel Cells, Invited
Semuinar, University of California Berkeley, March 2, 2009,

Mukhenee, P.P., Electrodics, Transport And Materials Design In Polymer Electrolyte Fuel Cells Press,
Sandia National Laboratories, Albuquerque, NM, Apnil 30, 2009,

Mukherjee, P.P., Multiscale Modeling OF Electrodics And Transport In Polymer Electrolyte Fuel Cells,
Symposium On Computational Nanoscience, ASME Intl. Mechanical Engineering Congress and
Exposition, Lake Buena Vista, FL, November 13-19, 2009,

Mukherjee, P.P., Polymer Electrolyte Fuel Cells; Transport and Matenials Design, Texas A&M
University, College Station, TX, March 11, 2009.

Omberg, K, Characterization of the Environmental Fate of Bacillus thuringiensis var. kurstaki (Btk) After
Pest Eradication Efforts, 2009 National BioWatch Workshop, Denver, CO, August 17-20, 2009,

Omberg, K, Characterization of the Environmental Fate of Bacillus thuringiensis var, kurstaki (Bik) Afler
Pest Eradication Efforts, Kristin M, Omberg, Invited Speaker, 2009 Biothreat Agent Workshop, Chapel
Hill, NC, April 30-May 1, 2009.

Omberg, X, Studying Outdoor Gypsy Moth Suppression Programs as Surrogates for a Biological Attack,
2009 National BioWatch Workshop, Denver, CO, August [7-20, 2009.

Pope, A., Roadrunner Universe Project, Path to Petascale: Adapting GEO/CHEM/ASTRO Applications
for Accelerators and Accelerator Clusters, National Center for Supercomputing Applications, Urbana, 1L,
April 2-3, 2009,

Santhi, N, Y. Guanhua, and S. Eidenbenz, CyberSim: Geographic, Temporal, and Organizational
Dynamics of Malware Propagation, invited paper at the WinterSim 2010 (WSC 2010} conference.

Toole G.L, Electric Infrastructure, Local Utilities and ROI of New Infrastructure, presented to Applied
Solutions Conference, Santa Fe, NM, 2009,

Toole G.L, Future Electric Grid: Integrating Renewables and Anticipating Change, presentation to Sec.
Steven Chu, DOE, 2009.

Urbatsch, T. and B. Carlson, Sn, Supercomputers, and Apple Wine, Presentation in Special Session 'In
Memory of Bengt Carlson,' 2009 International Conference on Advances in Mathematics, Computational
Metheds, and Reactor Physics, Saratoga Springs, NY, May 3-7, 2009 {LA-UR-05-02493).

Urbatsch, T., I. Densmore, R, McClarren, S. Mosher, S.R. Johnson, T. Kelley, P. Henning, G.
Rockefeller, M. Buksas, A. Hungerford, and C. Fryer, Jayenne Implicit Monte Carlo Project; Toward
Stability, Robustness, Accuracy, Scalability - All Those Good Things, presentation at Oak Ridge National
Laboratory, Knoxville, TN, LA-UR-09-03714, June 18, 2009.

Urbatsch, T., Simulating Real X-Ray Transport with Monte Carlo: Numerical Methods, Algorithms,
Software, and Totally Juiced Supercomputers, Presentation to the Chemical and Nuclear Engineering
Department, University of New Mexico, Albuquerque, NM, LA-UR-09-05744, November 10, 2009.
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faharia, 5V K Jordenova, D T Wellmg, and G.D. Beeves, Interaciion between Plasma and Magnevic
Fields i the Eanh’s Inner Magnetosphere: Progress and Challenges, Fall Meeting Amencan Geophysical
Union, December |4-1 8, J009,
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Contributed Talks to Conferences and Workshops

The following list shows 213 contribuled talks to conferences and workshops. The list does not show internal
meelings or reviews or academic meetings. It reflects the major international involvement of the CPAM capability
area staff. The list was compiled via submissions by staff in this capability area.

Abdel-Fattah A, S. Tarimala, E. Garcia, B. Martinez, D. Ware, P. Lichtmer, P. Reimus, and R. Roback R,
LANIL SFA Progress Report: /7 Phutonium Transport by Calcite Colloids, LA-UR-09-01226,
Environmental Remediation Sciences Program Science Focus Area Annual Meeling, Lansdowne, VA,
April 20-24, 2009,

Abdel-Fattah A 1, Transport of Pu(Vl) in Natural Alluvium by Natural Calcite Colloids, Migration 09,
LA-UR-09-06088, Kennewick, WA, September 21, 2009.

Aluie, H. and G.L. Eyink, Scale-locality of Energy Transfer in Magnelohydrodynamic Turbulence,
American Physical Society, 51st Annual Meeting of the APS Division of Plasma Physics (APS-DPP09),
Atlanta, GA, November 2-6, 2009.

Aluie, H. and G.1.. Eyink, Scale-locality of the Energy Cascade in Turbulence Using Fourier Analysis,
American Physical Society, 62nd Annual Meeting of the APS Division of Fluid Dynamics (APS-
DFD09), Minneapolis, MN, November 22-24, 2009,

Ambrosiano, J., and R, Bent, HCSim: An Agent Model for Urban-scale Healthcare Facility Impact, Risk
Analysis of Complex Systems for National Security Applications, Santa Fe, NM, 2009,

Arcudi, F., G.L. Delzanno, and .M, Finn, The Effeci of Plasma Flow on Line-tied Magnetohydrodynamic
Modes, [nternational Sherwood Fusion Theory Conference, April 2010,

Arrowsmith, S.J., Hazardous Release: Acousiic Sensing of Urban Winds, External Proposal Call/Quad
Chart, LA-UR-09-05943.

Batha, S.H., B.J. Albright, D.J., Alexander, C.W. Bames, P.A. Bradley, J.A. Cobble, ].C., Cooley, J.H.
Cooley, R.D. Day, K.A. DeFriend, N.D. Delamater, E.S. Dodd, V.E. Fatherley, ].C. Fernandez, K A.
Flippo, G.P. Grim, S.R. Goldman, S.R. Greenfield, H.W. Herrmann, N.M. Hoffman, R.L. Holmes, R.P.
Johnson, P.A. Keiter, J.L. Kline, G.A. Kyrala, N.E. Lanier, E. Loomis, F.E. Lopez, S. Luo, J.M. Mack,
G.R. Magelssen, D.S. Montgomery, A. Nobile, J.A. Qertel, P. Reardon, H.A. Rose, D. Schmidt, M.J.
Schmirt, A, Seifier, T. Shimada, D.C. Swift, T.E, Tiemey, L. Welser-Sherrill, M.D, Wilke, D.C. Wilson,
J. Workman, and L. Yin, Ineriial Confinement Fusion Research at Los Alamos National Laboratory, 7th
Symposium on Evaluation of Current Trends in Fusion Research, 20070305-20070309; Washington, DC,
AIP Conference Proceedings Vol.1 154, 129-147, 2009,

|

Beckham, R.E., S, Tanimala, P. Roberts, and A.l. Abdel-Fattah, Enhanced Micromixing in Porous Media
Lattice-Boltzmann Modeling and Microfluidic Experimenial Results, LA-UR-09-08087, American
Geophysical Union Fall Meeting, San Francisco, CA, December [4-18, 2009.

Bement, M.T., and T.R. Bewley, Excitation Design for Damage Detection Using Iterative Adjoini-Based
Optimization, Conference on Smart Materials, Adaptive Structures and Intelligent Systems, Ellicott City,
MD, USA, October 28-30 2008, 20081028-20081030; SMASIS 2008: Proceedings of the ASME

Conference on Smart Materials, Adaptive Structures and Intelligent Systems 2008, Vol 2, 175-183, 2009.

Benage, J., F.J. Wysocki, D.C. Wilson, and G.A. Kyrala, X-rav Produciion from a Kilojoule Picosecond
Laser Interaction with an fron Targei, 2009 IEEE 36th International Conference on Plasma Science
(ICOPS), San Diego, CA, June [-5 2009; 2009 IEEE 36th International Conference on Plasma Science
(ICOPS), 2009.
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Bent, R, B. Daniel, and P. Van Hemtenryck, Randomized Adaptrve Decoupiing for Large-Scale Vehicle
Rouitimg with Time Windows in Desaster Response. Eleventh INFORMS Computing Sociely Conference
(1CS 2007, Charleston, 5C, January 2009

Bem, R, C Colfrn, and P. Van Hentenryck, Vebucle, Location, and Imvemory Rowting for Disavier
Relief, INFORMS Annual Mnn_l_lg.filn Dicen, CA, Detober 2000,

Bergen, B, 4 Compressible Nover-Siokes Solver for Heterogeneous Compuiing Environmenis, SIAM
Conference on Parallel Processing for Scicatific Compuiing, Seatile, WA, February 24-26, 2010,

Bergen, B, Progromming Models and Technigues for herotive Solvers Using OpenClL, 111h Copper
Mountain Conference on lerative Methods, Copper Mountain, CO, April 4-9, 2010

“Birdsell, K H_, and D. Diacomu, Overview af the Callahoration berween LANL and Romanian Instinite for
Nuclear ResearchiiCN) on Rodivactive Waste Management, LA-UR-09-04802, Gulf Cooperation
'I.'.'mlm Technical Trining Visit, Los Alamos, NM, July 2006,

Hnuh, T E and J.E Gubemats, fmproved Crigcality Convergence via a Modified Monfe Carlo Power
freraiion Method, International Conference on Mathematics, Compuiational Methods and Renclor
Physics 2009, M and C 2009, Saratoga Springs, NY, May 3-7 2009, 20090503-20090507; American
Muclear Socicty - Intermational Conference on Mathematics, Computational Methods and Reactor Physics
208, M pnd © 2009 Yol 4, Eﬁﬁ-HTﬁ, 2001,

Bowern, K1, BJ Albright, L Yin, W. Daughton, V. Roytershieyn, B. Bergen, and TA T Kwan,
Advances tn Petascale Kingife Plasma Siemation with VPIC and Roadrumner. ). Phys . Conference
Series vl | EO, po |, O] 2055, 2004,

Brennan, D P., M.0. Behlmann, D.P. Flanagan, and 1 M. Finn, On Error Field Penetration Thresholds
Neay the Resisiive MHD Stabilty Limit, Intemationsl Sherwood Fusion Theory Conference, April 2010,

Brown, F B A Review of Momie Carle Criticality Calcnfations - Comvergence, Bias, Stafnsics,
International Conference on Mathematics, Computational Mcthods and Reactor Physics 2009, M and
0%, Sarwiogs Springs, WY, May 1.7 2009, 20000501.20000507; American Muclesr Society -
International Conference on Mathematics. Computmional Methods and Reacior Phiysics 2000, M and C
2000 Vol 1, 4-15, 20i¥

Buyko, AM , 8T, Garanin, Yu N. Gorbachev, G.G. Ivanova, AV, Ivanowsky, LV, Momeowa, V.N
Mokhov, A A Petrukhin, V N Sofronow, V B Yakubos, W L Aschison, and R E. Reinovsky, Explosive
Magnetic Lingr Dinices io Prodece Shock Prossares up to 3 TPa, 2008 1 Tth IEEE Intermational Pulsed
Powet Conference (PPC 2009), Washington, DC. lene2¥-July 2 2009: 2009 | 7th IEEE International
Pulsed Power Conference (PPC 20097 215-220, 2009,

C. Coffrin, P. Yan Henenrvek, and B Hummm_ﬁrﬁhmm with Stochaslic
Laxsi Ml Diisiribariion, 3010 Health and Humanoansn Logisics Coafenence, Atlanes GA, 2000

Camngton, D B, Tomes, D, 7-J Combmoinon Modeting and KIVA Developmeni, Advanced Engine
Combustion Homogencous Charge Compression lgniton Working Group Meeting, Livermore, CA,
Febwruary 10, 2006 (LA-UR-09-00553) o

Camingion, DB, Torres, D 1, T8 Comfution Modeiing KIVA-4mpr and KIVA-hpFE Developmeni,
Advanced Engine CombustionHomogeneous Charge Compression Igmtion Working Group Meeting,
Livermore, CA, February 23, 2010 (LA-UR- 10-D072T)

Chadwick, M.B. Ewilwation of Fission Proder Yialdy from Fission Spectriom n+2Pu Using a Meta
Anadysis of Benchmark Daga, 4* International Workshop on Nuclear Fission and Fission-Producs
Spectroscopy, Cadarache, France, Octobser | 3-16 2009; AIP Conference Proceedings vol | 175, T1-78,
2
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Chartrand, R. and B. Wohlberg, Total-variation Regularization with Bound Consiraints, IEEE
International Cenlerence on Acoustics, Speech, and Signal Processing (ICASSP), Dallas, TX, March
2010.

Chartrand, R. Total-variation Regularization with Bound Constraints, IEEE Inlernational Conference on
Acoustics, Speech, and Signal Processsing (ICASSP), Dallas, TX, March 14-19, 2010,

Chartrand, R., Fast Algorithms for Nonconvex Compressive Sensing, DTRA/NSF Algorithms Workshop,
Charleston, SC, August 17-19, 2009,

Chartrand, R., Fast Algorithms for Nonconvex Compressive Sensing: MRI Reconstructions from Very
Few Data " |EEE International Symposium on Biomedical Imaging (ISBIL), Boston, MA, June 28-July 1,
2009.

Chrystal, A.E., ] M. Heikcop, P. Longmire, M. Dale, T.E. Larson, G.B. Perkins, J.T, Fabryka-Martin,
A M. Simmons, and J, Fessenden-Rahn, Using fsotopes 1o Define Background Groundwater Nitrale at
the Los Alamos National Laboratory in North Ceniral New Mexico USA, LA-UR-09-08027, American

- Geophysical Union Fall Meeting, San Francisco, CA, December 14-18, 2009.

Cisneros-Dozal, L.M., J. Fesscnden, C. Block, R. Feddema, R. Engel, P. Miller, and R. Wallander,
Evaluating the Carbon Sequestration Potential of Agricultural Fields, LA-UR-09-02796, 8th Annual
Conference on Carbon Capture and Sequestration, Pittsburgh, PA, May 4-7, 2009.

Cobble, JLA,, M.J. Schmitt, LL. Tregillis, K.A. Obrey, S.H. Batha, G.R. Magelssen, and M.D. Wilke,
Simulated Neutron Diagnosiics of Imploding ICF Targets for the Neutron Imaging System at the National
Ignition Facility, 2009 [EEE 36th International Conference on Plasma Science (ICOPS), San Diego, CA,
June [-52009; 2009 IEEE 36th International Conference on Plasma Science (ICOBS), 2009.

Dai, Z., H. Deng, A.V. Wolfsberg, Z. Lu, and P. Reimus, Upscaling of Reactive Mass Transport in
Fractured Rocks with Multimodal Reactive Mineral Facies, LA-UR-10-00051, 2009 American
Geophysical Union Fall Meeting, San Francisco, CA, December 14-18, 2009,

Delzanno, G.L. and J.M. Finn, Transport and Linear Stability Studies for PPCD Optimization in RFPs,
International Sherwood Fusion Theory Conference, April 2010.

Denli, H., and L. Huang, Double-difference Elastic Waveform Tomography in the Time Domain, LA-UR-
09-07083, Society of Exploration Geophysicists Annual Meeting 2009, Houston, TX, October 26, 2009,

Denli, H, and L. Huang, Quantitative Monitoring for Geologic Carbon Sequestration Using Double-Di,
LA-UR-09-08084, Amencan Geopbysical Union Fall Meeting, San Francisco, CA, December 14-18,
2009,

Dillard, S, L. Prasad, and §. Swarunarayan, Rapid fmage Segmentation and Exploitation, 2009 GEOINT

Symposium, San Antonio, TX, Poster and Software Demonstration, Qct 18-21, 2009.

Dixon, P.R., Program Development Efforts in Advancing DOE-EM Subsurface Simulation and

Performance Assessment Capability: The SAFEMAP Project, SDCLES Briefing, LA-UR-09-03778.

Dixon, P.R., Status of the Repository at Yucca Mountain, DOE-EM Performance Assessment Community
of Practice Technical Exchange Meeling, Salt Lake City, UT, July 13-14, 2009.

Dixen, P.R., Status of ihe Repository at Yucca Mountain, LA-UR-09-04308, DOE-EM Performance
Assessment Community of Practice Technical Exchange Meeting, Salt Lake City, UT, July 13-14, 2009,

Dodd, E.S., and LL. Tregillis, Modeling of Possible Hot-hohlraum Targels for Use in High-energy
Density Experiments at the NIF, 2009 IEEE 36th International Conference on Plasma Science (ICOPS),
San Diege, CA, June [-5 2009; 2009 IEEE 36th Intemnational Conference en Plasma Science (ICOPS),
2009.

Dubey, M.K., Feasibility of Greenhouse Gas Monitoring from Space, LA-UR-09-05614, LDRD Day
Meeling, Santa Fe, NM, September (4, 2009,
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Dubey, MK, K Emnpn D Wench, and P. Wennberg, Mmwlations of Lox Angeles Rrgmrr Carbon-
droxsde Emissions: Comparisons with Ofigrvations, LA-UR-09-08035, American Geophysical Union
Fall Mecting, San Francsco, CA, December 14-18, 2009

Fabryvke-Manin, | T, A M, Simmons, and P, Longmire, Data Refiability for Groundwater Monitoring
Wells v Los Alamos Nariomal Laboraiory, LAUR09.012K1, $th Anmual Espanola Basin Workshop,
Sania Fe, NM, March 14 2009

Favoriie, | A. Farnanomal Reactiviey Extimares; New Analyses amd New Rexufts, Intermationsd Conference
on Mathematics, Computational Methods and Reacior Physica 2009, M and C 2009, Saratoga Springs,
WY, May 3-7 2009, 20090500-20090507; American Nuclear Society - Tmiernational Conference on
Mathermatics, Computstional Methods and Reacior Phyllu 2009, M and C I'I'Iﬂ'l VYol.3, | B68.| 882, 2009,

e e

Fernandez, 1.C_, B, Albright, KA. Flippo, B M. Hegelich, M), Schmin, L. Yin, and ].J. Honrubia,
Recent Frogress on lon-driven Fast fgnition, 2009 [EEE 36th International Conference on Plasma
Science (ICOPS), San Diego, CA, June 13 2009, 2009 [EEE Yah Intemntlonal Conference on Plasma
Science (JCOPS), 2009,

Feﬁﬁﬂ;ﬁ-hh. 1., Srandaff Detection of O2-Locating Tumeely, Quad Chan for potential sponsors, LA -
LIE-09=0555,

Finp, 1.0, ond 6.1, Delwmnno, Ceomtrod of Tearing Modes in Beversed Frold Pinchay above the ldeal-wall
Tearing Threshold, International Sherwood Fusion Theory Conlerence, joint with APS Apnl Conference,
April 2009,

Finn, J. M. and G, L. Delzanno, Studies of Transport and Stability fow Optimized Pulsed Poloidal Current
Dive (PPCLY Operaiton i Reversed Figld Pinches, Intiemational Sherwood Fusion Theory Conference,
Joint with APS April Coaference, April 2009

Finn, 1. M., A5 Richardson, and G.L. Delmnna, Control af Ideod condd Redistive MM Modei in RFPS
ahave the !dna]' Wall Threshold, Intermnational Sherwood Fusion Theory Conference, April 2010

Fion, .M., Fichtl, C, and Deleanno, GL. “Development of an Acbitrary Curvilingar-Coordinaie PIC
Code,” AF'E Dwmm: of Plasma Physics Conference, Mov. 2009,

Finn, J.M.. G Delranne, and ). SarfT, Tramsport and Linear Stability Studies for PPCD Optimizagion in
_RFP: AP'E Drvision anh:sm Fh}'nufml':m Wovember 2000

HntA and M K. Dd:qr Dservonions of Aeroiod Long-rowie Troniport e Ava Dsing o New 3
Laser Photoacoustic Spectrometer, LA-UR-09-07202, Gordon Research Conf on Atmdspheric
Chemstry, Waterville Vallew, NH, Augest 23-28, HNS

Francois, MM, Carlson, NN, Fuel Cyvele Research and Development Separstion and Wasle workshop
mectmg. Arponnc Natonal Labomtory, Apnl 13-15, 2010,

Francors, MM and BK. Swartz, Lth-mrghhj-:rfmuﬁrrru Fadume Frocicns and Mean Velwes
on Nomuniform Rectomguior Crrags, [0th US Natonsl Congress on Compatanonal Mechanics. Columbus
Ohia, July 16-19. 2009

mem.MM C.I'Imﬂ‘i muﬁhwﬂsmlmmmuhhpmuu Sants Fe, MM,
June 25 20(r).

Framcois, MM, ED. Dendy and R B. Lowrie, Fuderion Methods for Multi-malerial Compreixible Flow!
Five anal Sux Equation Models, Numerical Methods for Mulii-matenial Fluids and Strectures Conference,
Universsty of Pavia, ltaly, Seplember 21-25, 2009.

Francois, MM, NEAMS Safeguards and Separanon workshop meeting, Los Alamos Natlonal
Labomtory, February 5, 2009
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Caranin, 5.F., 5 I} Kuznetsov, WL, Atchison, B.E. RBeinovsky, T.J. Awe, B.5. Baver, 5. Fuelling, LE.
Lindemuth, and BLE. Siemon, Numerical simulations of Thick Aluminum Wire Behavior Under Mega-
ampere Current Drive, 2009 | 7th IEEE International Pulsed Power Conference (PPC 2009), Washington,
D, June2B=July 2 2009 2009 | Tth IEEE International Pulsed Power Conference (PPC 20059 101 106,
2009,

Garimella, RV, "Conformal Subdivision of Multi-Material Meshes along Reconstructured [nierfaces,”
Trends in Unstruciured Mesh Generalion Symposium at the [0th US Mavonal Congress on
Computational Mechanics, Columbuz, OH, July 2009,

Garimella, RV, Confarmal Adapiive Meyh Refinement ond Coaryening for Quadriliteral Meshes,
Trends in Unstruciured Mesh Generation Symiposium at the [0th US Mational Congress on
Computatvonal Mechanics, Columbus OH, July 2004,

Garimella, BV ., Conformal Adepiive Mexh Refivement and Coarvening for Chiadrilateral Meshes, 18th
Intermavonal Meshing Boundiable, Sah Lake City, UT, October 20605

 Ganmella, B, Paralle! Subdivision of Unstvrciired Mult-moleriol Meshes for Aocwrate Sotution of the
Dfiesionr Equeion, in Mumerical Methods for Muld-Material Flows 2009, Pavia, laly Seplember 2009

Gautier, D.C, D. Kiefer, 5. Letering. L. Yin, J.C. Fermandez, D, Jung, A. Henig, . Habs, B.M. Hegelich,
B. Albright. 5.A. Gaillard, B.M. Hegelich, B.P. Johnson, B.C. Shah, T. Shimada, and K.A. Flippo,
Cignernfion of QIGET O Jons from Teeoadiation af Tltra-thin Foils with High Conteast, High Intensity
Laser Pulies, 2009 [EEE 36th International Conference on Plasma Science (ICOPS), San Diego, CA,

{ June 1-5 200%; 204 [EEE 36th Intemational Conference on Plasma Science (IC0OPS), 20004,

Ciermann, T.C., O, Dimonte, 1LE, Hammerberg, K. Kadaw, 1, Quenneville, and M.B. Zellner, Lorge-scale
Molecular Dhmomics Simulations of Partivilole Ejeciion and Richimyer-Meshicov Instability
Development i Shocked Copper, %h International Conference on Mechanical and Physical Behaviour of
Materials under Dynamic Loading, Eoval Military Academy, Brussels, Belgivm, Seplember 711 2008,
20059080 7-H00 1L DY RAT 2009 Sih International Conference on the Mechamcal and Physical
Behaviour of Muterials under Dynamic Loading, 2009

| Crimtawtas, V., An fmproved Model for Contour Completion in VI Using Learned Fealiire Covrelaiion

| Statistics, Vision Sciences Sociely |Oth Annual Meeting, Naples, FL, 20110

: Giimtawtas, V., Teneralized Resonant Forcing of Nodlineor and Chaotic Dyaomics, Dyvnamics Davs,
| Evansiem, [L, 2010,

| Ciptauas, ¥, Mentiftcation of Finctlons fnformaiion Subgrophs in Complex Mehvores, Eighteenih
Annyal Computanonal Newrpscienge Mecting CMNE* 2009, Berlin, CGermany, 2009,

Cintautas, V., Imoape Cateporizafion theangh Lorge-seole Hierorohicod Models of the Primpte Fisunl
Corfex, Society for Meuroscience Annual Meetng, Chicago, 1L, 3004,

Gintautas, V., Nor So Fase: Opriimized Masky Increase Processing Time for Qhject Derection on Speed-of-
| sight Tosks, Bociery for Newroscience Annual Munng. [‘hlcagu:r IL, J?HJ'J

Gintautns, V., Prefiminary Besults from the Cﬂmmdi‘mr q.l".H:mwm ¥ r'rnlrr.l' Performance i Biologicolly
_ J'ﬁsperea' Compuier Object Categovization, Decade of the Mind [V, Albuguemue, NM, 2009

| Gintautas, V.. Rowuphness-dependent Dveamics af o Podmt Charge Near a Conducting Plane, Dynamics
_ Dmr'-.: San Dhepo, CA, 20419,

I:]mta.utm V., Whan is Social FMT_.'?.IHEHLW Beiter than the Sum af ils Pars? Social Compiiing Behavior,
Modeling, ond Prediction, Phoenix, AZ, 2009

Cinanakaran, ., Deconstructimg Nature s Biomalterial for Biofuels, Southwest Biofuels summii,
: Albuguerque, NM, Apnl 2010,
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Goforth, J H_, W L Aschison, S A. Colgare, J.R. Gnego, | Guzik, D.H. Herrera, D.B. Holtkamp, G.

Kaul, R.C. Kirkpatnck, R MenikofT, K. Meyer, H Oona, P.T. Reardon, C. Reinovaky, L. Rousculp,
A G Sgro, LI Tabaka, TE Tierney, D.T. Torres, and R.G. Wan, A New 40 MA Ranchero Explosive
Pailsesd Power Syviem, 2009 [ Tth [EEE Intemabonal Pulsed Power Conference (PPC 2009, Washington,
DC, June28-July 7 2009 2009 | Tth IEEE Internanional Pulsed Power Conference (PPC 20009) 301-304,
2009

~ Computational Science and Engineening, Miami, FL, 2009,

Grove, ), Adapitvity and Scientific Computing: From von Neamann to the Stars, SIAM Conference on

Crutfraind, A, Constructing Networks for Cascade Resilience, Innemationnl Workshop on Coping with
Crises i Complex Socio-Ecomomic Systems, Zurich, Switzerland, June 2004,

Ciutlrmind, A, Consirucing Networks for Cascode Resilience, Poster, SIAM Annunl meeting, Denver,
€O, July 2 2[[!9

Gutfraind, A, F. Pan, A.A_ Hagberg, and D. [raelevite, Netwaork Interdiction with o Mavkovian
.-fn‘ﬂmry Contributed talk at INFORMS Annual Meeting, San Diego, CA, Oclober 2004

Cutframd, A, Mirthemraticad Tereortsm, Inviled talk al Lawrence Berkeley Mational Laboratory,
| September 2009,

Clutlenind, A, Models of Network fnterdiction, Netherlands Defense Acadeny, The N:Iln'lnndi
December El}l]!ii

Clutfraind, A, Resifien! Complox Netwowrls, Bisk 2009 conference, Sania Fe, MM, Apnil 2009,

ﬂﬁtl‘mlnd A, Understonding Tervorist Ovpanizations with a Dywamic Model, Minisymposium and

introdductory talk at SIAM Snowbird Comference on Apphcations of Dynamical Systems, May 2009,

Hagberg. A , Wavenumber Locking and Paitern Formation in Spatially Forced Systems S1AM
Appications of Dynamical Sysiems, Snowbird, UT, May 2009.

Hall, M. L., Higher-Fidelity Thermal Photon Transpert for Time-Dependent Proflems, Numencal
Methods for Multi-Matenal Fluids and Structures, Pavia, ftaly, Sepember 21-25, 2009

Han, 1., 1.W. Corey. and ). Zhang, A Wirler Chemixtry Moale! Applied o (02 Corroxion under Genlogic
Condittons, LA-UR- 1000780, NACE 2010, San Antonio, TX, March 14-18, 2010,

Han, )., J.W Carey, and ). Zhang, A Waster Chamistry Mocde! Applied to Cormosion snder Geologie
Conditions, LA-LUR 09406674, Corroskon Center JIP board meeting Ohio Liniversity, Athens, OH,
October 14, 2009,

Harp. DR, V.V Vesselinov, and K_H. Burdsell, Hwirogeologic Property inference Using Spanally-
dependent Aguifer Paromeiers, LA-UR-09-08028, Amencan Geophysical Unaon Fall Meetung, San
Francisco, CA, December 14-18, 2000 -

Harp, DR,V V Veuclinov, ldennificatum of Hydrostratigraphy Optemeniton of Afarkov-cham
Crepatarissonl Model by Adputing Faocie Conductivity Aleon Facies Lengohs and Meon Tronsition
Lemgehs, LA-UR-09-08079, American Geophysical Union Fall Meeting, San Francisco, CA, December
14-18, 200r)

Hartse, HE., H Denli, L Huang, and R Zou, Fime.Reversal Location of Small Mining Explovions and
Earthguakes, LA-UR-09-08066, Amencan Geophyucal Union Fall Meeting. San Francisco, CAL
Decembser 14-18, 2009

Heikoop, I ML, P. Longmure, M. Dale, and A E. Chrysial, Climaie Effects on Chvpen Lolope Recharge
Elevanion Colowlanions from the Sierra de Las Follie and the Pojarite Pladeau, LA-UR-10-01209,

EBTAG 2010, Samta Fe, NM, March 4, 2010,
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Hickmott, DD, H. Xu, Y. Zhao, J. Luo, K. Lokshin, and W. Mao, Applications of Neutron Diffraction
Studies at LANSCE to Environment and Energy Problems, 2009 Goldschmidt Conference, Davos,
Switzerland, June 21-26, 2009.

Huang L, Denli H, How to Design a Sparse Array for Seismic Monitoring?, 2009 SEG Suramer Research
Workshop, Banff Canada, August 23-27, 2009, LA-UR-09-05425

Huang, L., A. Cheng, and J. Rutledge, Time-Lapse VSP Dala Processing for Monitoring CO2 Injection,
LA-UR-09-07335, 2009 SEG Annual Meeting, Houston, TX, October 25-30, 2009.

Huang, L., and F. Simonetti, 4 Novel Synthetic Aperture Technique for Breast Tomography with Toroidal
Arrays, LA-UR-09-00712, 2009 SPIE Medical Imaging, Orlando, FL, February 7-12, 2009.

Huang, L., and F. Simonetti, 4 Novel Synthetic Aperture Technique for Breas! Tomography with Toroidal
Arrays, LA-UR-09-00406, 2009 SPIE Medical Imaging, Orlando, FL, February 7-12, 2009. |

T k|

Huang, L., and H. Denli, Double-Difference Elastic Waveform Tomography Using Time-Lapse Seismic
Data for Monitoring CO2 Migration, LA-UR-09-0283 |, 8th Annual Conf on Carbon Capture and
Sequestration, Pittsburgh, PA, May 4-7, 2009.

Huang, L., and H. Denli, How to Design A Sparse Array for Seismic Monitoring?, 2009 SEG Summer
Research Workshop, Banff, Canada, August 23-27, 2009,

Huang, L., C. Li, and N. Duric, Breas! Ultrasound Tomography with Total-variation Regularization, LA- |
UR-09-00713, 2009 SPIE Medical Imaging, Orlando, FL, February 7-12, 2009.

Huang, L., C. Li, and N. Duric, Breast Ultrasound Tomography with Total-variation Regularization, LA- |
UR-09-00407, 2009 SPIE Medical Imaging, Orlando, FL, February 7-12, 2009.

Huang, L., F. Simonetil, P, Huthwaite, and R. Rosenberg, Detecting Breast Microcalcifications Using
Super-resolution and Wave-equation Ultrasound Imaging: A Numerical Phantom Study, LA-UR-10-
00917, 2010 SPIE Medical Imaging, San Diego, CA, February 13-18 2010.

Huang, L., F. Simonetti, P. Huthwaite, and R. Rosenbert, Defecting Breast Microcalcifications Using
Super-resolution and Wave-equation Ultrasound Imaging: A Numerical Phantom Study, LA-UR-10-
00782, 2010 SPIE Medical Imaging, San Diego, CA, February 13-18, 2010.

Huang, L., High-resolution Wave-Equation Migration Imaging, Talk to Japanese visitors, LA-UR-09-
03689.

Huang, L., J. Rutledge, R. Zhou, H. Denli, A. Cheng, and J. Peron, ¥SP Monitoring of CO2 Injection at
the Aneth Qil Field in Utah, LA-UR-09-00409, 2008 American Geophysical Union Fall Meeting, San
Francisco, CA, December 14-19, 2008.

Huang, L., I. Rutledge, R. Zhou, H. Denli, J. Peron, M. Zhao, and A. Cheng, Time-Lapse VSP Surveys for
Monitoring CO2 Migration al the Aneth Oil Field in Utah, LA-UR-09-02797, 8th Annual Confon
Carbon Capture and Sequestration, Pittsburgh, PA, May 4-7, 2009.

Huang, L., P. Huthwaite, and F. Simonelti, Mulli-scale Ulirasound Breast Tomography, LA-UR-10-
00916, 2010 SPIE Medical Imaging, San Diego, CA, February 13-18, 2010.

—I-fuang, L., P. Huthwaite, and F. Simonetti, The Different Structural Scales of the Breast and Their Impact
on Time-of-Flight and Diffraction Tomography, LA-UR-10-00783, 2010 SPIE Medical Imaging, San
Diego, CA, February 13-18, 2010,

Huang, L., R. Zhou, J. Rutledge, and H. Denli, Double-Difference Tomography of Microseismic Data for
Monitoring Carbon Sequestration, LA-UR-09-07023, 2009 SEG Annual Meeting, Houston, TX, October
25-30, 2009.

Huang, L., Seismic Imaging and Monitoring for Geologic Carbon Sequesiration, LA-UR-09-02052, 2009
Seismological Society of America Annual Meeting, Monterey, CA, April 8-10, 2009,
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Huang, 1. Super-resolution Secomic fmagomg for Tunmed Detection and Monisoring, LA.HI.I:H'IS-I’W]I'III
Office, LA-UR-09-05923,

Hush, D R_ M.T Bement, and T K. Woag Inferring Haniness from High-Speed Fideo of the Machiniag
Process, ASME Internanional Mamufactuning Science and Engincenng Conference, Evassion, [L, Oclober
T 10 MI0R, 200K | 007-2008 1000; MSEC 2008 Procesdings of the Asme Inlemational Mamulbctunng
Science and Engincering Conlerence 2008, Vol 2. 29-36, 2000

Johmson, P P-Y. LeBas e1al, Effecs of dcowmitic Woves on Stick—Sip Behavior in Shoared Gramlar
Adedlr, LA-LUR-09-05249, Imermational School on Complexity 1 1th Cowrse Grains Friction and Faults,

Erice. Sicily, July 20, 2009
Johnson., PA_, Time Reversal Mirrors, LA-UR-09-05461, LDRD Day Meeting, Santa Fe, NM,
Seplember 14, 2009

Jordanova, V K., RM Thome, W, Li, and ¥. Miyoshi, Storm-iime Excilation of Whistler-mode Chorus
{iained from Global Ring Current Simudations, Fall Meeting American Geophysical Union, December
1 1K, 2009

Jordanova, ¥ K., 5. Zaharta, and G, Toth, Stermr-fime Dynamics of the Coupled laner Magnoiosphers,
| Conlerence nnThr Non-linear Magnetosphere, Vina del Mar, Chile, January 1923, 2009

Kaul, A M and C L Itnuumtp Current Pulre Effects on Cyiimdeiced Domoge Experiments, 2009 171h
IEEE lviernational Pulsed Power Confercnce (PPC 2009), Washington, DC, June 28-luly 2 2009; 2009
| 1Tk IEEE International Pulsed Power Conference (PPC 200%) 956-561, 2004,

Keating, E, 0. Kang, £ Dash, and E Kwicklis, Particle Trocking-hased Strategies for Simulating
Framapart 1 @ Feansient Groundwater Flow Field ar Yucea Flar Nevodo Test Sire USA, LA-UR-04-
UEI4E, Amencan Ceophyvsical Union Fall Meeting, San Frangisco, CA, December [4-18, 2004,

Kenting, G, and D, Pasqualing, Integrated Sistem Dhnamics Model fo Assess Opiions Jar Emissions
Reductiony Related to Energy Water Sustainability in Sonoma County, 2nd Forum on Energy and Water
Susiainability, Sania Barbara, CA, Apnl 10, 2009,

Kem, K, Modeling Human Resource Development for Nuclear Panwﬁ;gmms International
Conflerence on Human Resource Development for Introducing and Muclear Power Programmes | Abu
Dhabi, United Arb Emirases, March 14, 2010

T LT

Kiedrowski, B T, and F B, Brown, An Information Theory Based Amahais of Fossion Sowrce Correlofion
in Mosie Carle k-eigenvalue Carlculasions, Imemational Conference on Mathematics, Computational
Meihods and Reactor Physics 2009, M and C 2009, Saratogs Springs, NY, May 3-7 2009, 20090501-
20(FMI307T, American Muclear Sooety - Imemational Conference on Mathematics, Compitstional
Meihods and Reacior Phyvsics 2000, M and C 20059 Vol 4, 2417-2428, 2.

Kim, Y., HW. Herrmann, J.R. Langenbrunner, C.5. Young 5.C. Evams, T Scdillo, AM. McEvoy, W,
Swefll, C. Horsfield, and M. Rubery, Stmulomeos Memurements of [T Fusionr Commg-ray and
Newtron -indeced Secondany Gomess.ray Ustag Gos Cherenboy Detecior, 20009 [EEE 3th Inermational
Conlerence on Plasma Science (WCOPS) San Drego, CA_ June 1.5 2009, 2009 [EEE 36th Imemational
Conference on Plasma Sceence (ICOPS), 2009

Le Bas. P-Y )W Carey, and P A Johmson, Profing Roct jor Chemical-induced Mechanical-< hange
Do io Exposwry to Super Critical (02 Appling NEWE, LA-UR-09-000%1, ICU, Santiaga, Chile,
January | §th- | Bth 2006

LeClaire, R, and D). Powell, Advanced Techmiguars Lsing Conductor, XTth International Conference ol
the System Dynamics Society, Albuguergue, NM, July 26-30, 2006,

LeClaire, R.. D Powell, and A. Zagonel, Tools and Techniques for Modwiar Programming in Vensim,”
2Tth Intermational Conference of the System Dyviinmics Society, Albugquergque, NM, July 26-30, 2009,
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LeClaire, R.J and BW Bent, Interoperable Architechire Developmeni for Critical Infrasiruciire
Praveetion Modeling and Stmirlation, LAURA0002 197, Risk Analysis of Complex Sysiema (or National
Security Applications, Sania Fe, NM, April, 2009,

LeClaire, R )., Consequences, Uncertaipiy and Risk 1o Craneal Infrastiriciines from a Dam Dirapiion,
LA-UR-0902 | K2, presented at the 2008 LANL Risk Conference, Santa Fe, NM, Apnil, 2009

LeClaire, R.J, DR, Powell, and A, Zagonel, Fools and Technigues for Madular Progeamming i Versim,
LA-LR-09-04T60, warkshop presented at the 27th International Conlerence of the System Dynamics
Soclety, Albuguerque, NM, July, 2009,

LeClaire, R0, G.B. Hirsch, and A. Bandlow, Leaming Emvironment Sinidator (LEN), A Tool for Local
Decision Makers amf First Responders, LA-UR=09-01792, presented at the 2Tth Imemational Conference
of the System Dvnamics Society, Albuguerque, NM, July, 2009,

LeClaire, B.)., (3B, Hirsch, and A. Bandlow, Leveraging IS Madelimg and Simidation frvesiments (o
Stippont State condd Local Daeision Makers, presented al the Workshop on Grand Challenges in Modelng,
Simulation, and Analysis for Homeland Secunty, Arlingion, YA, March 17-18, 2010

Leggen, 5.K., B Bumingham, M.C. Cushing, M5 Marley, 1), Pinfield, D). Ssumon, R L. Sman, and
5.). Warren, The 600 K T9 Dvwarfs: Amalvsis af the Spectral Energy Dutributions, Cool Stars, Seclla
Syslems and the Sun. 1 5th Cambndge Workshop on Cool Swrs, Siellar Sysiems and the Sun, July 21-2%
2004, 51. Andrews, Scotland, UK AIP Conflerence Proceedings vol (0494, 541-544, 20049,

Letellver, B.C., R.). Pawar, and D). Sanzo, Stnisticad Absimction of High-Fidelity 002 Presure Wistores
in 2-12, Uniform, Cylindrical Domaing, b Annual Carbon Captere and Sequestration Conference,
Pinsburgh, PA, May 10-13, 2010,

Levatt, D, A Eddebbarh, C. Wilson, A. Wolfsberg, and ). Herr, Assevsing Surfoce Water Resowrce
Avarlabiliy for Oif Shale Developmens Using the WARMF Moded, LA-UR-09.048 52, 29th Oil Shale
?S:.rmpmium Gelden, €0, October 149-23, 2009,

Lichtner, P.C., and U E. Hammand, Masuvely Parallel Simulation af Uranium Migration of the Hoanford
300 Area, LA-UR-09-08024, American Geophysical Union Fall Meeting, San Francisco, CA, December
14-1K, 2009,

Llrdlln:n PC. FEH-&:-!EE -'u‘ud'ﬂ'_lhr the Natural Attenution of Lronizem of the Hamford 300 Area Uvmg
High f".-:.r:'hrmnr: Computing, LBNL, Berkeley, CA, November 6, 200%

Lichtner, P.C., Field-Scale Model jor the Neatwral Attemusiion of Uraniwm ai the Hanford 300 Area using
High Pu:.furmm Computing, LA-UR-09-07249, LBNL. Berkeley. CA. Movember 6. 2009

Lichmer, P.C., PFLOTRAN: Applicaiion fo Urmism Migraiion of the Honjord 300 Area, LA-UR-0A-
03062, ERSP P1 Meetng. Lansdowne, VA, Apnil 23, 2009,

Lichiner, P.C, PFLOTRAN- Nexi-pencralion Model for Simulating Reoctive Flow omd Tronsport of the
| Petaseale, LA—LI'R-I]‘ELH!MI ERSP Pl Meating, Lansdowne, VA, Apeil 23 2000

Lindemuth, LR . R.E. Siemon, B.S Baver, M. A Angelova, W L. Awchison, S F. Garamn, and V. Makhin,
Neumerical Stmulation of Metallic Surfoce Plasmo Farmation by Megagmuss Magmene Frekds, 2000 | 7th
|EEE Intemational Pulsed Power Conference (PPC 2009). Washington, DC, June28-July 2 2000, 2005

| ITth IEEE Imemational Pulsed Power Conference (FPC 2005) 193-199, 2009,

| Lipnikov, K 4 Multiscale Multidevel Afimetic (M3) Method for Well-driven Flad o Porows AMadia,
Amsu:ﬂmL'Ih:Hdlu'lﬂlds, May 3I-]mr1,!ﬂll:l-

—

Lipnikov, K. Amisatropic Mesh Adaptation for Salution of Finite Element Problems wsing Edge-based
Error Estimates, | 8th intermational Meshing Roundtable, Sali Lake Cuty, UT, Ociober 20075,

Lipnikov, K. Mimetic Finite Difference (MED) Methods Theory and Applications, 2010 DOE Applied
Mathematics Program Meeting, Berkeley, CA, May 4, 2010
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Lipnikow, K Sofvong the Diffiusion amd Stokes Froblemy on Polygonal amd Palyhedral Meshes,
Iniernational Converence on Finite Element Methods in Engineering and Science (FEMTEC 2008,
Cranlibakken Conference Cenler, Lake Tahoe, CA, January 2005,

Lipnkov, K_, Local Fiux Mimeiic Finite Difference Method for Diffusion Problems, Interni lonal
| Converence on The Mathematics of Finite Elements and Applicatios (MAFELAP), Brunel University,
London, LUK, June 2005,

| Livescu, D and ] R. Ristorcell, Moving Asymmetry in Variahle-density Turbudence, | 2th Europenn
| Turbulence Conference, Marburg, mmung,.' Seprember 7- II} 200,

| Liveseu, . 1.R. Ristorcell, and R.A, Gore, Mixing A:;l-m.-rrnrrj-l in Varsabie-deniy Turbulence,” 62th
| annual Meeting of the Amencan Physical Society, Division of Fluid Dynamics, Minneapols, MN,
| Kovember 22-24, 2009,

| Longmre, P, 1M, Helkoop M. Ding, M.S. Rearick, and 1), Katemann, Geochemcal Proceises
| Controtling Chroamium Fisation within the Sandis Canyon Weiland Loy Alamos New Mevico, LA-URA09-
| 0033, Amencan Geophysical Union Fall Meeting. San Francisco, CA, December 14-18, 2009

| Lowrie, R_ﬁ Duscontinuous Galerkin for £ 1-Euler Radiation Hwdrodvnamics, Numerical Methods for
| Mulii-matersal Fluids and Structures, Pavia, linly, September 21-25 2009

' Miller, T.A., and V.V, Vesselinov, fmiegrated Approach for 30 Geologn: Remderimg Numerical Meshing
| and Medeling for Flow and Transport Studies Pajoriio Platean New Mexico, LA-UR-09-01 306,
| Espanoln Basin Advisory Group Meeting, Santa Fe, NM, March 3, 2009

Mniszewski, 5., E. Galli, S, Eidenben, C. Teuscher, L. Cucilar, and M. Ewens, ActivinSim: Large-Scale |
Ageni-Based Activity Gengration for Infrastructupe Simidogon, Ageni-Direcied Simulstion Symposiam
(ADS 2009), Spnng Simulation Muliiconferenced SprngSim 20093, San Diego, CA, March, 2009

Mniszewski, 5., E. Galli, 5. Eidenbenz, C Teuscher, L Cucllar, and M. Ewers, AcfivinSim Large-Scale
Apeni-Basod Activity Generation for Infrastruciure Simidation, Risk Symposium 2009, Santa Fe, Nl
[ Apnil, 2009,

'Mulﬂ:m.kl.ﬂ P. Fasel, E Vivom, A White, and E_ Springer, Increased Efficiency for High-Resolunon
Hafmfari.ﬁrmdmm Lising Basin Structure Characteriniics, %th SAHRA Annual Meeting, Tucson,
_____ AZ, September, 2009

=Hmmw5h5.l_ﬂml,i Eidenbenz, and 5 Thulssidesan, Large-Scole Telophome Network Sinmiation
| Chizprele Event vi. Steady Stoke, | 2th Communications and Metworking Siumulsion Symposiom (CNS
| 2, Spring Simulation Multiconference (SpringSim 2009) San Diego, CA, March, 2005

Modmak, B.T., M. Maceim, J. Van Wik, snd M Fn]m.ﬁli]m:md.ﬁ.ﬁr Wave amd Groviry
(Observations - Application o East Africa, LA-UR-09-08177, Amencan Geophysical Union Fall Meeting,
| San Francisco, CA, December 14-18, 3000

Moulion, 1.0, Challenges for Multilevel Sampling in Stotistical Inference, Copper Mountain Conference
on Multigrid Mcthods, Copper Mountam, CO, March 22-27, 2009,

Moulion, 1.0, Multifeve! Madelmg o Highty Haerogeneous Mefio, SIAM Conference on

_ Computanional Science and Engineering. Miami. FL. March 2.6, 2009

Moulion, 1.0, The Multi-process High Performance Computing Simulasor Theusi, Advanced Subsuriace
Capability for Environmental Management { ASCEM) KickofT Meaiing, Lawrence Berkeiey National
Laborstory, Berkeley, CA. lanuary 20-21, 2010

Mukherjee, P.P.. Electradics, Transport And Materials Design In Palymer Electrolyte Fuel Cells Press,
Sandia National Laboratorics, Albuguerque, NM, April 30, 2009
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' Mukheree, P.P., Multiscale Modeling Of Electrodics And Transport {n Polymer Electrolyte Fuel Cells, ' .

Symposium on Computational Nanoscience, ASME Intl. Mechanical Engineering Congress and

. Exposition, Lake Buena Vista, FL, November 13-19, 2009,

Mukherjee, P.P., Polymer Electrolyte Fuel Cells: Transpori and Materials Design, Texas A&M
University, College Station, TX, March 11, 2009.

Nease, B.R., T. Ueki, T.M. Sutton, and F.B. Brown, /nstructive Concepls about the Monte Carlo Fission
Source Distribution, International Conference on Mathematics, Computational Methods and Reactor
Physics 2009, M and C 2009, Saratoga Springs, NY, May 3-7 2009, 20090503-20090507; American
Nuclear Society - International Conference on Mathematics, Computational Methods and Reactor Physics
2009, M and C 2009 Vol 4, 2407-2416, 2009.

' Nelson, EM., ].]. Petillo, and B. Levush, /mproved Symmelries in the Finite-elemeni Gun Code

MICHELLE, 2009 IEEE Intemational Vacuum Electronics Conference (IVEC), Rome, Italy, April 28-30
2009; 2009 IEEE Intemational Vacuum Electronics Conference (IVEC) 507-508, 2009,

Pawar, R.J., CO2-PENS: A Systems Level Approach For Evaluating Geologic CO2 Storage Systems
Presentation at University Of Wyoming, Laramie, WY, January 13, 2009.

Pawar, RJ., CO2-PENS. a Systems Level Approach for Evaluating Geologic CO2 Storage Systems, LA-
UR-09-00750, Presentation at University of Wyoming, Laramie, WY, January 13, 2009,

Perkins, G.B., T.E. Larson, P. Longmire, and J.M. Heikoop, Differentiation among Multiple Sources of
Anthropogenic Nitrate in a Complex Groundwater System using Dual [sotope Sysiematics: A Case Study
Srom Mortandad Canyon New Mexico, LA-UR-09-08031, American Geopbysical Union Fall Meeting,
San Francisco, CA, December 14-18, 2009,

. Fluid Dynamics, Minneapolis, MN, November 22-24, 2009.

Petersen, M.R., D. Livescu, J. Mohd-Yusof, and S. Dean, High Resolution Numerical Simulations of
Compressible [sotropic Turbulence, 62th annual Meeting of the American Physical Society, Division of

Petersen, M.R., D. Livescu, R.A, Gore, and K. Stalsberg-Zarling, High Atwood Number Rayleigh-Taylor
Instability with Gravity Reversal, JOWOG 32MIX, Los Alamos, NM, April 19-22, 2010.

Petillo, J., D. Panagos, S. Ovichinnikov, B. Held, J. Deford, E. Nelson, K. Nguyen, E. Wright, K. Jensen,
and B. Levush, dpplications and Current Status of the Finite-elemen!t MICHELLE Gun Collector
Simulation Code, 2009 IEEE Intemnational Vacuum Electronics Conference (IVEC), Rome, Italy, April
28-30 2009, 20090428-20090430; 2009 1EEE International Vacuum Electronics Conference (IVEC) 463-
464, 2009.

Phillips, W.S., Ground-Based Nuclear Explosion Monitoring R&D, AFTAC Seismic Review Panel, Los
Alamos, NM, March 4, 2009.

Pineda-Porras, O., New Perspectives on the Damage Estimation for Buried Pipeline Systems due to
Seismic Wave Propagation, 7th International Conference on Lifeline Earthquake Engineering, American
Society of Civil Engineering, Oakland, CA, June 28-July 1, 2009.

Powell, D., Optimal Pandemic [nfluenza Strategies for Nations, Risk Analysis of Complex Systems for
National Security Applications, Santa Fe, NM, 2009.

Powell, D.R., R. Haffenden, and R.J. LeClaire, Selected Survey of Infrastructure Disruption Events and
Consequences, presented at the Workshop on Grand Challenges in Modeling, Simulation, and Analysis
for Homeland Security, Arlington, VA, March 17-18, 2010,

| 2009.

Prasad, L., and J. Theiler, 4 structural framework for anomalous change detection and characierization
paper #7341-24, Proceedings of SPIE Defense, Security, and Sensing Symposium, Orlando, FL, April
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Ralchenko, Y., J. Abdallah, A. Bar-Shalom, J. Bauche, C. Bauche-Armoult, C. Bowen, H.-K. Chung, J.
Colgan, G. Faussurier, C.J. Fontes, M. Foster, F. de Gaufridy de Doran, 1. Golovkin, S.B. Hansen, R.W.
Lee, V. Novikov, J. Oreg, O. Peyrusse, M. Poirier, A. Sasaki, H. Scol(, and H.L. Zhang, Multi-code ab
initio Calculation of lonization Distributions and Radiation Losses for Tungsten in Tokamak Plasmas,
Atomic Processes in Plasmas. |6th Intcrnational Conference on Atomic Processes in Plasmas, Monterey,
CA, March 22-26 2009; AIP Conference Proceedings vol.1 161, 242-250, 2005.

| Reckinger, A.J., D. Livescu, and O.V. Vasilyev, Wavelet-based Simulations of Single-mode Rayleigh-
Taylor Instability, 62th annual Meeting of the American Physical Society, Division of Fluid Dynamics,
| Minneapolis, MN, November 22-24, 2009,

'_Reckinger, S., D. Livescu, and O. Vasilyev, Compressibiiity Effects on the Single Mode Rayieigh-Taylor
instability, 2nd Intemational Conference Turbulent Mixing and Beyond, Trieste, Italy, July 26-August 7,
2009,

Reimus, P., T. Schafer, W. Hauser, C. Walther, H. Geckels, C. Degueldre, and T. Trick, The CFM
{Colloid Formation and Migration) Project at the Grimsel Test Site (GTS Switzerland): Model
Interpretations of First Field Fxperiments, LA-UR-09-0601 |, Migration 09, |2th International
Conference on the Chemistory and Migration Behaviour of Actinides and Fission Products in the
Geosphere, Kemnewick, WA, September 20-25, 2009,

Robinson, B.A., Earth and Environmental Sciences Division Overview, General Presentation for
meetings where EES overview needed, LA-UR-09-03861.

Robinson, B.A., Nex{ Steps in Spent Fuel Disposition, general meeting use, LA-UR-09-04469.

Rousculp, C.L., P.J. Turchi, W.A. Reass, D.M. Oro, F.E. Mermll, ].R. Griego, and R.E. Reinovsky,
PHELIX, 2009 17th IEEE Intemnational Pulsed Power Conference (PPC 2009), Washington, DC, June28-
July 2 2009, 2009 17th IEEE International Pulsed Power Conference (PPC 2009)368-371, 2009.

Rowland, J.C., C.J. Wilson, S. Brumby, and P. Pope, River Mobility in a Permafrost Dominated
Floodplain, LA-UR-09-02447, 216th European Geophysical Union meeting, Vienna, Austria, April 2009.

7Rowland, J1.C., C.J. Wilson, S.P. Brumby, and P.A. Pope, Arctic River Mobility: A Baseline Assessment,
LA-UR-09-08030, American Geophysical Union Fall Meeting, San Francisco, CA, December 14-18,
2009.

Rubinstein, R., W.R.T. Bos, D. Livescu, and W. Woodruff, Closure Models for inhomogeneous
Turbulence, 12th Ewropean Turbulence Conference, Marburg, Germany, September 7-10, 2009,

Scannapicco, A.J, N.T. Padial-Collins, and F.L. Cochran, A Study of Radiation Flow, Proc. NEDPC,
Lawrence Livermore Natiorlal Laboratory, Livermore, CA, Octoher 26-30, 2009,

Schmitt, M.J., I.F. Benage. F.J. Wysocki, T.J.T. Kwan, C.A. Ekdah], W.S. Daughton, and M.S. Murillo,
Eguation of State of Warm Dense Matter at DARHT-2 Facility, 2009 TEEE 36th International Conference
on Plasma Science (ICOPS), San Diego, CA, June 1-5 2009; 2009 IEEE 36th Internatonal Conference on
Plasma Science (ICOPS), 2009,

Schofield, S.P., Interface Tracking Methods for Multi-material Flows, SIAM Conference on
Computational Science and Engineering, Miami, FL, March 2-6, 2009.

Schohfield, §.P., Multi-material Incompressible Flow Simulations Using the Moment-of-Fluid (MOF)
| Method, USNCCM X, Columbus, OH, July 2009.

Sherrill, M.E., J. Abdallah, C.J. Fontes, H L. Zhang, and D.P. Kilcrease, NLTE Opacities of Mid- and
High-Z Coclaails. Atomic Processes in Plasmas. [6th Intemational Conference on Atomic Processes in
. Plasmas, Monterey, CA, March 22-26 2009; AIP Conference Proceedings vol.1161,10-16, 2009.
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Solomon, C.J,, A. Sood, and T.E. Booth, 4 Weighted Adjoint Source for Weight-window Generation by
Means of a Linear Tally Combination, Intemational Conference on Mathematics, Computational Methods
and Reactor Physics 2009, M and C 2009, Saraloga Springs, NYY, May 3-7 2009, 20090503-20090507;
American Nuclear Society - Intemational Conference on Mathematics, Computational Methods and
Reactor Physics 2009, M and C 2009 Vol.3, 1686-1702, 2009.

Stephens, D.C., S K. Legget, M.S, Marley, D. Saumon, M.C. Cushing, T.R. Geballe, D.A. Golimowski,
X. Fan, and K.S. Noll, The 0.8 to [4.5 um Spectral Energy Distritations of Mid-L to Mid-T Dwarfs, Cool
Stars, Stellar Systems and the Sun. | 5th Cambridge Workshop on Cool Stars, Stellar Systems and the
Sun, St. Andrews, Scotland, UK, July 21-25 2008; AIP Conference Proceedings vol.1094, 172-177, 2009,

Theiler, J., N.R. Harvey, R. Porter, and B. Wohlberg, Simulation Framework for Spatio-speciral
Anomalous Change Deitection, SPIE: Algorithms and Technologies for Multispectral, Hyperspectral, and
Ultraspectral Imagery XV, Orlando, FL, April 2009,

Toole G.L, Energy Transmission Research: New Mexico Renewables, Science and Technology
Comunittee, New Mexico State Legislature, 2009.

Toole G.L, et al., Electric Power Transmmission Network Design for Wind Generation in the Western
United States: Algorithms, Methodology, and Analysis, 2010 IEEE Power Engineering Society
Transmission and lgism'bution Conference and Exposition, New Orleans, LA, 2010.

Toole G.L, et al., Windpower-Water Equivalency for the Western US Region, GWPC Water/Energy
Sustainability Forum, Salt Lake City UT, 2009.

Toole G.L.,WinDS§ Transmission Path Validation/RES Portfolio Validation, DOE-EERE Annual
Windpower and Hydropower program review, Washington, DC, 2010.

Turchi, P.J., W A Reass, C.L. Rousculp, D.M. Oro, F.E. Mermill, ] R. Griego, and R.E. Reinovsky,
Evaluation of Conductor Stresses in a Pulsed High-current Toroidal Transformer, 2009 17th IEEE
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Model, 381h COSPAR Scientific Assembly, Bremen, Germany, July 18-25, 2010,
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the Inner Magnetosphere using RAM-SCB, 38th COSPAR Scientific Assembly, Bremen, Germany,
July18-25, 2010,
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Peer-Reviewed Articles

The following list includes 231 peer-reviewed articies by CPAM capability area staff. The list was compiled via
submissions by staff in this capability area.
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Diffusion Equation Based on Composite Norms, J. Numer, Math, 17, 77-95, 2009,
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Anderson B.E., R A, Guyer, T.J. Ulnch, P.-Y. Le Bas, C. Larmat, M, Gnffa, and P.A. Johnson, Frergy
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i85.23-24, 3601-3605, 2009.

Bailey, D., M. Berndi, M. Kucharik, and M. Shashkov, Reduced-dissipation Remapping of Velocity in
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Bauer, AL, T.L. Jackson, and Y. Jiang., Topography of Extracellular Matrix Mediates Vascular
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| Beftencourt, LA M., The Rules of Informaiion Ageregaiion amd Emerpence df{ “allecive fmteltipen

lﬂﬂh:rrmr Tnp. Engmnw 5¢i. 1. 598-620, 2009,
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Bledsoe, K.C., ] A Favonite, and T. Aldemir, Liing the Schwimger hverie Meibod e Solutions of
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——a e
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Brezzi, F., A. Buffa, and K. Lipnikov, Mimetic Finite Differences for Elliptic Problems, M2AN: Math.
Model. Numer. Anal. 43, 277-295, 2009.
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Mass Ratio Effects, Phys. Rev. E Vol.79, iss.6, pt.2, 066407, 2009.
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Computing 3D Wind and Conceniration Fields in Urban Environments, 5th Int. Symp. Comp. Wind Eng.,
Chapel Hill, NC, 2010.

Carey LW, R. Svec, R, Grigg, J. Zhang, and W. Crow, Experimental Investigation of Wellbore Integrity
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Data, Proc. JEEE Int. Symp. Biomed. Imaging, 262-265, 2009,

Chartrand, R,, K.R. Vixie, B. Wohlberg, and E.M. Bolly, 4 Gradient Descent Solution to the Monge-
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VLF Waves in a Magnetospheric Environment Containing a Plasmaspheric Phuine, Geophys. Res. Lett.
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— ————

Deshpande A.. ) Gans, 5 W Craves, L Green, L. Taylor, H.B, Kim, ¥ A, Kunde, P.M_ Leonard, Po-E
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Egedal, ], W Daughton, 1F. Drake, N_ Katz. and A Le, Formation of @ Locolized Acceleration Potential
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Galli, E., S. Eidenbenz, S. Muniszewski, C. Teuscher, L. Cuellar, and M. Ewers, ActivitySim: Large-Scale
Agent-Buased Activity Generation for Infrasiructure Simulation, Proc. 2009 Spring Simulation
Multiconference, 2009.

Gardner, R.P_ and A. Sood, On the Future of Monte Carlo Simulation for Nuclear Logs, Appl. Radiat.
[sot. Vol .68, iss.4-5, 932935, 2010.
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Ward, L., and W 5. Phillips. Sroad Area Yarted Estimation Llwivmg Regionad Phase [alo, WNSA Proposal,
LA-UR-09-01839

Wohlberg, B . [ctionary Construction i Sparse ﬂ&rhﬂ':ﬁrfm'g' Resroration, Repon LA-UR 10-
00042, Los Alamos Natiosal Laboratory: submitted 1o [EEE Int. Conf. Image Processing; 2010,

= rmE

Wohlete, K H., Constraimning the Fvalution of Vodcanic Hydrothermal Svsiems by 3df Field-bavead Thermal
Mioadels, LA-UR-D8-0746%, 34ih Stanford Geothermal Workshop, Sanford, CA, Feb 19-2] 2009,

—_— e er—rr—Tr——————

Wohlete, K_H., Enerpetics Excavation And Geothermal Significance Of Marr (raters, LA-UR-08-07543,
3rd Int) Mlaar Confercoce, M'E::Inrgu Mendoim, Arpentina, April 14=17 2009

Xu, H, Y. Zhao, ). Fhang, DD Hickmou, 5.C. Vogel, L.L. Daemen, and MA. Hem, High-PrTHmm
{hiffraction Study of Hvdrous Minerals, 2009 American Geophvaical Linion Joim Assembly, Toronto,
_{.‘m,_ May 24-27 2009,

Yan, X.Q), T Tajima, M, Hegelich, L. Yin, and D. Habs, Theory of Laver fon Acceferaiion from a Foil

Targel of Nawomgler Phickmess, Spring Meeting of the Quantum Optics ond Photonics Section of the
Crerman Physical Society 2009, University of Homburg, Hamburg, Germany, March 2-6 2009, Appl,
Phys. B Laser Opiic. Vol 95, 1ss.4, Spec. Iss.50, 711-721, 2010,

| Yang, X, WS, Phillips, G E. Randall, H.E. Hanse, and R_J, Stead, Developng Frequency Deperdent 2d
| Astaidition Models for Avia, 20009 Seismological Bociety of Amenca Annual Meeting, Monterew, CA,
- Aprll 810 2009,

: Zajie, D, M. Brown, M. Nelson, nnd M. Williams, Descriyion and Evalumtion of the QLTC Dvapler
| Spray &eh:m Lrvopler Evaporation and Swefoce Deposition, 16th AMS Confl Appl. Air Poll Met,
| Adlanta, G, 2010,

=

' Elunu. Z., ond L. Hunng, Wave-Equation Migration of Time.Lapse FSP Data for Monitoring 02

| Frgfechion af Aeth Utah, LAUR-10-00120, %ith Anowsl Conflerence on Carbon Capiure and Sequsestration,
[ Pattabaargh, PA, May 140, 2010

| Zhang, 2., L. Hunng., 1, Rutledge, and H. Denli, Sonrce Repeatability of Time-lapse Offset V5P Surveys
| Joor Monitoring CO2 Inpection, LA-LR-0908 | 50, 2009 American Geoplysical Linion Fall Mecting, San
| Francisco, CA, December 1418, 2009

| £hang. £, | Huang, |, ﬁmlndge. and H. Denh, Sowrce Repeatabiliny of TimesLapse Offier 'SP Surveys
| foor Monitoring OO Ipection. 2009 American Geophysical Union Fall Meeting. San Francisco, CA,
| Drecembar H | B 2005

Lhou, R, L ¥ Huang. H. Denhi, and ). Rutledge, Dowble- Difference Tomography Using Microearthguake
{heria flor .h‘m:mriu 032 Pepection ar Anerh UT, LA-UR-09.00353, 81 Annual Conference on Carbon
| Capture and Sequestraiton, Pinsburgh, PA, May 4-7, 2009

| £hou, B, L. Huang, | Rutledge, H Denli, and H. $hang. Dowbie-Ifference Tomography of
Microseivmic Data for Momitoring Carbon Sequeestration, Socicty of Explomtion Goophysicists Anmunl
Mnﬂlﬁ. Housion, TX, Ociober 25-30 2000

| Liock, HJ., and S.A. Colgate, Is Jnformation Possible Without Life”, Decade of The Mind IV, Sama Ana
Pucbla, NM, January 14-15 2009

Zou R, TE Larson, DD Hickmott, and Y. Zhao, Hwdropes Siorage o Nawopoross Meal. Organic
Framework Moterals, LANL-NEDOYAIST Waorkshop on Hydrogen Siorage, Boston, MA, December 4
2009

Lyvolmk, G, Calibratiog Congplad Heot-Aan-Serexy Simulations { onstronmed with Setsmic [hato, Energy
Wmd And Waer '-Iu'uhhqp Auckland l.‘m'mrn.ully+ mzum-l F:hrmill 200F9.

I}\ﬂﬂ.l GA_ Streas- Mﬁﬁw Rdmmiqnfwﬂfﬁbnm.' Emergy
Apphcations, 2000 Amenican Geophysics Usion Fall Meeting. San Francisgo, CA, December 14-15 2009
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Books

| Pepper, D.W. and D.B Carringlon, Modeling Indoor Air Poltution, Imperial College Press Inc, London,
UK, Apri) 2009.
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Open Source Electronic Contributions and Other Software Contributions

Arrowsmith, 5.1, InfraMonitor toolbos (ot apen sorce), LA-CC-10-013

?EWSM ix o 110,000 line code 10 simulite satellite insirumentation response 10 nuclear explosions and

backgrounds. It takes weapon oulputs, such as those generated by X division, and propagaies the signals
through the atmosphere, through the detecior response, through the satellite computer process, to the
generation of the telemetry, 1t then simulales the ground processing i order (o develop analysis
wchnques. CONSIM handles the neutrons, prompd x-rays, promgil gamma-mys, delayed gamma-rays,
and electromagnetic pulses from nuclear wenpons. LANL instrumenis thai measure these emissions are
placed on every GPS sarellite, on the “DSP series of sawelliies, and, soon, on a new seres of
geoatatinnary satellties. This code is used by Dal in an operational sysiem that maimaing 247
monitoring for nuclear explosions worldwide. The LANL codes provide the simulation ability 1o test that
system und the analysis iechnigues that are used 1o analyze any nuclenr caplosion. LANL also provides
codes used (o undersiand the performance of the entire consiellmtion of satellites. A special, unigue
capability thit wus developed for this code s the ability for the instrumen) smulations 10 be used directly
in the Might software execulable. This provides a method (o et the Might software prior 1o launch and 10
Benerale exiei e lemetry.

Cubit 10 KIVAS (LA-CC-09-098)

DREAM { Dynomic Radintion Environment Assimilstion Model) - LANL doveloped the science softwane
used by the Burst Alert Telescope (BAT) instrument on NASA'S Swill gamuma-ray burst explorer saellne
This software maintains operniion and calibration of o large detecior areay (32, 768 individual detectons)
wnd analyzes the dats for the sudden rate increases that indicate astrophysical ransients. |t produces
images of the gvenis, by the coded aperiure method, 10 scouwralely locate the ransient sources, then
putonomously commands the spacecrall 1o slew 1o point namow-field imstruments ot the new source for
Follow-ip observations, while i nolilies observers on ihe ground o enable their lollow-up campaigni
T%u%%ﬂdmm:mmﬂﬂhﬂmnﬂlfmdndimﬁ mio the SABRS
MLIDET sysiem,

I Real-Time DREAM (Dynanuc Radiation Emvironment Assimilation Model) installed a1 the AFRL Space

Wenther Forecast Lab in Albuguerque, November 2009

| GENIE — Various users outside LANL, including LIS Government agencies and universinics

| Glimmer-Community lee Sheer Mode] (Glimmer-C15M)

' Crove, 1W,, AmhcTools, Solubon Verfication Tool

!Elni.l} Puhh:]yu-llt.lble sofrware, "DLBM‘.HFm II:III_A-C[‘-D'-"-{H}]] SOHIT - 2N

Kang, 0}, Two dimensional lauce B‘-nh.mum method for I'I'I.Illl-j;ﬁm fow, JDLBMMP, 2007 HNFE,

KIVAL

KIV A-4mpi

KIVA-hpFE

Le Bas, P-Y .. Development of a data scquisition and analysis software for NDE (Hesonance lmum_
Technigques and Analyses)

Lichiner, P.C., PFLOTRAN v2 0, LA-CC-00-047

Livescu, D, I, Mobd-Yusof, MR, Petersen, and ] W_Grove, CFDNS- 4 compuicr coile for direct
wumerical simisdation of kerbulend Tows, LA-CC 0r9- 100

Los Alamos Sea lce Model (CICE)
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Mohd-Yusof, I., Direct Numerical Simulation of Fluid Flow on Roadrunner, Electronic Archive

Parallel Ocean Program (POP)

Pasqualini, D., CLEAR Vers. 2.0 for unconventional fossil fuels, LA-CC-09-064, July 22, 2009

Pasqualini, D., CLEAR Vers. 2.0, LA-CC-0%-065, July 22, 2009

The Los Alamos Accelerator Code Group software comes in two groups:

» Freely available software packages: Superfish, Trace and Parmila. In 2009 there were a total of 2402
downloads from our website.

s Controlled software packages (for some users license bearing): Parmela and Parmieq. In 2009 a total
of 40 licenses have been sold or given out to US government laboratory users.

Ulrich, T.J., Development of a data acquisition and analysis software for NDE (Resonance Inspection
Techniques and Analyses)
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Program Development Initiatives and Programs

Siaff in the CPAM capabulity area are acnively engaged in progrum development nitiatives and programs with other
federal agencies, nanonal laboratories, universities, and industry. The following list shows descriptions of some
programs and indiatives. The list was campiled via selective submissions by staff in this capabilily area.

Federal Agencies

Academia

Contract Agreements with lowa State University, Contract #s 74355-001-09 and Basic Agreement #
74968.000.00 for FY10. This contrac is {or work related to increasing KIVA -4 modeling capability
representing the appropriate physical processes accurately by incorporaling the following: appropriate
physical modeling of heat transfer with variable and evolving lemperatures throughout the engine domain.
Jowa State Unjversity Deparment of Mechanical Enginecring and Dr. Kong are providing the assistance
on this contract.

Contract Agreements with Purdue University, Calumeni, Contract # 8184 1-001-10 through FY 10 (with
some carry-over expected). This coniract is for work 10 increase the capability of KIVA combustion
modeling. Model development 10 address accuracy and robustness by increasing both grid resolution and
the spatial accuracy of the mode)’s discretizalion while at the same time increasing the robustness of the
grid evolution. This while minimizing the amount of compulalional requirements for well-resolved, time-
dependent solutions. To accomplish this the development of new discretization is required, known as the
characteristic-based split (CBS) method using an hp-adaptive finite elemenlt (FE) system for grid and
equation/dependent variable representation.

Contract Agreements with University of Nevada, Las Vegas, Contract # 81 840-001 -10 through FY 10
(with some carry-over expected).

Purdue’s department of Mechanical Engineering and Dr. Wang are providingiassismncc with the hp-
adaprive algorithm development and validations.

Subcontract 57206-001-07 with University of Colorado. Boulder 08/15/2007-08/15/2010

The University will perform Direct Numencal Simulations (DNS) using the Dynamically Adaptive
Wavelet Collocation (DAWC) method and analysis of compressible turbulent mixing with applications 1o
the compressible Rayleigh-Taylor instabiliry. This work is the first anempt of DNS of compressible
turbulent mixing uswg adaplive mesh methodologies.

Subcontract 73697-001-09 with Missouri University of Sciecnce and Technology 04/01/2009-10/01/2009
The University used a novel experirnental serup for studies of large accelerations and geometrical effects
on the growth of Rayleigh-Taylor ipstability, not possible in the context of previous experiments. This
research effort has provided experimental resulis necessary for the development and validalion of models
for the rurbulent growth of a Rayleigh-Taylor unstable fluid system.

Subcontract 75219-001-09 with Ohio State University 04/01/2009-06/30/2009. The University has
developed a prototype volume rendering code thal can be used 10 produce movies of turbulent flow from
large dala sets.

UCOQP coding theory with University of California, Santa Barbara.

University of Nevada Los Vegas Department of Mechanical Engineering and Dr. Pepper are providing
assistance with general algorithun development and validations.
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Multiple Agencies .

Hybrid Multicore Consortium, First Annual Workshop, January 19-22, Burlingame, CA. Participated in
discussions with vendors and other HPC users on design and provisioning of next-generation computing
architectures and software infrastructure. Primary focus was on Applications and Libraries, and
Programming Models.

Sharing graduate students with University of California, Santa Barbara on two different IMMS funded
projects

» Development of Coarse-Grained Models for Protein Aggregation
s A course grained lipid model for studying inhomogeneous membrane interfaces

Statistical Physics and Computer Science, Comell University and Massachusetts Institute of Technology.
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Regular Colloquia, Seminars, or Discussion Series Organized by LANL

Ty following baf shanes (e varieny of colloguia, seonrars, ard decnssion seres organized of LANE by ihe CPAM
capabiliry drda sl The Nt was compiled wa sibmissions by siafl i this capabilin,

o ()-Bio Seminor Series. This weckly series of semuinars aims 1o advance predictive modeling of cellular
regulabon, decision making, and other information processing phenomenn, The emphasis is on deep
iheoretical understanding, detsiled modeling, and quantitative experimentation directed at
understanding the behavior of particular regulatory systems andfor elucidating general principles of
cellular information processing, See hitp./cols.lanl, poy g-bio/seminar-series index. php CHLS g-
big_Semingry, Organizers: 5, Gnana Craanakaran, W, Hlavacek, Y. Jiang, A, Zilman, B, Munsky

& S@iT Acvvity Semnar, COC8-2 Semunar Series, monthly (approx), since [9485

*  The Statistical Sciences Group (CCS-6) hosts a seminar senes, which features presentations by
spenkers on g bropd ared of statistical wpics, with many of the mlks of interest o reseprchers on
Monie Carlo meihods, Kary Myers, CCS-6, is ihe current Seminar coordinaios.

®  Theoretical (T) Division hosts o weekly Phsyics of Algorithms weekly seminar series and Sman Gnd
weekly seminar series. See hitp.enla lanl gov ~cherikoy SmanerGnds serimars him for a full list of
spenkers and talks. (POC, Misha Chenkov, Uherihon o lanl gov)
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Conferences and Workshops Organized by LANL

Staff in ithe CPAM capability area kost and/or organize a broad variety of conferences and workshops designed fo
Joster active pariicipation by a wide range of collaboraiors and potential collaboralors in academia, other research
laboratories, and industry. This list was compiled via submissions by staff in this capability area.

Ambrosiano, J., participant, coniributor, Risk 2009 Workshop, Santa Fe, NM, April 2009,

Annual Santa Fe Cosmology Workshop at St. John’s College, July 2009

Bettencourt, L. A.M., Information Processing in Complex Systems Seminar series, held at the Center for
Non-Linear Science, LANL.

|Coblentz, D., 2007-2009, Organizer of the Colorado Rocky Mounlain Experiment
Coblentz, D., 2008-2009, Southeast Asian Stress Map Collaboration/Workshop
Coblentz, D., Seismic Transect (CREST) yearly workshop

Energy for the 21" Century, May 18-22, 2009. (hutp: /cnls lanl gov/annual29/)

Finn, .M., co-organizer of CNLS (Center for Nonlinear Studies, Los Alamos) workshop: Monge-
Kantorovich Optimal Transpori: Theory and Applications”, Oct. 2009,

Huang, L., 2009, American Geophysical Union Fall Meeting Union Session, “Geophysical Monitoring,
Verification, and Accounting for Geologic Carbon Sequestration”

Huang, L., 2009, Society for Exploration Geophysicists Surmnmer Research Work on Carbon Sequestration
Geophysics

Jiang, Y., Minisymposium on Mathematical Modeling of Cancer Development, First Joint Society for
Mathematical Biology and Chinese Socicty for Mathematicat Biology Meeting, Hangzhou, China, June
14-17, 2009.

Jiang, Y., W. Hlavacek, |. Nemenman, and M, Wall, M., Fourth g-bio Conference; Information Processing
‘in Cellular Signaling and Gene Regulation, Sanla Fe, NM, Augusl 11-14, 2009

Jiang, Y., W. Hlavacek, I. Nemenman, and M. Wall, M., Physics of Cancer Seminar and Lecture Series,
Los Alamos, NM, 2009-2010.

Jang, Y., W. Hlavacek, I. Nemenman, and M. Wall, Third q-Bio Summer School, Los Alamos, NM, July
20 - August 5, 2009.

Hang, Y., W. Hlavacek, 1. Nemenman, M. Wall, and A. Zilman, Third g-Bio Conference: Informalion
‘Processing in Cellular Signaling and Gene Regulation, Santa Fe, NM, August 5-9, 2009,

(Kang, Q, Session Chair, “Pore-scale reaclive transport modeling and upscaling to the continuum scale”,
XV1T Intemational Conference on Computational Methods in Water Resources, San Francisco, CA, July
6-10, 2008.

, z

Kang, Q., The 3rd International Workshop on Energy Conversion, Kyolo, Japan, November, 25-27, 2009.

Keating, G., and F. Perry, Technical session, “Climate Change Impacts on Society: Interface Between |
Earth Systems Science and Policy Making,” Geological Sociely of America fall meeting, Portland, OR,
Oclober 18, 20095, |
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Larmat, C., special session, “Slow Slip and Non-volcanic Tremor in Cascadia and Beyond: Observations,
Models and Hazard Implicalions,” Geological Society of America, 2009/

Le Bas, P.-Y., the X[V Inlemnational Conference on Nonlinear Elasticity in Material was co-organized by
LANL in Lisbon, Portugal (hup://www-extInec.pt LNEC XIVICNEM index.htm) June 1-5, 2009.

Lipnikov, K., co-orgamizer: Minisymposium Advanced Discretization Methods, International Couference
on Mathematics of Finite Elements and Applications, Brunel University, London, UK, June 2009.

Maceira, M., and C.A. Rowe, épeciﬁl session, “Slow Slip and Non-volcanic Tremor in Cascadia and
Beyond: Observations, Models and Hazard Implications,” Geological Society of America, 2009.

Owczarek, R., Special Session, “Subjects in between Pure and Applied Mathematics,” 2010 Spring
Western Scction Meeting, Albuquerque, NM, April 17-18, 2010.

Q-bio Summer School on Cellular Information Processing (2010), July 26-August 11, 2010.
(hup://cnls.lanl.gov/g-bio/wiki/index.php/The_Fourth_g-
bio_Summer_School_on_Cellular_Information_Processing)

Wang, M., Scientific Committee, The 3rd International Symposium on Nonlinear Dynamics, Shanghai,
China, Sepl. 25-28, 2010.

Wilson, C., and G, Geemaent, Arctic Watershed Evolution Workshop: towards beiter predictive models of
terresirial archic change, Sept 15-16 2009.
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Educational Programs Organized by LANL

Ambrosiano, I, student mentor, April 2010 to presemt

Baldndge, W 5., SAGE. the Summer of Applied Geophysical Experience, 18 a unigque educationnl
program designed to iniroduce students in geophysics and related fields o hands-on geophysical
enploration and research, The program emphasizes both teaching of field methods and research relaied 10
a variety of basic and applicd problems. SAGE is hosted by the Institutes and the Enrth and
Environmentil Sciences Division of the Los Alomos Mational Laboratory. htpsesrare sape lanl. pov/

| Cablente, [, 20072008, Organizer of the Colorado Rocky Mountain Experiment I
. Coblenta, D, 20082004, Southenst Asin Stress Map Collaboration Workshop |
| Cobleniz, I3, Seismic Transect (CREST) vearly workshop '
I Huang, L., 2009, AGL Fall Meeting Union Session, “Geophysical Monitoring, Venfication, and
Accounting for Gg_uhnir; Carbon Sequestration™

Hunng. L., 2009, SEG Summer Research Wark on Carbon Sequestration Geophysics
Drpm:ln: a I'hur-pln course for l‘.}-hm sumimer school on "mu]h-.ﬂ:u.le modeling of biomolecules™ (POC!

Schuliz-Fellenz, E. and A. Sussman, The Earthwaich Institute engages people worldwade in scientific

lield research and education 1o promole the understanding and action necessary for a sustsmnable
environment. Earthwatch belicves tha teaching and promoting scientific literncy is the best way 10
systematically approach snd solve the many comples environmenial and social 1ssues facing socwety

inday. | run the Tectonics and Vaolcanism of the Rio Grande Rilt Expedivon. g, wows pmithwmieh. o
Schulir-Fellenz, £, Fanth Sciences Co-Lead (LANLY, DOE Academies Cresting Teacher Scientists
{ACTS) 2009 i
' Sussman, A., DOE Acadenues Creating Teacher-Scientmt { ACTS) Program. The Los Alamos Eanth snd
Space Science Academy program s 3 professional development experience designed for teschers working |
a1 the high school and middle school levels. The program is delivered as one site for the US Department

ol Energy Office of Scrence Academies Crealing Teacher Sciemtists {ACTS) program

huig woww scied soxonee dog gov sced - d ACTS prosroms' LANL_TALbiml

Sussman, A, Expanding Your Homzons: Like the national petwork model, Morbern Mew Mexsico EYH's
mmummmwmmum.m eniginering and mathemaiics
(STEM) careeri. Theough Expanding Your Honzons (EYH) Metwork programs, we provide 5TEM role
models and hands-on activines for middle and hugh school girls. Our ultimmate goal i 1o mativale girls. 1o
become innovative and creative thinkers ready o meet 1 18l Century challenges.

P mwon Sapmdang s ourha £uns o

Sussman, A, Science Education Institute of the Southwest (SEDS) Summer Course. The mission of the
SEIS is 10 promole advancamnent in the teaching and learming of science by providing high quality
professional developmeni and rescarch opportumities for K17 educators, building a network of educmtors
to support best leaching practices and iniellectual growth, facilitating partnerships and community
mvolvement o promaote high quality science education, and collecting data and publishing results on the
effectiveness of SEIS acuvities. | will be running a coune called The Valles Caldera; A Tufl Act 1o

Follow. Mf_.'-.* Wl REITALI D, O mbiol ko il
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Honorary Memberships in Professional Organizations

Lﬂ-emhmn. Eli, American Physical Society, Fellow

Ben-Naim. El, Institute of Physics, Fellow

_ Chertkov, Misha, American Physical Society, Member

| Dhnon, PR, Ammu [:'h:mjul Society smce |90

........

| Gubematis, Jim, UPAR C omyputational Physics Chair

' Hemeez, F Senior Membﬂ American Institate of A:rmmm and Astronautics

' H:rmnn,l M, Eﬂr:lm fior Industrial and Applied Mathemmtics Fellow

uuuuuu

- I.-n'ugnun:. P, American Chemical Socicty

Longmure, P, Amencan Geophywical Union

Longmure, P, Geocheracal Socicty

Longmire, P, Imemamsonal Geochermical Sociery

Longmire, P, National Ground Walter Associabhon

' Lookman, Turah, American Physical Society, Member

Mo, C.1., Amernican I_'.]r-n;ﬁﬂlnnl LUnton

| Mom, C.1, Geologieal Sochety of America (Fellow)

e

Mora, C.1., Sodl Science f ‘-in_-u:nl.}' ol America

Rasmussen, Kim, American Physical Society, Member

| Reichhrdt, Charles, Ameriomn Physical Soclety. Member

| Wendelberger, J. R, American Statistical Association, Fellow

Wendrofl, B.. Society for Industraal and Applied Mathermancs Fellow

Selmetad UPAM Statwic
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Professorships, Committees, and Editorial and Advisory Board Memberships

Staff in the CPAM capability area are active in the external research community by serving on committees and
advisory boards and as adjunct professorships with academic institurions. The list was compiled via submissions by
LANL siaff in this capability area.

Abdel-Fattah, A ], International Advisory Board of Electrokinetics, U.S. Representative and Sianding
Member

Abdel-Fattah, A.I., Technical Advisory Board for International conferences (ELKIN), Member

Albright, B., DOE OFES and SBIR grant proposals reviewer

Albright, B., Guest Editor, Journal of Physics Conference Series

Albrighi, B., National Science Foundation grant proposals reviewer

Ambrosiano, I., member National Center for Food Safety and Defense (NCFPD) Research Evaluation and
Advisory Panel, 2009 (o present

Ben-Naim, E, Furop. .J Phys. B, Editorial Board

Ben-Naim, E, ./ Phys. 4, Editorial Board

Ben-Naim, E, University of New Mexico, Adjunct Professor

Bent, R, Associate of Brown University Optimization Laboratory

Bent, R., Member of Constraini Programming Society in America

Beuencourt, L.M.A., Editorial Board of Mathematics in Computer Science

Benencourt, L.M.A_, Editorial @ard of Sustainability

Bettencourt, L.M.A., Reviewer for Department of Energy

Beuencourt, L. M A, Reviewer tor National Institutes of Health,

Bettencourt, L.M.A., Reviewer for National Science Foundation

Bettencowrt, L.M.A., Reviewer for Netherlands Organization for Scientific Research

Bettencourt, L.M A, Reviewer for Swiss National Science Foundation

Bettencourt, L.M.A | Reviewer for UK's EPSERC

Brown, F., Chair, Advisory Board, Nuclear Engineering and Radiological Science, University of
Michigan

Brown, F., Chair, OECD/NEA Expert Group on Monite Carlo Source Convergence and Advanced Monte
Carlo Techniques

Brown, F., General Chair, American Nuclear Society PHYSOR-2012 Conference

Brown, T, Technical Pregram Committee, American Nuclear Society Mathematics and Compuration
2009 Conference

Brown, F., Technical Program Committee, American Nuclear Society PHYSOR-2010 Conference

Brown, F., Technical Program Committee, Monte Carlo and Supercomputing for Nuclear Applications
2010 Conference

Brown, M.J,, Chair, AMS Committee on Meteorological Aspects of Air Pollution

Brown, M.]I,, Ph.D. Committee member for Balwinder Singh, University of Utah

Camrington, D.B, Begell House, Inc, Thermopedia, Editor
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| Carrington, D B, American Society of Mechanical Engineers, K-12 AcraSpace Heat Transfer Technical
idvm-fmm. Member
Camingion, D B . Amencan Society of Mechanical Engincers, K-20 Computational Heat Tranafier
Techmucal Advisory Commuiiee, Member

Chanrand, R, Lead Guest Editor, Journal of Selecied Topics on Signal Processing vol 4, issue 2, 2010;
Special lssue on Compressive Semamg

Ifﬂhﬂl.ﬂ."ﬂhﬂﬂlrﬂf”ﬂ*“ﬂﬂ.ﬂﬁmmm

-Em. %D Brookhaven Nanonal Laboratory, RHIC Techoical Advisory Comminee, Member

D, ., Advance in Water Hesources, Reviewsr

Dad, £, ChangAn University, China, Adjoint Profiessoe

| Dai, Z., Experimental Program 1o Stmulse Competitive Research (EPSCoR) of the Department of
Encrgy, proposal reviewer ==

| D, £, Flonda Stare University, Adjunct Professor

| e

| Dai, Z , Geophysical Research Lenters, Reviewer

;Thi, £, Geosphere, Reviewer

| Dai, Z., Ground Water, Reviewer

| Dai, Z., Hydrogeology Joumal, Reviewer

Dai, .. H_'p'drnl_ngmll Seeences Jourmal, Reviewer

ki

Doai, £, Journasl of Hydrology, Beviewer

Dal, Z., National Science Foundation-Division of Earth Sciences, Hydrologic Scicnces Program, propasal
TEVIEWET

| Dai, 2, Shichuan University, China, Adjoini Professor

| Do, &, Transport in Porous Media, Reviewer

[ Dai, £, Water Resources Rescarch, Reviewer

| Daughton, W ., Pancl member DOE Scennfic Grand Challenges: Fusion Energy Sciences and the Role off
| Compuiing ai Extreme Scale

Dieshpande, A, Jowmal nl'lnf;gnn Dhseaies, Reviewer

Dubey, MK, Atmosphenc Cheminary and Phyuics, Reviewer

Dubey, M K . Department of Energy, Proposal Reviewer

Dubcy, M K _, Geophysical Rescarch Journal. Reviewer

Dubey, M.K_, Joumal of Geophysical Research, Heviewer

Dubey, MK NASA, Proposal Reviewer

Dubey, M K, National Energy and Technology Labocatory, Praposal Reviewes

Dubey. M_K_. National Science Foundation, Proposal Reviewer

Fabryla-Martin, ], National Academies of Seience’s Waste Form Technology and Performance
Commuitee, Member

' Favorue, 1, Editonal Advisory Board, Annals of Nuclear Energy

Finn, I M., NSF-DOE review panel on plasma physics, February 2009

Spleivd CPAM Stassdics LA-LM-{0-03508
CPAS Capaliifery Rusien, Jure 8-10, 2000 Page &3



‘ Garimella, R.V., Editor, Special issue of Engineering with Computers based on papers from the | 7th
International Meshing Roundtable held in Pittsburgh, PA Qct 2008

Grove, I.W., Associate Editor, Computers and Mathematics with Applications, Elsivier
Grove, ] W, Adjust Professor, Stony Brook University

Grove J. W, Proposal Review Advisor, Natonal Science Foundation

Habib, S., DOE HEP Early Career Program Panel

Habib, §., DOE HEP Graduate Fellowship Committee

Habib, S., Uncertainty Quantification Panel at the joinl NNSA/DOE SC Workshop

Haffenden, R., Commitiee on Disposal of Legacy Nerve Agent GA and Lewisite Stocks at Deseret
Chemical Depot, 2009

Haffenden, R, Committee on Review of Chemical Agent Secondary Waste Disposal and Regulatory
Requirements, 2007

Haffenden, R., Commitiee on Review of Secondary Wasle Disposal Planning for the Blue Grass and
Pueblo Chemical Agent Destruction Pilot Plants, 2008

HafTenden, R., Committee on Review of the Design of the Dynasafe Static Detonation Chamber (SDC)
System for the Anniston Chemical Agent Disposal Facility, 2010

Haffenden, R., National Research Council of The National Academies, Board on Army Science and
Technology

Hagberg, A A., DOE Young Investigators Review Panel, Fall 2009
Hanse, H., National Nuclear Security Administration, Proposal reviewer

Hanse, H., National Science Foundation, Proposal reviewer

Hartse, H., of National Academy of Sciences Subcommittee on Seismology, Member

Heitmann, K., NSF Review Panel Member, N-body Simulations

Hemez, F., Funding Proposal Reviewer, Royal Society

Hemez, F., Member, International Modal Analysis Conference Advisory Board
Hemeg, F., PSAAP Commitlee member, University of Michigan, 2009

| Higdon, D., Technometrics, Assoctate Editor
Hoffman, N., DOE HEDLP Joint Program proposal reviewer
Hoffman, N., DOE OASCR ALCC proposal reviewer
Hoffman, N., NNSA ASC PSAAP Academic Alliances Strategy Team

rHonm:ll, K., Industnal Advisory Commuttee, New Mexico Technical University, Department of Chemical
Engineering '

Huang, L., Communications in Computational Physics, Associale Editor

Huang, L., Communications in Computational Physics, Guest Edilor

Huang, L., SEG CO2 Subcommittee, Member

Huang. I.., SEG Conference Proceedings, Reviewer

Huang, L., SEG Publication Committee, Member :
Huang, 1., SEG Research Committee, Member ‘
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Kang, ., SPE Journal, Reviewer

Kang, Q., Transport in Porous media, Reviewer

Kang, Q., Water Resources Research, Reviewer

Kang, Q., Zeitschnft fir Naturforschung, Reviewer

Keating, G.. Regional Sustainability Working Group, Initiative for Scieoce, Society, and Policy,
University of Southern Denmark, Odense, Member

Le Bas, P.-Y., Acla Acuslica united with Acustica, Reviewer

Le Bas, P.-Y., Cemeni and Concrete Research, Reviewer

Le Bas, P.-Y., Geophysical Jounal Intemational, Reviewer

Le Bas, P.-Y., Jousnal of the Acoustical Society of Amenca, Reviewer

Le Bas, P.-Y., Philosophical Magazine, Reviewer

Le Bas, P.-Y., Wave Motion, Reviewer

Lichimer, P. C., DOE-SciDAC organizing commilice, Member

Lipnikov, K., Panel member, DOE SciDAC Mid-Term Review of Applied Partial Differential Equations
Center (APDEC), Washington DC, April 21, 2009

Livescu, D., Member in the Ph.D. Comprehensive Exarmunation Committee, University of Colorado,
Boulder

Lookman, T, University of Toronto, Adjunct Professor

Lowrie, R.B., Texas A&M University, Adjunct Faculty

Mohd-Yusof, I., DOE ASCR Review Panel, Reviewer

Mohd-Yusof, J., DOE EPSCoR Review Panel, Reviewer

Mora, C. I, EAR (Earth Sciences) on AC-GEO cornmuilee chaur

Mora, C. 1., Gcodcnma, reviewer

Mora, C. 1., National Research Council Board of Earth Sciences and Resources, Board Member

Mora, C. 1., National Science Foundation Geoscjence Directorate Advisory Comynittee, Board member

Mora, C. I, Nalure, Reviewer

Mora. C. 1., University of New Mexico, Adjunct Professor

Mora, C. [, University of Tennessee, Adjunct Professor

Moulton, J.D., DOE Young Investigators Review Panel, Fall 2009

Moulton, J.D., DOE/Office of Science ASCR Review Panels

Moulion, 1.D., NSERC (Canada) Review Panels

Moulton, J.D., NSF Review Panels

| Moulton, J.D., Organizing Commitiee Member: Copper Mountain Conference on Multigrid Methods,

Biennielly in Copper Mountain, CO, member since 2002. Co-editor of the conferences’ special 1ssues of
Numerical Linear Algebra with Applications since 2003.

Omberg, K., Amencan Chemical Society Committee on Budget and Finance, Associale Member

Omberg, K., American Cbemical Society Commuitee on Chemistry and Public Afairs, Chair

Owczarek, R., Bulletin of the Seismological Society of America, Reviewer

Ovweczarek, R., Classical and Quantum Gravity, Reviewer
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| Owcanrek, R., Journal of Physics, Reviewer

I Cravcenrek, R, Mll"ll’.:lﬂlllﬂl Reviews, Reviewer

Owcezarek, R, Fh:.-lh:nl Review E. Reviewer

ﬂwmmﬂ. R, Physical Review L.em:m Reviewer

Schulte-Felleng, E , Geological Endtt'_v nfhmnu Academic and Applicd Geoscience Relations
Commuatiee, Chanr

': Schultz-Fellenz, E.. Geological Society of Amenca Minoriies and Wmmihm
| Committee, Member

'M',M.AWHLHSMHMMWM“

Sussman, A, Cafe Scmﬁﬁq.:&_dtlw_!}rﬂmﬂ,!-kﬁrr

m:&.cmhdﬁﬂd?nnfﬂm:.m

Sussman, A Expanding Your Horizons Board, Member

'_Sm-r-n.ﬁ_.lm.llmuw:mun in Scence, Vice Presidem

Sussman, A, Umversity of New Mexico, Adjunct Professor

Swart, P 1; Institule Tor Pure and .ﬁ.H;Iliﬂl Mathematics. Member, Board of Trustees -

T Diviston: Advisory Group, Southwestern Biofuels Associaton - involved in Mew Mexico Staie Plan for
Binfucls

T Division: Involved with Mew Mex (oo Algheimer's association for crearing awnreness and funding Tor
Alzhermner’s disease

T Division; PhD Thesls Commitiee (2000:), Megan Murphy, Immunology and Molecular Pathogenesas,
Emory Liniversioy

Toole, &L, Unversty of Missoun, Columbia, College of Engineenng, H;hrd Secunty Adjunct
Professor

Traws, B 1, NASA, Proposal revicwer

Trawis, B.], Naliomsl 5cicnce Foundation, Proposal reviewer

Urbatsch, T Member of edinonial board, Defimse Rescarch Review

Wangz, M., Fuels and Energy Science Journal, Editonal Advisory Board

Wang, M., International Jourmal of Academic Research, Editonal Board Member

Wang, M Imterrational Journal of Non-linear Science and Numerical Smmulation, Editorial Board
Member

Wang, M, Journal of Matenals Science and Engineering, Editorial Board Member

Wang, ML, Jounal of Phyaics and Mariral Sclence, A.i_ln:utr Editor

Wang, M., Jourmal of Porous Media, Editonal Board Member

Wang, M., Muluphase Transpont in Porous Media, Thermopedia, Area Editor

Wang, M., Special Topics and Reviews in Porous Medin-An Imemational Journal, Ediiorm| Board
Member

Wang, M. Special Issue of Micro/Nanotransport Phenomena in Renewable Energy and Energy Efficiency
on Advances in Mechanical Engineening, Gues Editor

Wendelberger, |, R, Technometnes Yowden and Wilconon Paper Awards Comminge

Wendelberger, | B, Technometmnics, Management Commitice
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Winske, D., Adjunct Professor Boston University

Winske, D., DOE Plasma Physics Panel Review February 2010

Winske, D., DTRA V&V Code Review Committee 2009

Winske, D., NASA Magnetospheric Proposals Panel Review January 2010

Winske, D., Nalional Science Foundation

Wohlberg, B.E., NSF review panels

Wohlberg, B.E., Technical Program Commitiee member for [EEE Iniemational Conference on Image
Processing and IEEE Intemnational Conference on Acoustics, Speech, and Signal Processing

Woldegabriel, G., Deep Earth Processes Section, National Science Foundation, Program Director

Woldegabricl, G., Journal of Human Evolution , Associate Edior

Woldegabriel, G., Journal of Volcanology and Geothermal Research, Guest Editor

Woldegabriel, G., National Geographic Society, Washington D.C, Grand Reviewer

Woldegabricl, G., Scientific Executive Commitiee of The Leakey Foundation, California, Proposals
Reviewer

Wolfsberg, A.V., Colorado School of Mines —Steenng Commitiee for Oil Shale Symposium 2009.

Wolfsberg, A.V., External Advisory Board — University of Utah Institute for Clean and Secure Energy
(ISCE), Member

Wolfsberg, A.V., LANL Energy Security Center Leadership Team, Member

Wolfsberg, A.V., US DOE Fossil Energy Subcommittee for Unconventional Fossil Fuel, Member

Wolfsberg, A.V., US DOE, Nevada Site Office - Technical Working Group (Advisory Committee) for
the Underground Test Area Project, Member

Xu, H., American Mineralogist Associate Editor

Xu, H., Neuotron Science Review Commitiee ORNL, Member

Yin, L, APS-DPP 2010 Program Committee

Yin, L, ReNew HEDLP, November 2009, Fredericks, MD

Zaharia, S., LANL, NSF/GEM Program Near-Earth Space and Plasma Focus Group, Chair.

Zaharia, S., NSF Space Wealher grant reviewer.

Ziock, H., Alife XII Conference Program Committee, Member

Ziock, H., European Science Foundation Pool of Reviewer

' Zyvoloski, G.A., Ground Water, Reviewer

Zyvoloski, G.A., [niernational Journal of Offshore and Polar Engineering (for Methane Hydrate),
Reviewer

Zyvoloski, G.A., Journal of Hydrology, Reviewer

Zyvoloski, G.A_, Scidac-¢ proposals, reviewer

Zyvoloski, G.A_, Transport in Porous Media, Reviewer

Zyvoloski, G.A., Vadose Zone¢ Journal, Reviewer
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Albright, Bl EEE Transactions on Plasma Science
Albnghi, B, Journal of Computanons] Fiwscs
" Albright. B, Jourmal of Physics. Conference Serics
Albright, B, Physical Review Letiers
Albright, B, Physics of Plasmas
Alluie, H , Astrophysical Jourmal
Alluie, H , Physics of Fluids Letters
Ambrosiano, ], referee, Risk Analysis Journal, Ociober 2009
Bakosi, )., Phyxics of Fluids
Bent, R, American Association for Arti ficial Intelligence Conference, 2007
Bent, R, European Journil of Operatonal Research
Bent, R, INFORMS Joumal on Computing
Bent, ., Journal of Heunstics
mt':.nl., i, Operations Research
Bem, R, Transponation Research
. _Bml. k.. Transporiation Scence
Bettencoun, L.M.A ., Annals of Physics
Benencoun, LM A, Complexity
 Betiencoun, LM_A__ Journal of Arificial Societies and Social Sumulation
Betiencour, LM A, Journal of Seatistical Physics
Betiencoun, L MA_, Physica A
Betiencoun, L M_A_, Physical Review A
Beuencoun, LM A, Physical Review D
Betiencoun., LM A, Phrysical Review E
Bettencourt, L M.A_, Physical Review Lenen
Beuencourt, LM A, Physics Leners A~
Bettencoun, L M A, Physics of Plasmas
Beiencount, L M A , Proceedings of the: National Academy of Sciences (LSA)
Booth, T, Nuclear Instrumenis and Methods in Physics Rescarch B
Booth, T, Nuclear Science and Engineering |

Booth, T, Proceedings, American Nuclear Society Radiation Protection and Shielding Division Meeting
| 2010

f Booth, T, Proceedings, PHYSOR 2010 &d'vnn:u in Reacior Physacs to Power the Nuclear Kenolssance [
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July 2010, Milan, lialy

Brock, J.;,Scientific Committee, 6th Intemational Conference on Sensilivity Analysis of Model Output,

Brown, F., Joumal of Computational Physics

Brown, F., Journal of Nuclear Science and Technology

Brown, F., Nuclear Science and Engineering

Brown, F., Proceedings, American Nuclear Society 2009 Annual Meeting

Brown, F., Proceedings, American Nuclear Society 2009 Winter Mceling

Brown, F_, Proceedings, American Nuclear Society 2010 Annual Meeting

Brown, F., Proceedings, American Nuclear Society Mathematics and Computation 2009 Conference

Brown, F., Proceedings, American Nuclear Sociery PHYSOR 2010 Conference

Carrington, D.B., Computational Thermal Sciences

Carrington, D.B., Intenational Computationzl Heat Transfer Conference 10

Carrington, D.B., Inlernational Jounal of Hydrogen Energy

Camngton, D.B., International Mechanical Engineering Congress, 09

Carnngton, D.B., Summer Heat Transfer Conference, 09

Chartrand, R., Applied and Computational Harmonic Analysis

Chartrand, R., Computers and Chemical Engineering

Chartrand, R., [EEE Signal Processing Letters

Chanrand, R, [EEE Transactions on [image Processing

Chartrand, R., [EEE Transactions oo laformation Theory

Charwrand, R., IEEE Transactions on Pattern Analysis and Machine Intelligence

Charrand, R., IEEE Transactions on Signal Processing

Chanrand, R., Inverse Problems

Chartrand, R., Journal of Mathematical Imaging and Vision

Chartrand, R., Journal on Computational Mathematics

Chartrand, R., Mathematical and Computer Modelling

Chartrand, R., Mathematical Programming A

Chanrand, R., Research Letters in Signal Processing

Chartrand, R., SIAM Joumal on Imaging Sciences

Chartrand, R., SIAM Journal on Optimization

Chartrand, R., S(AM Joumal on Scientific Computing

Chartrand, R., Signal Processing

| Cbartrand, R_, Transactions on Medical Imaging

4 Coblentz, D_, Eanth and Planetary Sciences, referee

| Coblentz, D., National Science Foundation, referee.

Coblentz, D, Tectonics, referee

Coblentz, D., Tectonophysics, referee

| Daughton, W., Geophysical Review Leters
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| Daughion. W, Physical Review Letiers

| Daughton, W., Physics of Plasmis

Dimonte, G., Phyvsical Review E

Dimome, G., Ph:p__'r'Eganluldn

Favorite, 1., [EEE Transaciions on Muclesr Science

Favorite, ] Transactions of the Amenican Nuclear Society

Francois, MM, Journal of Fluids Engineering. Reviewer

Francois, MLA., Compuier Methods in Appliad Mechanics and Engineening, Rewnewer

mehﬂlqlm.nmlk-mlh Mumerical Methods in Flhawds, Reviewer

Francots, M M | Iniemational Jowmal d'HIlIi‘HI.IE_FhIr. Reviewer

Francoms, MM, Jowmnal of Computational Physics, Reviewer

Fryer, C., Asmophysical Journal, referee

Ganmelia, R V.. Enmneering with Computens

Ganmella, RV, Intemational lournal of Numerical Methods in Engineering

Ciprimells, BV, Intermational Jourmal of Mumerical Methocs i Fluids

Cinanakiran, 5. AIDS Research and Human Retrovirsey

Ganakaran, S . External Reviewer, USDA proposal

ﬁnnmh_umn. 5., Journal of Theoretical Chenisiry

Crnanakarnn, 5., Proceedings of National Academy of Sciences LUSA

maa

Cinanakaran, 5., Reviewer lor Biophysical Jourmnal

Ginanakaran, S, Reviewer for Proseins: Strucrure, Function, and Genetics

__I?imw.! W:.Phymurﬂnid:

Grove ). W, Compuiters and Mathematics with Applications

Gutlraind, A, Annals of Operanions Research

Habib, § , Astrophwsical Journal

Habib, 5 . Monthlv Nonces of the Roval Asmronomecal Socicty

Hanse, H., Bulletin of Serssmologics! Society of America, Referce.

Heiimann, K . Astrophysical Jounal

Heitmans, K., Physacal Review D

Heiimann, K, Physical Review Leiters

Hemes, F . Proceedings, ICEDY™N 2009, Porfugal, June 2009

i Hemez, F., Proceed ings, USD-09 Scientific Commitice, Sheffield, UK, June 2009

Hemesz, F., RI:’H“I. Elsevier Journal of Finite Elements in Anilysis and Design

Hoffiman, N, Physical Review Lﬂlm

Hoffman, N, Mhysics ol Plasmas

Honnell, K, Delense Rntmll"l_h'rl:w

_I-I_u.unl. L. Mun:u in Wave Propagation in Heteropencous Earth, Referee
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| Humng L, Bullctin of the Sesmologscal Socicty of America, Referee

| Huang, L, Communications in Computational Phyvsics, Releree

| Huang, L, Geophysical Journal International, Referee

| Huang. L., Geophvsical Prospecting. Referee

| Huang, L, Geophysical Research Letiers, Referee

| Huang. L, IEEE Transactions on Medical Imaging, Referee

' Huang L., Intemnational Jourmal for Numenical and Analytical Methods in Geomechanics, Referee

Huang, L., Imemational Joumal of Solids and Structures, Referce

| Huang, L., Journal of Geophysical Research -- Solid Earth, Referee

| Huang, 1., Journal of Geophysics and Engineening, Referee

| Hutchens, G, Referee, Journal of Applied Physics

liang, Y, Biophysical Journal

liang, Y., Bulletn of Mmthematical Biology

linng, Y., Cancer Rescarch

llang: Y., IET-Sysiems Biology

Jiang, ¥., Joumul of Mathematical Biology

Jiang, Y, Journal of Theoretical Blnhg

Jimng. Y., Mathematical Medicine & Biology

Jiang, Y., Monlinearily

Jiang, Y., Physical Hiulug'

| Jiang, ¥, Physical Review E

Jiang, Y., Physical Review Leners

| Jiang, ¥, PLoS Computational Biology

| Jiang. Y . Proceedings of Malwonal Acadermy of Science LISA

lohnson, P. A, Applied Physics Leners, Referce

Johmson, P, A, Chu, 5., Aimospheric Chemistry and Physics, refleree

Johnson, P. A, Geophysical Research Letiers, Referee

Johmson, P A, Journal of Geophysical Research, Referee

Johnson, P A, Joumal of the Acoustical Society ol America, Referee

Johmson, P. A, Physical Review B, Referee

Johnson, P. A, Phvaical Review E. Referee

Johmon, P A, Phwaical Review Leniers, Referee

Johmon, P A, Science, Referee

Jordanova, ¥V K., Geophysical Rescanch Letters

J‘m ¥V K., Joumal of Geophysical Rescarch

Keatmg. G, Bulletin of Volcanology, Referee

Kiedrowski, B, Nuclear Scienc and Engneening
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:_l':uu. E.. International Jourmal of Wildland Fires {2007, 2008) and Fire Technology referce.

Lichiner, P. C, Advances in Water Resources, Referee

Lichiner, P C_, Contarmsnant Hvdrology, Referce

llﬂﬂr. P. C.. Journal of Contamunant Hydmlogy. Referee

Lichmer, P. T, w—!-nmlm:h. Referee

Tl T

_Lmh.l-fmﬁhﬂinhpp&dhmmw

Lipnikow, K . IMA Journal of Numencal Analysis

Lipnikos, K., Journal of Computational Physics

_Ln_pikm. K., Mathematics and Computers in simulations

Lipnikov, K, Numencal Methods for Parti] Differentinl Equations

Liprmukov, K., SIAM Journal on Numerical Analysis

Lipnikov, K., Transport in Porous Media

| Lovesew, [v, International Journal or Mumerical Methods in Fluids

| Livescu, D, Jouwmal of Computional Physics

| Livescu, D, Journal of Engineering Mathematics

| Livesew, [0, Jouwmal of Fluid Mechanics

_Lhﬂ:u. [, Physics of Fluids

i Louiia, W, ., Physical Review Letiers referee

Lovwrie, B, Intermational Journal for Numencal Methods in Fluids

| Lowrie, R0 Journal of Computational Physics

Lawrie, R B, Monthly Weather Review

I Lu, £, Advances in Water Resources, Referee
| L, £ Grownd Water, Referee

Lu. £, Hydrological Processes, Referee

Lus, 2, Joumal of Contaminam Hydrology, Referee

Lu, £, lournal of CGeochemucal Exploration, Referce

Lu. Z. Jourmal de. Referee

Lo 2, Jowmnal of Porous Media, Referee

Lu, Z, Mathematical Geology, ASCE Journal of Hydrologic Enginecring, Referec

Ly, &, Matursl Hasards. Referee

Lu, £, Socicty of Petroleum Engineers Journal, Referee

Lu, £, Sichsatic Environmental Research and Hﬂﬁ;ﬁﬂfﬂ_ﬁj.ﬂ:ﬁm

Lu, 2, Water Resources Ronearch, Referce

Masheuk, 5., Annals of Nuclear Energy

Moshnik, 5., Joumal of Physics A

Mashmk, 5, Jounal of Physics G, Nuclear and Pamicle Physics

Mashruk, 5., Nuchear Physics A
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Mniszewski, S., The Lancet Infectious Diseases

Mohd-Yusof, I., Journal of Computational Physics
Mohd-Yusof, ., Monthly Weather Review
Moulton, 1.D., Applied Numerical Mathematics

Moulton, J.D., Numerical Linear Algebra and its Applications

Owczarek, R, Bulletin of the Seismological Society of America, Reviewer

Owczarek, R., Classical and Quantum Gravity, Reviewer

Oweczarek, R., Journal of Physics, Reviewer

Owczarek, R., Mathematical Reviews, Reviewer

Owczarek, R, Physical Review E, Reviewer

Oweczarek, R, Physical Review Letters, Reviewer

Parsons, D., Nuclear Science and Engineering

Pasqualini, D., Energy Policy, Referee

Pasquahm, D., International System Dynamics Conferences, Referee

Pasqualini, D., Joumal of Acoustic Society of America, Referee

Pasqualini, D., Joumal of Geophysical Research, Referee

Pasqualini, D., Physics Review B, Referee

Pasqualini, D., Regional Environmental Change, Referee

Pineda-Porras, O., Ecological Economics

Pineda-Porras, O., Jounal of Pipeline Systems — Engineering and Practice, American Society of Civil
Engineering

Pineda-Porras, O., Joumal of Transportation Engineering, American Society of Civil Engineering

Pope, A_, Astrophysical Journal

Porch, W., Journal of Atmosphenc Chemistry and Physics, Referee
Porch, W ., Jounal of Optics Letters, Referce
Roytershieyn, V.S., Physical Review Leiiers

Roytershteyn, V.S., Physics of Plasmas

Saumon, D)., Astrophysical Journal

_ Saumon, D., Physical Review E
Schofield, $.P., Intematonal Journal for Numerical Methods in Fhuds

Shaskov, M., Communications in Computational Physics
Shaskov, M., Computer & Fluids

Shaskov, M., International Journal for Numerical Methods in Fluids

Shaskov, M., Journal of Computational Physics
Shaskov, M., SIAM Journal on Scientific Computing

Shores, E., Proceedings, American Nuclear Society's Radiation Protection and Shielding Division Topical !
Meeting, Las Vegas, NV April 2010

. Shores, E., Reviewer, Nuclear Technology Joumnal

Sclected CPAM Sianstics LA-UR-10-03508 .
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| Singleton, R, Physical Review E

' Singleton, R_, Physics of Plasmas

Elﬂﬂ'ﬂ P.H. Dmlimm referee
Sl.lll'l'lP H.. E5&T, referee

Staulfer P. H., Ground Water, Referee

Stauler P. H., IMGGC, refenee

Stauffer P. H, Nuclear Technology, referee

Stauller P. H., Vadose fone Jowrnal, referes

StaufTer P I-I . Water Resources Research, referse

Steck, L. K., Jowrnal of Geophysical Research and Pure and Applied Geophysics. Referee

Tﬂtﬁ:. [, Journal of Applied Physics

Tonks, D)., Physical Review Leners

Travis, B )., Geophvsical Resenrch Leters, Referee

Travis, @ 1, ICARLS, Referee

Travis, 8. 1., Journal on Math. Modeling, Referee

Travis, B. 1., Momhly Weather Review, Referee

Travis, B 1, SIAM {Society of Industrial and Applied Mathemnatics). Referce

Travis, B. 1., Transport in Porows Media, Referee

Urbatsch, T, revigwer, 2000 [nermtions] Conference on Advances in Mothemaics, Computational
Methods, and Rencior Physics, Sarmoga Springs, NY, May 3-7, 2009

Urbawsch, T., reviewer, Jourmnal of Compuiational Physics

Urhlti:h T., reviower, Muclear Science and Engineenng

Urbatsch, T, reviewer, Transactons of the American Muclear Sooety

I_Sﬁlﬂly

Urbatsch, T, Technical Program Chair, Mathematics and Computation Dhvision, American Muclear

Wang. M., Analytscal Chemistry, Referee

Wang, M., Apphed Mathematics and Computation, Referee

Wang. M., Chemical Engineenng Communscations, Referee

Wang, M., Collosds and Surfce A; mm-dhmﬁwu.hhn

Wang. M., Commumications in Compuiational Physics, Reforve

ng,_'.'-l.. Compianers & Fluids, Relenee

Wang, M, Computers and Mathematics with Applicanons, Referee

Wang. M., Evergy, Referee

Wang, M., Experimental Thermal and Fluid Science, Referes

Wang, M., International Journal for Numerical Methods in Fluids, Referee

wlﬂg.hLlﬂHﬂﬁmﬂanfFﬁli.ﬂFhﬂ Flow, Referee

Wang, M., Intemational Journal of Heat snd Mass Transfer, Referee

Emg. h'!.-_,.ll;lin.d of Collmd and Interface Science, Referce

Seloctal CPAM Stahiatics L AL 10
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Wang, M., Journal of Composite Matenals, Referee

Wang, M., Journal of Enhanced Heat Transfer, Referee
Wang, M., Journal of Fluid Mechanics, Referee

Wang, M., Journal of Nanoparticle Research, Referee

Wang, M., Jowrnal of Physical Chemstry, Physica D, Referee

Wang, M., Jownal of Renewahle and Sustainable Energy, Referee

Wang, M., Journal of Spacecraft and Rockets, Referee

Wang, M., Langmuir (2008); Referee

Wang, M., Microfluidics & Nanofluidics, Referee

Wang, M., Molecular Physics, Referee

Wang, M., Nanoscale and Microscale Thermophysical Engineering, Referee

Wang, M., Numerical Heat Transfer, Referee
Wang, M., Physica A, Referee
Wang, M., PIME-Joumal of Engineering Manufacture, Referee

Wang, M., PIME-Journal of Mechanical Enginecring Science, Referee

Wang, M., Sensors and Actuators B, Referee

Wang, M., Transport in Porous Media, Referee

Wang, M., Vadose Zone Joumal, Referee

Wang, M., Water Resource Research, Referee

Welling, D., Journal of Geophysical Research

Welling, D., Space Weather Journal

Wendelberger, J. R, Technometrics, American Sialistician, Physics Lerters A

Winske, D, Journal of Computational Physics

Winske, D, Journal of Geophysics Research

Winske, D, Physical Review Letlers

Winske, D., Physics of Plasmas

' Winske, D.: Geophysics Research Letters

Wohlberg, B.E., Electronics Lellers
Wohlberg, B.E., EURASIP Journal on Advances in Signal Processing
[ Wohlberg, B.E., TEEE Signal Processing Letters
Wohlberg, B.E., IEEE Transactions on Instrumentation & Measurement

Wohlberg, B.E, [EEE Transactions on Signal Processing

| Wohlberg, B.E., Pattern Recognition

Wohlberg, B.E., Transactions on [nformation Technology in BioMedicine

Zaharia, S., Geophysical Research Letlers

| Zaharia, S, Journal of Geophysical Research

Selecled CPAM Stabsiics LA-UR-10-03308
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Classified Reports
The follorwing v thowy the clavnfied reporty by U PAM capobity arvo ilafl s wbavitied by sigl]

2262009 Presentation 1o Secretary of Encrgy, Washington, DC: 2 clnanified videos prepared

2% MECDC Confoence Procecdmes: 3 LA-CPs submilied

2009 NEDPC 10026-30, 2009, LLNL: |7 LA-CPs submitted

Boost Fest April 7-10, 2009, Sandia National Laboratories, MM 2 LA-CPs submitied

JOWOG 42, 6813, ml&. AWE United Kimgdon- || LA-CPs submitted

LA-CP-09-00119, 2005, SRD, NMR and EPR Studies (L)

LA-CP-09.00 142, 200F, OUD, Faie and Transport of Plutonium in Subsurface Environments (L)

LA-CP-09-00171, 2009, SRD, EMP Waveform Calibration and Digitizanon Projeet (L)

I_LA-CP-W-NIH. 2009, 8/A, Comprehensive Test Ban Treary Evasion Scenanios and Their Bearing oo
LIS Treaty Ratification (L),

LA-CP-09-00247, 2009, OUCO, Amplitude Tomography in Eastern Ewrasia (1)

LA-CP-DR00259, 2009, SMNEL, Ground Baud Muctear Detonation Detection (L)

| LA-CP-09-00325 2009, OUO, Passive Acoustic Detection (U}

N

[A- CF-I]‘?U[]'I.}H.II 2008, FOUD, LANLOSOOS| 321 SignniuresShM Fessenden Task 1 Solveni
Signotures in EMuents Leaving LANL Faciliry (L)

ey o p—— g

LA-CP=09-00502, 2009, FOUQ, LANLOBDOSL 32T SignaturesSNM Fessenden Task 2a Solveots in
Watershed (Moriandud Canyon) Control and Propagation (L)

LA-CP-0%-00503, 2009, FOUD, LANLOSDOS] 1321 SignaiuresSNM Femsenden Task 2b Solvent
| Signature Propagnation in the Environment (L)

| LA-CP=09-00%04, 2009, FOUOQ, LANLORDOT] 132} Signarures’SNM Fessenden Task 3 Solvem
| Signature Development wathin the LANL PU Fagilivy (L)

LA-CFMS}B II'.‘!l"i SRD, hmmﬂmﬂmlmmﬂﬂlﬂm

el

| LA-CPA09-00554 "‘[I'I'll OUO, Fall Tass Scismic Collection - LANL (L)

Lﬁ-{‘F-ﬂ'}-ﬂl Iﬂ] EIII'J mﬂ Pation Howard J Souwrce Model Development: Yield Estimanon (L)

LACPa.01 104, 20009, OUO. Penon Howard J Source Model Development | Why ks I Imporam? 2
Outuanding Problem - - Shear Wave Generation 3 Approach 4 Important Next Seps (U)

LA-CP09.00 121, 2000 17), OU0, Feassbibity Of Ternherz Imaging Of HME (Home Made Explosivesy
| Pan I-Do HME Compounds Have Unigue Signatures? (U)

e e e s et e

LAIFMIH} 2009, QU0 Acoustic Time Reversal Passive Acoustic Detection (L)

| LA-CP-9-01 540, 2009, OL'O, Stable lsotope Signatures of Noclear Processing {Task 8) O LANL
Signatures and Observables FY 2009 LA-06-SOP-525-PD09 (L)

LACP-0901 841, 2009, OUO, LANL 080081 1321_Fessenden (L))

LA-CP-09-011629, 2009, OUO, Report on the LANL Scismic Ad-Om To the Full Toss Experiment (L)

LA-CP-00:01 645, 2009, SN5I, Precise Relntive Relocation of the May 25 2009 North Korean Event (L)

. Weapon Science Capability Review, LANL 372509 | LA-CP subrmitted

i
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Technology Transfer and Licensing

The following fun inclodes parenl disclonires, paleal citations, and license and rayalty income ox sabmitied by stafl,

Ambrosiano, |, ongoing tech transfer ¢ffort to commercialize Visual Crosswalk and Analysis Tool
| (VCAT) copyright assertion and patent applicarion filed Apeil 2010

| Bent, R, LA-CC IEISS version 3.x

Bent, B, LA-CC LogiSims version |.x
Clancy, 5., Royvalry fmlicmiui‘ﬁﬁﬂi&upmmrmlleﬂmﬂﬁm

Code Mame: Cubat to KA1V A-4; Classification Review Number: LA-CC-09-098; Expon Conirol
Classification Mumber (ECCN): EAR99, B&R Code: VT0401000

Code Name: KIVA-3V, Version 2 (C10062); Classification Review Number; LA-CC-10-035, Expori
Control Classification Number (ECCNj; EARSS; B&R Code VTINO1000

Code Mame. KIV A=} (C10064 ), Classification BEeview Mumber: LA- EC I!Il-l'tlH Export Control
Classification Number (ECCN). EAR99. B&R Code: VT0401000

Code Name. KI'VA-Impi (C10013); Classification Review Number: LA-CC-09-103; Export Control
Claszification Mumber (ECCN): EARYS, BER Code: VT0H0] D00

Copyright disclosures exist for all codes in the LAACG sofiware repository. Document conirol
numbers are: Parmieq (LA-CC-10-D46]), ParmiegM {LA-CC-10-047), Pormela {LA-CC -88-030), and
addinonal free software LA-CCs. The controlled software is disimbuted without eharge 1o US national
Izbormionies and universities. All commescial use or use in foreign countries requines payment of 4
license fee The licensing income vanes, in recent vears we collected approximately $20,000 in fees
pex vear. The controlled sofbearare 15 also export controlled, dall foréign requesis are going through a
CAUSSAOTS, TEVIEW.

EES- 14, Patent application (2007) | 1/894.63)

EES-14, Patent application (2007) 60/936,961

EES-17, Paient apphcation | 2007) 50790 | W3

EES-2, Invention disclosure (2007 5100060 20050154

GENIE - Licensed 1o two companics. one for the remole sensing leld of use and one for the
bimedical ficld of use.

&m.Lhmu;mlmwh_npmun

e ——

Invention disclomure (2007} 50 | ITEVL200T0T |

Inveniion disclonse (2007) 511279012007 004

Invention disclosure (2007) 51 1287312007 HXD
|m:miﬂm::mm51 12896/ 20071 18

Imm“@pﬁlllﬂ#ﬂﬂ!ﬂll

Invention disclosare (2007) 511 29241200802 |

Invention disclosure (2007) 5 | | 292471200802 |

PN SR

Invention disclosare (2007) 511292671 200802

Invention disclosure (2008) 51 1 793671 200803 3

Invention disclosune (20081 5 1 | 29602 00K05 $

Selevicd CPAR Stalmas [EEL AT L]
CFAM Capahidily Kevers, Jase 810 1010 Fage T




. Invention disclosure (2008) S116236/1.2008107

Invention disclosure (2008) S116236/1.2008107

Invention disclosure (2008) S116270/1.200902)

Invention disclosure (2008) S116270/1.200902]

Invention disclosure (2008) §116270/L2005021

Invention disclosure (2008) S116277/L.2005027

Invention disclosure (2009) S104546/1.2005055

LA-CC-09-010, 2/9/09, (UCNI), RAM-SCB vi.0

Ortega, F., Assisted Technology Transfer Division to provide an exclusive license for the serial
version of the General Mesh Viewer (GMV) 10 CPED Software LLC.

Part of the PCT Patent (S-112,799) filed by Duke Unuversity: Acute Transmined HIV Envelope
Signatures

Patent application (2007) 7179602

| Paient application (2008) 12/033,789

Patent application (2008) 12/033,841

' Patent application (2008) 12/249,953

Patent application (2008) 12/249,953

Patent application (2008) 61/126,299

Patent apphcation (2008) 61/130,938

Patent application (2009) 12/463,796

. Patent application (2009) 12/463,802

Patent application (2009) 12/476,081

Paten( application (2009) 61/170,070

Toole, L., Sofiware disclosure: RCME (Renewable Capacity Mii Estimator) issued 2009

. Sclecied CPAM Stanshics LA-UR-10-03508
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External Awards

The following list includes R&D 100s, Narional Academies memberships, and other external (non-LANL) awards.

American Statistical Association SPAIG Award (Statistical Partnerships among Academe, Industry, and
Government) in recognition of collaboration between the Los Alamos National Laboratory Statistical
Sciences Group and the lowa Siate University Statistics Department.

Brown, F., Best Paper, American Nuclear Society Nuclear Criticality Safety 2009 Conference

Haruta, Amon, DOE Award, Qutsianding efforts in the China Deployment (ARM - Atmospheric
Radiation Measurement), 05/09

Hemez, F., 2010 Society of Experimental Mechanics Dominick DeMichele Award

Maskaly, K., 2009 R&D 100 Award (Artificial Retina Project)

Meyer, Clif, DOE Award, Outsianding efforts in the China Deployment (ARM - Atmospheric Radiation
Measurement), 05/09

Nitschke, Kim, DOE Award, Outstanding efforts in the China Deployment {ARM - Atmospheric
Radiation Measurement), 05/09

Roybal, Louella, DOE Award, Outstanding efforts in the China Deploymeni (ARM - Atmospheric
Radiation Measurement), 05/09

Sanchez, Tania, DOE Award, Outstanding efforts in the China Deployment (ARM - Atmospheric
Radiation Measurement), 05/09

Team, 2008 Defense Programs Awards of Exccllence, National Nuclear Security Administration
(NNSA), CMR Consolidation/Risk Mitigation - 30 Team Members, 2009

Travis, Bryan, R & D 100 Award, R & D Magazine, Anuificial Retina, 11/09

Vrugt, Jasper, 2010 Young Scientist Award, European Geophysical Union (EGU), Recognizes young
scientists who have made significant contributions to any field of geosciences within seven years of
completing their Ph.D, 10708

Selected CPAM Siabstics LA-UR-10-03508
CPAM Capabulity Review, June 8-10, 2010 Page 80




. ISTC CPAM Statistics
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S
FY10 Metrics Template
ISTC CPAM relevant

A. Graduate Level Courses and Participation
CAD Categony: Education Programs
CAD Description: _Graduate level courves offered at LANL jointly with partner Liniveritkes, and the number of students participating m them
DirectionsDefinitions: Enter ALL courses alfered [Student Raiing will thow which courses "Took")
QTR {1,234} Acadermic Semadter (Fall, Wintes,

Imstitute, Academic Courss

Canter Semester  Numbser University Course Titke Siudent Namey /g \ _:.

| B fall | ao09 T wti) Detaction Theary | |
[ E fall | 2008 UCSD Array Mrocessing | I .
| 15T Fall | 2009 LMCSE Sensnr Nehwork

15T fall | 2009 LAChE Knowiedge Systems | =

| i | mnd Data Af EyTICE | =
I5T1 | fall | zooo 1 LICSE
I5T Tutorsl eafrming Thka
2005 ot Uibyedd
OCaTa T

B. Participation in Research Collaborations

CAD Category: Linlwersity Technicsl Colisbeistion

CAD Description: Stusents and LANL sisff pl:l'l:n':ll-ll.lr" b reasadh Colla bor StAond

Directions/ Definitions: I.anm fList Linkver Wy rESENITR propEdl B Bsocated with)
sty ior LANL

gpromnd_ Name/Title of Research Projec R ——
Ewtenshe list of collaboratns n 5T areas
indludmg modeing and smdataon, HCF musd hine
leSrnIng S1C
C. Technical Papers

CAD Category. University Technical Colsboratons

CAD Description:  Technical papery published

Dirpcticnu/ Defimbons MMHMMIM“MMMM sctual publcationd wil be reported

g e

EmSUutes . . . " - Date Subrmsiiied Date ol Publication

L Pubilication Titke
Center

Mot Applicabls o ths request | | | |




D. &fmnu (and mmﬂup}'lﬁnntﬂlm

CAQ Categony:  University Technical Collaborations

|_CAD Description: _Presentations at national or international conderences

| Directions/Definitions;  Type of presentation [Poster, Presentation, Panel)

Note: List NOM-national or infermatipnal confersnces or 1 i leciurey helow n "G"
Institute/ Typa of
r_ T (it Y n. Title of Presentation Mame ol Presenter
CEmlEr Fredsniation
ISTL 1 Presentathon EqisaTacn-Fres [mplemeniation | Frank Mexander, LANLINST -OFF Cannes fod ComPulalDng] SCsenoe S mands
of Statistical Moment Closeres oLt i ity

Bertitiari, ol et el TG TS

Novembey 13, M0

V@

Ty
DL}

109 |

E. Conferences and Hnrklhqpl {ﬂr!lnbﬂl. Funded or I‘qlpnrhdf}

CAD Cotegory: Sclence snd Engineering Development

CAD Description: Conferences and workshops organited or sponsored by PADSTE institutes

Diraction /Delinition: T'.'pq-uf Event |Conleence :r'.ll'u'hm-pl

ettt e

1 0t Event Mame/Locatson fDate LAML kmmvobvermeer
Cmivler Lwernt
ISTC 1 Conference | Lot Alsmas Compuber Science Syrmpotiam Dpaninsd, LAME &nd ealeimial pariigants. Lot 8ol Jvailabis
(LACSS) 2000 Sponsored Comeeties member- Adolfy Honee, Chair, Lo
Supported Almas Nathional Laboraiony, Frank Alesanger, Los
La Fonda Hotel, Sarta Fe. Wk Al Mational Laboratory; Bén Bergen, L
Az Natonad Laboratony, lack Dongama,
Oesober 1314, 200% Linnepriily of Temnsdiss Shiran Hatnl, Lod
Almgs Nahiong! Laboratory; Whilam Harrod,
DARPA, Thur Hoang, MMNSA, Fred johnson, SAIC,

Doug Kothe, Ok Axdge Natonal Laboratory
Stephan Les Los Alamos NaDonal Laboratony,
D Margues, Offce of Scierce; Al McPherion,
Liors Almads Natong! Latoratany; Jose Manog, N5k
Dan Heed, Microsoft. Stephen Scot, Oak Hedgs
Matsongl Laboratony; Horst Wmon, Lawrence
Berheley Nationd! Labarainey, Andy While, Los
Alarmo Matignal Laboratory

STC | 1 Workshop nic 'r"u1l|:-l| :h-r-c-r of NAaLE Wl Derlagn -1. Qrganded Tweraky Loo&mean LAH LT-4; loanne Wendelberger |
SO Ty Soamdied, Funched LANUCS 6. [d Kober, LANLANST-0FF . Xigngoong
Ehmg. LASIL T4, Vrginee Dupont, LANLT-1; Marcel
LARP, Room O3 &0 Pora, LANL/T-4, Har Dahal, LANLT-3, Stephen
Sontay, LAN CCS-2. Prasanna V. Balethandrmn
Sowernbsed 8 10, 2005 Towa State Univarsity, Harl Marayanan, 8MIT,

Rodney MeCabs, LANL/WST-6; Clhang Sun Eong,
Towed State Univerity; Katharine Page
LANLAANSCE-11; lirm McGuffin, Case Westerm
Heddree Linhariity; oaller Eyert, fl-l.-l';“]'..ll"l
Liriveriity. Frank Alesander, LANLSINST-0FF

el

Yel

[ PEL}

i1/t9409




Wornhop

' Fr-11 LDRD-DR information Soence and ﬂimn’

Techsotogy Grand Challenge Town Hall

LANL fStudy Cemter, Cochitif)emer
Conlarencs Room

MNowember 24, 2005

Doug Berning, LANLAAT-L Malcolm Boshier,
LANLIP-J1; Paul Dotion, LANL/ADTSC; Josnns
Wandalberger, LANL/CCS-6; Lawrence Cox, LAN:/
CCSD0; Willlam Hisvacek, LANLT-6; Jared
Drelcar, LANL/PADSTE; William Priedhorsiy,
LANL/LDAD-PO

L

Yo

(£2)

1/16/09

wornihop

Oata Fusion Workshop Challenges in Data | Organiged
Fusion |1 Mathods & Algorithms

Study Conter, Jemer Conference Room

a8/272009

TI5K MIKE ACS-PO; SHLACHTER JACK ADEFS;
RISHOP ALANADTSC, DOTSON PALIL ADTSC,
[k wA TATIANA CC5-3; EIDENBENE STEPHAN
CC5-5; RASIVISWANATHAN SHIVA 0053 GRAVES
TODD CC%-6; HAMADA MICHAEL OCS-6; COX
LAWRENCE CC% DO THCIRP J0kN CC5-D0;
LETSHMAN DEBORAH D-f; SENTE RAHI D-6;
ROMAN IDAGE HPC-1, SPLARING ANDAREA
PEMELLY" MPC-1; CONMNOR CARDLYM HPC-5;
LOMeCARK MG HPC-5; ALEWANDER FRANY IMST-
QFF, SALER SANCY IMST-OFF, GEDRGE 06N P.
T1, SCHMIDT DAVID P-21, CIDLLENT BAARY Litity
SPRPO-RL, POWELL LANES SPRFDRL, WARREN
MASCHAEL T-2, MAGHEE NG AN T-5 REDONDO
ANTONO T-00

ISTC 4

wtkihop

Data Fusion Workshop AiChalienges i Organirad
Dhata Fusian 1. Applications

Study Center, lemes Conferenoe Soom

WATIH005

SHLACHTER JACK ADEPS BIEHOP ALAMN ADTSL.
OTS0MN PALNL ADTRC, CHALLACDAIDE FEAM B-B;
STRALISS CHARLIE B-9; BLANCHARD SEAN CC%-1:
DHOIENA TATIANA CCS-3) EIDEMBEMT STEPHAN
CO5-3; MNISTEWSK) SUSAN CC5-5; GRAVES TOOD
CO5-6; BENT RUSSELL D-4, CASH LEIGH D-4,
DAUELSBERD LO#A D-4; JENSEN MARK D-4
SHDMUSEN BEMIANIN D-4; SENTE KARI D-6: LOWE
RSO HPC-1, SPEARING HELLY HOC- | CONBMOR
CAROLYN HPC-5; FIELDS PARKS HPC5)
TOMLENSOM BB HPC-D0; MEIL JOSHUIA |AT-F,
ALEMANDER FRAMK INST-OFF, BEWLEY THOMAL
IMST-OFF; FARRAR CHUCK INST-COFF | FLYNN L RIC
INST-0FF; HARVEY DUSTIN INST-0FF; MORD ERE
IMST-0OFF; SALIER WMAKNCY INST-0FF) TAYLOR
STUMART INST-0FF; FRASER ANDY 1502

STC 2

Emu!ldprlihm Organized
Chaco Ballwooem, inm AL Loremo, Santa Fe

8/31/2009




worinhop Lligntt gl Miodetd 10 Hseis ntectlous

baciErial Daaase Mages [Dec 717 009

oo I [ hirate Scierc e L hallerges a.":!.-l.'; 1'.'1.I.:r.r.|-|
dynaEmics coupheng Wikl intrastfucture
desgn, Trandport and maedh adaption
10202009

——— -

Conference | Los Alamas Compuler Science Syrmpodlum

15T workshop paraliel Data retreal
IGPp 2009 | workshop Farmafrost modeling strategy
.
IGFP 04 warkshp lce sheet modefing
Quartum | 2008 | workshp Quantum Information procesking
ind
i 2010 I

- e
-

B ————

A, Hpise chale

CRLILANL organizers

| LaANL =g uliaple
infiiv@rkities and A
(LR

LAML W] Bt ipie

1 ] —— — r-

LAN] Ied, e angl

PG

F. Joint Research Proposals

CAD Calegory: Science and Englneering Development

CAD Description: loéni ressarch proposals submirted

b oty
Lt er

Proga

L

Dirmctiom/ Delinitiond: intemnel [Le. LDRD)
oD weh unbess Leadey sudhonipes dtributicn)vieadss of informaton . Shouid have LA-LIR

It should not be

kntermal
ol

Eutedmal

| A b e neguesl

Funding Funding
Ay arded

Hagiested




Seminars, Lectures, Meetings, Summer Schools, Outreach, Other Activities

Category: Internal only

Description: Summer Schools, Seminars, lectures and meetings, other activities

cipation (Presantation, Poster, Organized

.r‘md's 150

Directions/Definitions: Inciude activities, including Conferences and Workshops, NOT included as National or International Conferences and Workshops above in "E”
include activities that are Non-Institute that we provide Admin Support for — list Institute as “Admin”, type of participation as “Admin”
Tvpe of Activities (Seminar, Lecture, Meeting, Conference, WQrkshop, Summer School, Outreach, Other)
ad, Admin}

Mames of Pars .flp.?ﬂ‘lt‘;,"i.'_']!‘ﬂ

Institute Type of = g oy
Canter Activity Participation Tithe of Activity/ Location/Date Name of Contact/Org
ISTC 3 Seminar LANL ISTC Seminar: "Epistemology of | Frank Alexander, " No roster taken at CNLS per
Small-Sample Classification” Institutional Host, Garret Kenyon and Frank
TA-3, 8Idg‘ 1690, Room 102 LANL/INST-OFF Alexander. Sixty attendees
(CNLS Conference Room) maximum can attend the
0/14/2010 Garrett Kenyon, Technical seminar.
Host, LANL/P-21 , )
ISTC '3 ! Seminar LANL ' 1STC Seminar: "Robustness and Frank Alexander, No roster taken at CNLS per
Plasticity In RNA" Institutional Host, Garret Kenyon and Frank
TA-3, Bldg. 1690, Room 102 LANL/INST-OFF Alexander. Sixty attendees
(CNLS Conference Room) _ max!mumcan attend the
4/21/2010 Garrett Kenyon, Technical seminar.
| Host, LANL/P-21
ISTC 3 Semtnar LANL ISTC Seminar: "Scheduling for Frank Alexander, No roster taken at CNLS per
Small Delays in Multi-channel Institutional Host, Garret Kenyon and Frank
Wireless Networks” LANL/INST-OFF Alexander. Sixty attendees
TA-3, Bidg. 123, Room 121 maxirmum can attend the
Garrett Kenyon, Technical seminar.
(T-DO Conference Room) Host, LANL/P-21
4/8/2010
ISTC 3 Seminar LANL ISTC Seminar: "Statistical Frank Alexander, No roster taken at CNLS per
inference for Dynamical Institutional Host, Garret Kenyon and Frank
Structural Biology" LANL/INST-OFF Alexander. Sixty attendees
YA-3, Bldg, 1690, Room 102 maximum can atiengd the
Garrett Kenyon, Technical seminar.
{CNLS Conference Room) Host, LANL/P-21
$/19/2010
ISTC 3 Seminar LANL ISTC Seminar: "Time Seciesof | Frank Alexander, | No roster taken at CNLS per
Attributed Graphs" Institutional Host, Garret Kenyon and Frank
TA-3, B|ds. 123, Room 102 LANL/INST-OFF Alexander. Sixty attendees
{CNLS Conference Room) . max'nmurn conatiend the
| $/12/2010 Garrett Kenyon, Technical seminar.
1 | Host, LANL/P-21




G. anhnn, Lectures, Meetings, Summer Schools,

Other Activities

| Cotagory: _ intarnad anly

| Sammar i

¢ Inchide activities, inchiding Conferences and Workihops, NOT included as NMational or International Conferences gnd Workihags sbowe in “E°
inchide activities that ore Non-institube that we provide Admin Support for - list Institule & “Admin®, type of perbcipation 51 "Admin®

lectures and meeti other actitiis

Tmummmlm.ummmmﬂummmp,mmmm

e ol

Actiity

1
Participation

Tithe of Activity)

L oCationyd Date

Namie of Contact)/Org

MO roster ke 3T CNLS pov
Gadtnel Kedrpon Sl Frimk
Risagnier, Saly slienoees
BRI LA BrEnd The
TR

Srurtures Tor Wi et
Tramsformi &nd Multats Filter
Hanas

TA-3, Bldg. 1690, Roam 102
[CMNLS Conference Radam |
/10420310

I5TC | e minar LAMNL ISTC Seminar “Understanding | Frank Alexander,
Cyberottack as an instrument of | INstiTutional Host,
L% Policy” LANLANST-LFF
" 1: BH;‘ S, T Garrett Lenyon, Technica
LENLS Conferente Room) Host LANILF-21
43512010
ISTE 7 | Seminar LANI ISTC Preseniation: *Memory 8l | Frank Alemancier,
Different 1rmeicales” ErvstAtioriad Ho,
TA-3, Bldg. 1650, Boom 102 LANLANST -OFF
JENLS Conderenice Rogem |
Garre] KEsnpan, TachmLal
o Hont, LANL/P-2]
15T s Serminad | LA ISTC Spmmar. “kooounting foi | Frank Aleaander
Hlrsd regdd 1A T e RS,
Opd i ioe Based LAMLIMS T-0FF
idend fa aBeom ol Monheesa
Bihiabads® Tt Ky, Ted el
Most, LANLMP-T1
TA-1 Bldg. 1660 Roam 107
(CMLS Conferente Riopir |
100
ISTC [ . St inad LANL i '-'1..' :l.""'..ll..l.' 'iﬁ.l‘rfil.ll“lul.l":i'i.'. ‘T'.lllh Alaadr it
Gmomtruction lor Muon ALt mal e
—— LAMLAMST-OFF
sk - 20, e 104 Carrett Canyan, Technical
| CHLS Conferends Rgdm Haost, LANL/P-21
X0
I 15T 1] 2 gy LANI ST Seminar “Group Lifting | Franm &lamande

mabtituliomal Fow
| LARLANST-0F

| Garratl Emnyon, Technical

| Flost, LAMNL/P-01

Mo rotlEr TEesn B CNLE pav
Gamet Kemwyon and Frank
Alswarpiar LTy aitandsss
rrarmmaem. can attend the

L e

No rostef taien 5 CNLS per
Garret Lamyon and Frank

Alsngndas Saly sllernias]
mas e cen attend the

BETHOET

Na raster taksn at CHLS per
Gatrel Kenpon and Frank
Mewanider Sty arfendesas
FEARETIT s BTTEnN The
BT naAT

Mo roster taken ot CNLS pesr
Garrat Kanyon and Frank
Alemander. Sikty attendiess
miaasmiarm can attend the
sEminar
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[ Catagory: _internal cnly

| Oescription: Summer Schoals, Seminars, lectures and

o activitr

Dirsction/Definitions: include activities, indhuding Confersnces snd Workahopy, NOT inchuded 23 National or Intermational Conferences and 'Workshops above In "E*
Inchuds aefhities thal #re Mon-inniiute thal we provide Admin Support for — lat Institute & "Admin®, type of particlpation & “Admin®

Tﬂimm mmwm mmmm Dither]

Mamas of Part

Institutionsl eoet,

Gafrell Kenyvon, Technical

Mo ropter Thken ol CHLS per
Garret Kemyon and Frank
Alexander. Sty aTEndesd
masimum can alttend the
LErTHnAR

LpmrrEtl Lervpon Tl il

MO MOStes Tahen #t ';. 'll"l- P
Garret Kemyon End Fresk |
Alsmzngder Sty attendes;
IR Con STEemd T

SEFGS

gt itusnal Mok,

Garrett Keryan, Techncal

Garret Kenyon, Technical

| 5T I | Semenar LanL I5TC Saminar: “fieratve Bloa Frank Alawander,
I Redwction far Multwariaie
L moothers” LAMLSINST-0FF
Th-3, Bldg. 1690, Hoom 12
1
|CMLE Conlerance Room| Mo, LANL/P-21
31342410
I5TL 3 SErminar LANI ISTC Seminar “Quantum Ly Frank -ﬂ-lrilndl.-l
Dispfibution; Longer Nenges and | INSINUTIONE! Host
Stromger SECutity with LANL/S T8
Supenonducting Detecton and
Decoy Satey' vosr, LANLP- 71
TA-3; Bidg. 1650, Room 102
(CMLS Conferance Boom)
L2010
ISTC I 2 R i lal 1 LAML STC Semuing "Radkal Cprmaehy i | Frank Aeaandded
Leamming Theory™
TA-3, Bidg. 1690, Room 102 LANL/WST-OFF
(LS Conference Roam]
A0
. N & '!...:_'I.'u | Host, LANL/P 21
£TC 2 Lo g L.i.!u.. r ETC Serminar "Statibcal Frank Alesander
Anaomaly Detection with rgtitutional Host
asgpications in CyBersscurity” LANL/INST-OFF
TA-1 Bldg. 1630, Eopm 102
[CMLS Conference Rgom) Host, LANL/P-21
Af14f20L0
|_|3T':'. 2 S&minar LAMI| ISTC Seminat AdState and Frank Algsanoe

Parameter Estimaton in Models
af Manlinear Systems”

Tha-1, Bigdg. 1630, Room 102
(ENLS Conference Room]
drdadonn

Imstituteonal Hasl,
LANLAINST-0FF

Garrett Kemyon, |echnasl
Hiorgt, LANLP-I1

. Mo roster @3ken at CNLS per

Garret Ksnpon and Frank |
Alpwgnder. Sty attendess
AR can atend the

semilnar

Mo raster taken at CNLS per |

Garrel Keryon and Frank
Alewander, Siaty attendees
FRRETILT Can attend the

N e

."'q:'\- ||1-..1.p.- tEkEn 30 CNLS Det |

Garme? Kenpon and Frank
Rlewander Sty sthendees
s Can aftend the
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G. gnh.n. Lectures, Meetings, Summer m’m.. Other Activities

Category:  Internal anly

Description: Summer Schoals, Sam

Inass, [ectures and meetings, other activites

Directions/Definitons: nclude actwvities, including Conferences and Workshops, NOT included & Netions| or internationsl Conferentel snd Worlahops sbows n T
Inchude activities that are Nor-Institute that we provide Admin Support for - ket institute a3 “Admin”, trpe of participation  “Adown”
T1.-p|- u:kﬂnthﬂhmr,hmm hhrun;.cmhum mmmmm

Type of
BLtivity

Seminar

Type of
Particepation

LANL

Title of Activity/ Location/Date

Fredcative BMatuniy A
Claantitative bdstric lor
Dptimizing Comales Simeilations
vid Syitematic Evperimienisl
Validation

LANUACNLS Conl. Aocm

10V 14/ 100

I5TC 1 Saminar

LML

| Mumerical Aspects of image

Segmentation
LANL/CHLS Conl. RDom

10212009

I5TC 1 Sarminad

LAMNL

B i et St;!{:_r.'l" ared
AsCanpt DpEraTing
Charactaratad

LANLATNLS Conl. Mo

110 S

ISTC 1 SEMInET

LANL

LLFsing Mesuaf Oy LD 3l

letar by 10 Bdsdssre Corceptual
INCEETa T DE Nare g
Wlethematscal sl &S

1 eV TN

LAMLACHLS Cond Room

L1400

ol Combecl Oy

v ACBIvTEL PR

| Speaker, LANL/N-3 &

Clempnn Unsees iy

Frank Alrasnder
IAFTITLDOAES O]
LAM]INST -OF F

Garret] Keryon, Ted Bl i
Homt, LAMLAP-21

Arama btatehh Speaker
LAMNL N2

Frgidk Adewgnier
e bt wrinbengd Hot
LANLANST-DEF

Garrett Kgryon, |echnags
M, LANL/®-21

Anty Fraser, Speaker
LAMNL MR 2

g Aol ares
EAATTE LD HoEt
LANLINST-OFF

Garnett Kenyon, Tedhastal
Host, LANL/P-21
Armvy Gutharmaen, LANLAT
.

F

Framk Alesander,
iratifutsomal Host,
LAMLNIMST-0FF

garrett Kenyon, Techmcal
Host, LANL/P-24

MG rodled tken i CNLS o
Gatigl Kgenypon and Frank
Alpigrderd Lty atteedes
e Tm e Can Siena 1R
e [G7)

|
Mo roaler Lanen gt CHLS p&r

Garet Lerypdsn g Frana
Alenarder iy Sitendesy
FrEnirfyr (i rtered the
we=rindy, (G}

Mo FEARET Takan ot CHNLS pav
Garret Lersyom and Frank
Algsander SiaTy Frtendoei
aasTiurm Can dlEnd the
fi Fanar (]

Mo rosier Enken af CHLS pér
Garrat Kepyon and Frank
Aleapndiry Sy gtieEndesy
Pl Can aEtongd he
pEminar. (5]
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G, 3&“13“, Lectures, Meetings, Summer Schools, Qutreach, Other Activities
| Category: Internal only
Description: Summer Schools, Seminars, lectures and meetings, other activities
Directions/Definitions: Include activities, including Conferences and Workshops, NOT included as National or International Conferences and Workshops above in “E”
Include activities that are Non-Institute that we provide Admin Support for —~ fist Institute as “Admin”, type of participation as “Admin”
Type of Activities {Seminar, Lecture, Meeting, Conference, Workshop, Summer School, Outreach, Other)
Type of Participation (Presentation, Poster, Organized, Supported, Funded, Sponsored, Admin

Institute/ Qtr Type of

Names of Participants/Org ' st CAO Place
Sesiy B Report on Web

Title of Activity/ Location/Date Name of Contact/Org

Center Activity Participation
ISTC 1 Seminar LANL Coarse-Graining Agent-Based Professor Yannis Kevrekidis, | No roster taken at CNLS per Yes 11/26/09
Computations: Eguation-Free Speaker, Princeton Garret Kenyon and Frank
and Variable-Free Computations  University Alexander. Sixty attendees
maximum can attend the
LANL/CNLS Conf. Room Frank Alexander, seminar. (G6)
Institutional Host,
12/02/2009 LANLANST-OFF
Garrett Kenyon, Technical |
Host, LANL/P-21 | |
ISTC 1 Seminar LANL Learning Task-Specific Object Damian Eads, Spesker, No roster taken at CNLS per Yes 12/07/09
Location Pregdictors with LANL/ISR-2 & University of Garret Kenyon and Frank
Boosting and Grammar-Guided California-Santa Cruz Alexander. Sixty attendees
Feature Extraction maximum can attend the
Frank Alexander, seminar. (G7)
LANL/CNLS Conf. Room Institutional Host,
LANL/INST-OFF
12/16/2009
Garrett Kenyon, Technical
Host, LANL/P-21 |
ISTC 4 Seminar LANL | Frontopolar Cortex and Complex | Frank Alexander, No roster taken at CNLS pey
Thought Institutional Host, Garret Kenyon and Frank
TA-3, Bldg. 1620, Room 102 LANL/INST-OFF Alex?nder. Sixty attendees
(CNLS Conference Room) ‘ maxllmum can attend the
Garrett Kenyoa, Technical seminar.
9/23/2009 Host, LANL/P-21
ISTC 4 Seminar LANL Science in an Exponential World | Frank alexander, No roster taken at CNLS per '
TA-3, Bldg. 1690, Room 102 Institutional Host, Garret Kenyon and Frank
{CNLS Conference Room} LANL/INST-OFF Alexander. Slm aﬁzn:ees
maximum can attend the
8312000 Garrett Kenyon, Technical seminar.
i Host, LANL/P-21 ]




G. “meﬂnwlmchmmm

I

Descriptin: ll.lm r Sih [ anil meel

Diractions/Definitions! Include activities, including Conferences and Workshops, NOT included a3 National o isternational Conferences snd Workahops sbove in “E”
Inchisthe activities that are Non-institute that we provide Admin Support for = list intute a5 "Admis”, type of panicipation as "Adrmn”
m-:mmw L-uu,mmm:uwmmmﬂ]

IR TERLETTR I'vpe af feit ol

LN Fithe of ALty

Ll e IR Parictipation

ISTC i Serminm LANI ISTC fihv STu Seminat [arnct Frana Awander %o rosber taken al CHLS per
Mipural imagung uiing LN a-Low et MUl Hogl, et Kenyon and Frana
Pkl BARI LANL NS T -OF Rlguander. Sty attendees
CNLS Cond Am maalrmenm Can aftend the
£ /113008 Garret] Epspon, Tedhaa gl [ Lot 1
E m— e e How IA'.:'“I il - = — = —
ISTC L] S&Erminai LAMNL ST Sermings - Prod Wbl Framv Alewarnder Mo rotter aer 3t CMLS per |
Balkin - Ledning Uhing Laplads It tas sl whig Gasre) Lenyon and Frana
Chpeprad irws: LAMLAS T -DEF Algugndar Sty attendeey
s Conf Am PR PRI i T end §he
A 1/300% Garen Lenyon, [edhaaal i
I T . Haalt, LAMNLP-21 o
ISTC k| Saminar LANI IS1C Seminar - Using Anslogy | Frarh Alpag=de Mo rodler laken ol CNLS per ]
wiith P tunes Prof Belases i Al bt Garret Kamvpon and Frarnk
Bl LAMLIIMST -0FF Almnander Sinly MTandess
CNLS Conf Rim PR PP AP @btead the
4/15/2009 e i.l:'-'1-:u-ﬂ Technea ST
! HoAL, LANL/P- 11
ISTC 3 Germiriar LAML 151C Sernanar Dynamsr Data | Framk Alersandar Mo roiter takan a.r {HI.;: per E
Araiyus fpr Homegng | ISRl FoeT Garrel Kemyon gnd Frank
Secutily-Frof Fred Roterts | LANLANST-DFF Alrvander  Shity atlenders
ML Cond Rern ) r AL Can attend thae
A Garreit Lergorn. [echnical I T
WIyan Host, LANL/P-11
ISTIC 3 Seminar LML Software Enginesiing instiute Frama Adeaarider Mg roster [aaeEn 3 CNLS par
Pieiertation: The Team rstiudignal Host Garrel Kenyon @nd Frank
Lrdtwsre Broce LANL/IMST -OFF Alsuander Siaty attendeas
Chdy Conter, hesnty Baoin MAEImLm Can §fEnd the
Garrerl Kenvyon, Technical SEmnar
| s Hiost, LANL/P-21
ISTC L SErminal LML 15T Sermungr - Piod D Frank Alesandear, MO rostes [aken 31 CNLS per
Garmarni, W7 - Akger it for IrestiuTceal Host Garret Kenyon and Frank
Graph Counting ?,;m LAMNLMNST-0FF Alewander Sty attendeas
(ML Conf Rm mdEnirmum c&n aTEnd T he
Garretl Kempnn, Techmcal SRmMInar
1S 100 Homt, LAMNLIP-21




G. s!minars, Lectures, Meetings, Summer Schools,!utreach, Other Activities

Category: Internal only

Description: Summer Schools, Seminars, tectures and meetings, other activities

Directions/Definitions: Include activities, including Conferences and Workshops, NOT included as National or International Conferences and Workshops above in "E"
Include activities that are Non-Institute that we provide Admin Support for ~ list Institute as “Admin”, type of participation as “Admin”
Type of Activities {Seminar, Lecture, Meeting, Conference, Warkshop, Summer School, Qutreach, Other)

Type of Participation (Presentation, Poster, Organized, Supposted, Funded, Sponsored, Admin}
Place Date on

) Names of Participants/Org ¢ st CAD
Institute/ Type of Type of A PR, Regort  onWeb wab

Qtr Title of Activity/ Location/Date Name of Contact/Org

Center Activity Participation
Lisre Seminar LANL | ISTC Seminar - Prof Don Johnson | Frank Alexander, Ng roster taken at CNLS per
- Neural Information Processing Institutional Host, Garret Kenyon and Frank
CNLS Conf Rm LANL/INST-OFF Alexander. Sixty attendees
maximum can attend the
3/11/2003 Garrett Kenyon, Technical seminar.
Host, LANL/P-21 E—
ISTC Seminar LANL ISTC Seminar Speaker  Prof Frank Alexander, No roster taken at CNLS per
Rex Jung Institutional Host, Gairet Kenyon and Frank
CNLS Conf Rm LANL/INST-OFF Alexander. Sixty attendees
maximum can attend the
2/25/2009 Garrett Kenyon, Technical seminar.
| Host, LANL/P-21
ISTC Seminar LANL ISTC Seminar-Closed -Loop Frank Alexander, No roster taken at CNLS per
Simulation for Parkinson's Institutional Host, Garvet Kenyon and Frank
Disease LANL/INST-OFF Alexander, Sixty attendees
Quartum Rogiv, maximum can attend the
Garrett Kenyon, Technical seminar.
TA3,5m40,RmN101 Host, LANL/P-21
3/10/2009
L ISTC Seminar LANL ISTC Seminar-Fundamental Frank Alexander, No roster taken at CNLS per
Limitations of Networked Institutional Host, Garret Kenyon and Frank
Decision Systems LANL/INST-OFF Alexander. Sixty attendees
Quantum Room, maximum can attend the
Garrett Kenyon, Technical seminar.
TA3,5m40,RmN101 Host, LANL/P-21
3/10/2009
IS51C Seminar LANL Intelligent Computation with Frank Alexander, No roster taken at CNLS per
CMOL Institutional Host, Garret Kenyon and Frank
CNLS Conference Room (TA-3, LANL/INST-OFF Alexander. Sixty atiendees
SM1690, Rm. 102) maximum can attend the
Garrett Kenyon, Technical seminar.
| 10/22/2008 Host, LANL/P-21




LANL Org Chart .




Institutional Leaders

Michael R. Anastasio
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Computational Physics and Applied Math Capability Review

Poster Session

Study Center, Santa Clara Gallery, June 9, 2010, 4:30 — 6:30 PM

Poster Poster Title Presenter*
Position
Theme Area: Monte Carlo Methods

1 Comparative Monte Carlo Efficiency by Monte Carle  |Jim Gubernatis, T-4
Analysis

7 Finite State Projection Methads for the Analysis of Brian Munsky, CCE-3
Continuous Time, Discrete State Markov Processes

5 Statistically Exact Monte Carlo Probability of Intiation |Thomas Booth, XCP-4
Calculations

4 MCMNP - Monte Carlo for Nuclear Reactor Analysis Brian Kiedrowski, XCP-3

Theme Area’ Molecular Dynamics

5 Atomistic Simulations of Oxide Nuciear Fuel Behavior |Ghris Stanek, MST-8
FPushing the Envelope of Biomaolecular Dynamics Karissa Sanbonmatsu, T-6

5] Simulation: large system size and long time scale Paul Whitford, T-6
simulations of the ribocsome

7 Accelerated Molecular Dynamics Methods for Long Art Voter, T-1
Time Atomistic Simulation -

g Spatio-Temporal Frontiers of Atomistic Simulations in | Tim Germann, T-1
the Petaflop Computational World

g Nenequilibrium Phenomena at the Interface Betwean |Cynthia Reichhardt, T-1
Hard and Soft Matter

Theme Area’ Descrele Event Simulation

10 Mufti-scale Integrated Information and Staphan Eidenbenz, CC5-3
Telecommunications System (MIITS)

14 Agent Framework for Simulations Dennis Powall, D-4

12 FastTrans: Scalable, Discrete-event MicrosimulaBions |Sunil Thulasidasan, CCS5-3
for Transportation Netwarks

13 CyberSim, Malware Propagation in Onling Social Mandaksihore Santhi, CCS-3
Metwaorks

14 BotSim: Understanding Propagation, Command, and |Guanhua Yan, CCS-3
Control in BotNets

15 Epidemic Simulation System Sara Del Valle, D4

16 ActivitySim: Large-scale Agent-based Activity Sue Mniszewski, CCS-3
Generation for Infrastructure Simulation

17 SimCore: A Scalable Discrete-event Simualtion Lukas Kroc, CCS-3

Design Framewark

Updateda: 26 May 2010




Poster Session

Computational Physics and Applied Math Capability Review

Study Center, Santa Clara Gallery, June 9, 2010, 4:30 - 6:30 PM

Poster Poster Title Presenter*
Position s )
Theme Area. Integrated Codes

18 ASC Programs Urban Nuclear Consequences Project |[Randy Bos, XCP-4
Utilization of a Multi-Phase Particle Model to Develop |Jon Reisner, EES-16

18 Self-Consistent Bulk Microphysical Paramaterization of
Hurricane Models

20 The Roadrunner Universe Project Salman Habib, T-2

91 Reoadrunner, Quasars, and a Message from the Big Katrin Heitmann, ISR-1
Bang
Leveraging Massively Parallel Computing: Peter Lichtner, EES-18

22 PFLOTRAN Scalabhility, Uranium Migration, and CO2
Sequestration

Theme Area: Computational Fluid Dynamics

23 Astrophysical Applications of Computational Fluid Chris Fryer, CCS-2
Dynamics

o4 Application Support for Material Tension and Real John Grove, CCS-2
Eqguations of State

o5 Establishing a Technology Integration Path for Ben Bergen, CCS-7
Advanced Computing Architectures

‘ Theme Area: Partial Differential Equations

26 Advances in the Material Point Method for Nonlinear |Duan Zhang, T-3
Mechanics

2 Solvers Development Supporting Subsurface David Moulton, T-5
Applications

o8 Mesh Generation Capabilities at LANL Rao Garimella, T-5

g Mimetic Finite Difference Methods: Theory and Konstantin Lipnikov, T-5

Applicaticns

*Only the on-site presenter is listed; a full set of poster authors is listed on each poster.

Updated: 26 May 2010
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Los Alamos National Laboratory

Duncan W. McBranch

Deputy Pincipal Associale Direcior for
Science, Technology and Engineering

Charge to the Compultational Physics and Applied Math
Capability Review

A June 8, 2010
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The Pramees Natronal Security Scence L abormiory
= Integyrabes Feory SmMulaiion amd STpsEnrresy

F Linea mullsisciplnary snence | echnoiogy, A sngeresnng

# Solven problemns thal gre large sCaie compiss. B Megh el

» Liikres unigue. multdacoied o expeymentll and compuiaions fociilos

& Do Inefroicgy il A haghty comien. and sandiive o clasailiad naluro
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a- ome stralegic araas whens LANL noeds o onced
= Lapabiibes are chosen 1o be cross-outhing

e Capabiliies are lod by an Associate Direcior

» Capabilibes do nol resice N one organzation

= Siralegies and plans ang Doing developad 10F ech Capabity
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LANL Organiaation
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Charter for the Computational Physics and
Applied Math Capability Review Committee

»Assess the quality of science, technology and engineering within the capability in the
areas defined in the agenda. Identify issues to develop or enhance core competencies in
this capability.

r Evaluate the integration of this capability across the Laboratory organizations that are
listed in the agenda in lerms of joint programs, projects, proposals, andfor publications.
Describe the inlegralion of this capability in the wider scientific community using the
recognition as a leader within lhe communily, abilily to set research agendas, and altraction
and retention of staff.

>Assess the relevance of Ihis capability's science, téchnology and engineering contributions
to currenl and emerging LANL programs, Including Nuclear Weapons, Global Secunty, and
Energy Securily.

> Advise the Laboratory Director/Principal Associate Director for Science, Technology
and Engineering on the health of the capability including the current and future (5 year)
science, lechnology and engineenng staff needs, mix of research and development
activities, program opportunilies, environmeni for conducling science, technology and
engineering.
2

Los Alamos )
WATIONAL L ASOTATORY UNMCLASSIFIED Nl‘m

Operatod by Lo Alemct Natosai Sy, L.C 160 NNSA 4

Capability Assessment Evaluation

Evaluation of topics in the agenda must address the following criteria:

» Comparison to peers: State how this work compares lo similar or related work
conducted by others.

» Sustainability:
- State the extent lo which the contribulion strengthens or weakens LANL capabilities.

- How does this activity/contribution bulld core competencies or other resources thal
contribute to the vitality of the aclivily itsell and the long lerm vigor of the Lab and its
ability lo meet the needs of the nation? romosomecy ¢ Biophysical

r

G

Roadrunner simulaticn of the universe

Model of lrbulent mixing  All-atom nhoswitch simulation
noNaL l Ohafoa g :
NAMIONAL LARORATORY Y an
LM UNCLASSIFIED NA:S‘-':

Operatnd by Lon Ammes Netiomat Securty. LLT: S NNSA 4

’




Communicating Conclusions with Management

> The ceview committee presents their findings to LANL management in an out-brief.

» The commitiee must priorilize its assessment and advice for lhe out-briefing and the
reporl.

~ Specifically, the Commiltee should idenlify and prepare (or presenlation:
« Assessment of STE topics covered in the agenda.
« Between 3 and 7 prioritized most notable contributions observed in the review.

= Between 3 and 7 prioritized most important "actionable” recommendations.

~ The Commiltee must submit its assessment ang advice via wntten report within 30
days of the end of the review.

s Oul-brief and report templates are available for the Commitles’s use. |

- Los Alamos
.,‘.houA.\"atllclen - UNCiLASSIFIED &N"‘Sﬂ

Oporanad by Low Alenot Mo Gocuy, LG for NaSA 9
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CPAM Overview

Computational and Applied
Mathematics (C
Capability Aeview Jons 810, 27010

Asscctate Dlrestor for

Theory. Simulation. and Computation

.

. Lok Adamos

[t

S m__'

S Review Committee

iy B
I A

© William Marting, Universily of Michigan-Commities Chair
© David Brown, Lawrancs Livermons Mallonal Laboralary
* David Michol, Univarsily of llineis al Urbana-Champaign
- Wayne Pleiffer, Univarsity of Califormia-San Diego

+ Bleven Plimplon, Sandia Nalional Laboralones

= Anil Prinja, Univeraity of New Maxioo

« John Turnar, Oak Ridge Nationa! Laboratory

* Mark Christon, Dassaull Systémas SIMULIA

« Sidney Kann, University of California-San Diego-S&T POC

NS4

6/1/10



6/1/10

== List of Materials Provided to
=== Committee

+ Materials sent in advance
Charter
Instructons (o the Commillaa
Thems Area Sell-Assassmants
Salecled Slatistics

« On-site materials
Agenda
LAMNL Organization Chan
Acronym Lisl
Poster and Poster Presaniars Lisl
mmnlatl_m:itnnlr unclasaifisd summarnias lor classified

gadmww:m“hnuwm

i

o nNISA

i

Outline

i
i

‘.

* About Los Alamos and Capability reviews




=== T8 Los Alamos is the Nation's Largest

e ——
=== % Multi-program Laboratory
The Laboratory's FY10 o ol ot
annual tudget i T
apgrovimately |
| §2.0 belon, D i oF ket
e i
{1018 £ vurge & i Fragaen
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il Erwvirrevindnl
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e
P (R
- 8 e
Lo Alamos ol
o - NISA

v " Los Alamos has Broad and Deep Science
v - Capabilities, drawn from around the Nation
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[ The institulional Mansgemant Chaibengs in a Large Muiti-
R Program Mational Becunity Science Laboratory — Delivering

Sy sty ‘h ihe Bewi SAT to Currend Programa and being Prepared for
— Fitury Mational Needs |
— —

Tha LT Masiajer s Challenge
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PAM Parocpering Divisan Lpan Thees Principad Deecins sies in LANL
|C, CCS, O, EES, AT, 158, MST. T, TT, BCF XTD)
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“:"..L"" Cross-Laboratory Capability
==m B Reviews

¢ Lab-wide Capability ovarsight is to amphasize communicationsgility/
response to Mission need/Opportunity — present to fulure

Technical divisons/groups remain the ling-program managamont
naxus — capahility nol an arganisational siructens

¢« Input on 5, TEE CQuality is primary interest

People, facilities, use of integrated skills, Iraining the nest genaraban, .
+ Mot a radibonal ling organization review

but views on leverage opporiunilies very heiplul
+ Mot a Program/Mission review

bul undersianding how capabilily Supports misseon i essentisl

- i 5 -
See “Voice=gl-Cuslomar session | huridesy moming

— e NISA

et it ‘ Qutline

ey B
b B W I

-

L]

CPAM @ Los Alamos: some statistics

| S e e - Nl‘#.

- = e —— — = e
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:"'",,'—-, T Los Alamos has a Rich History of
=u%= 3 CPAM Capabilities

Iconic examples include

v MC and MD methods & codas

« Climate
Work al Los Alamos has roots in
WOrk in nucaar winger

* Muclear theory and data

+ Matarials al extremes

+ Aalrophysics and Cosmology
«  Pre-conditioning atgorithma

» Multiscale approaches

. Unmalnty guaniification

Just as the Mestony of computatonal powas
A Mennclogy was inhiratesy hed o the

nsiony of nuciear weapom, &o has. been

CPAM - red & wiais EEp bty

wilF

el

e ¥ The Overarching CPAM Strategy
=i % is Centered on Co-Design

The present and future offer exciting, unprecedented new
science, technology, and engineering opportunities to
accelerate accuracy and timeliness of mission impacts

* Agile and modular code
struciures

* Usa of distinct levels of

* Exascale strategy and
partnerships

+  Training lomormow's scieniists
today

~

=

Sea A While presantation

REpr——.

NISA
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=i ™ | The CPAM Capability Slice through

Muhmatles
ey Los Alamos is Complex
Current CPAM Capability Employee Profile
EYO9 CPAM Budgol & 8% 4% “ Scienvsts/Engineers
mm?‘;ﬁ'}m O 8% 4 pasidacs

Namaed Pastdacs
< Graduate Students

“ Undergraduate
Students

‘ (Approx. 591 FTEs)

CLIMATE |

134

Funding for CPAM is extremely diverse and
embedded. Only large funding sources shown that
directly support CPAM.

Alamo:g

AATIONAL uo 108

ommwummn\nm LLC v NNSA Nl‘

e SN CPAM is Critical to all Los Alamos

Mathamatics

wwse % LDRD Grand Challenges!

- Beyond the standard mode]

* Materials: discovery science to strategic
applications

= Complex biological systems

* Information science and technology

+ Earth and energy systems

* Nuclear performance

= Sensing and measurement science for global
security

* Intelligent, adaptive, engineered systems

A

s

See exemplar LORD pressntanon (D Livesoy) and supplementary shdes
RANIONAL LARDALIORY
w o

Operated by Los Alamos Nateo Securtty, LLC Tor NNSA N‘vag;
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oy
=== "™ Capability and Mission/Program

L
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igrmamacs are Coumzicge

o Clarrenl MSSIon imDadns imngluds]
Flmmin ptmnn fiocurng e e rernd miscie, e e s s
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Trbednren P modebng
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W e e w20 arkmn
Bpn s il Fastatan e
Fpudsewi ngy ool ig
Criire s Sidsmiml S8d Taiss mdees

= Fuitirn Moson doections include
Hupew Beagram S drdibg PdE bsil
W b By
Walf

v LS B AT
"I' P e et g D0, R sl e g e |
* Los Alamos

N . B BT o[ S

W' capahilit}'@ Mission/Program
== (cont.)

* History of Strong connections to DOE-SC/SciDAC/Industry
Leveraged with LDRD projects

* History of Strong (International) Partnership
Industry and Tech Transfer
© 4% spttwame disciosures [imend o shan | snce FY DS
124 separate copyrighied codes snce FYDS: (rorm e lew 1o eag of thousands of
users wiridwice {oopyrighis vary frm commancinl (o apen souwos distibuton)
Extensive Coilaboration/Visitor/StudentPosidoc Programs

LANL WorkshopsiSummer Schools

* History of Strong Staffing Pipeline for Sustained Capability
Students - Postdocs - Staff - AssociatesVistons

Los Alamos

S by et et Bty LT e NISA
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== T9 CPAM Technical Scope is vast, Covering
e '.’ Multiple Activities: First Cross-Lab Look

 Review organized inio 6 technical “themes” o make scope lractable
« Themes covered in pressniations (and postars, self pasassmant)
Computational Flusd Dynamics (CFD)
+ Mismrcal sirengit. sasi amay of cagabiines Suids under ahocia, oe-speed Tow,
Partal Differential Equatons (PDE)
* Pre-condibioners, paricle ianspord. sobvrs, pasma physos

Mante Carlo (MC)
* |nwenied al Loa Alamos, wisl lor padloin insmvapon, condensea matim, hoegy.

Integrated Codes (IC)
+ Clmate and Nuckar Woapons foaenod m P evies

* Themes covered in posters [(and sall-assassmsnt

Molecuiar Dynamics (WMD)
Discrete Event Simulations (DES)

- CPAM complements many capabilily Ieviews s « ooy s

a LANL technical Al¥s meat lo descuss ihe 58l of all iows
Lo Alwnos

s _- DOE Deputy Secretary (Science) Koonin's

wuss W) Views Align with our Practice S

Computation as a tool in science

l:nzq

_m
M‘_
By, o "U‘F—“hﬂlﬂ—“

e -
Thearists Ciusetens oxparements

Computatonal Somstess Ougntibes, uncertartes
~ """"‘"‘",I ) Tamich, sl sominsghts
& me " P -~
= @enErGY
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l

pratn - CPAM is the Integrating Enabler of LANL
‘ Capabilities through Application Codes

Integration Capability ... a nuclear weapons hoeritage of 60+ years
' if Endl.rn-u

--lﬂImmwl_l"'d i A o ‘.“:L".":'.'.“ wmmlm
‘ T o Preductsan %

|_E=tnrlmunwnm |

‘ High-performance Computing at LANL
Sttty ‘ embraces both Multi- and Unit-physics Codes

Lt A SR

A ' S

Umoer-ressived SagnoInCs
Fastar compuling. Porfabis code madues, and
S |

Terd b b oeiegrpl
delibarmn Co-Design wil
o ACCeloruAs Cos-Dfctive (redctive capabny
3 et - Gt B Mrpha jos s e
NOSA




=== LANL has Created a Significant Set
=== of Strategic Application Codes

Los Alamos has over 100 siralegically imporant codes with
about 10 million tolal single lines of code, Licensed codes
., have generaled $1.6M in revanus for Los Alamos since FYD7

S~ ¥l LANL CPAM capabilities address problems

E-E‘ of national concem...

Senator Bingaman
press release stating
work of LANL and
SNL on the Gulf of
Mexico od leak

problemn, something

not publically known
until now.

L o =

6/1/10
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m;i; ¥ Outline
g

CPAM application exemplars
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Nuclear Weapons Strategic Planning: Requirements
are Driving Greater Understanding, Requiring Exascale
to Establish Predictive 3D UQ

EEEEE X R EE AL E,
PCF o i —alL B
nlm: e B HE
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simulation unkncrens U and wey capabilitiss
= e
[
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-‘l:-ﬂ_
[EyS— e.g., Neutronics and Radiation Transport:
e g The 65-year-old Multiscale Grand Challenge
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e
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* Our "Co-Design” fulure

Lov Alamos

s il

S The Promise and Challenge of
=== % Science in the 21st Century

- jooupied) sDoo, soonomec, umarsies. Pyl sCeoE,
a — o pbservalion o prodcio” and uncertenly uanthcabon

-— NOSA
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-Glnbul Partnership: Community

+ Larger Sense of Co-Design: Energy and
Climate Science

Maasurements & Analysis | Climale and Modeling
(Microbes 1o Smellites!) -

E-LAHLHBHWMMNMIni J




Lion Adamoi doveloped the Coupled San-lca Modol
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el Energy Grid Challenges of the Future

1
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wnpuum-mﬁ' s
and Applied - ‘

Mathematics LANL Developing Materials for Sustainable
10 2000 Nuclear Energy

‘Experimental
*Design advanced fuels and structural malerials.
*Develap, tes|, and characterizaton of new wasle forms.
*Develop new materials for safeguards instrumenlation.

«Develop seleclive, cost-effeclive separation
technalogies.

‘Modeling & Simulation

sPerform multiscale modeling of fuel and cladding
behavior.

Deslign stable wasle forms.

‘Process development for ultra efficient casling of mela)
fuels.

tight coupling

«Infrastructure
;\Use unique experimental facilities and capabilities.

4
NATIORAL \ARDARIGAT

Qparmtad by Los Alsenos Natioral Securty LLC tr NNSA

cmeecs @l The Winding DOE Path to Exascale/Co-Design:
Mathematics

— Fascinating(!) Last 18 months for CPAM
. Nationally and at LANL

New Adminisiration and DOE Leadership

Impacits on Agency. Labs, Industry dynamics

High expectalions lor S&T impact, and increased cross-cut leveraging of assets
ASC funding al LANL on path to zero, then restored, and then increased!

Tri-Lab "Right Sizing" planning wilh HQ (3/09)

- part of NW Budget Uplft for FY11 and beyond (Nuclear Posture Review)
National Exascale Initialive: ASCR and ASC (2009—)

Science & Application Frontier workshops

CS/App. Math Workshops Strong

Architecturef/indusiry workshop LANL involvement

Briefings lo D'Agoslino, Brinkman, and Leadership

Koonn, Trivelpiece Commission Chu
Hybrid Multicore Consonlium (HMC) with ORNULBNLU (niip computing omi aosHMCH

« LANL a key parlner in successful (!) CASL, the DOE-NE M&S Hub proposal
/. lead by ORNL

NATIONAL (£RTEA GAY
“"

Opecsad by Los Jamons Natons Secuily LLE for NNSA

NYSA

6/1/10
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Multiscale Capabilities Critical for a
w= §. Variety of National Problems
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e - Environmental Sciences Challenges
=== ¥ Require CPAM Y IE
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* Mesd computational algorithms/codes for relevant physical
mwmmMmﬁnﬁm
{(hybridimulticore. .,

Robusi, Poriabis, "O{MNY" scaling, modular code appronch

Discrata and coninwous phanomana, dala, modals

Theon-and [heterogenoous) das-drven modeling snd simulation

Windl apace-bma ranges [muliscala, munl " physcs’)

Complas realities

[far from egquilibrium, nonlinessr, nonadisbabc, melastable, heierogeneous,
slochastc, imponance of

“rare svanis Sanomalss, fong-laiishnisrmatency, dalects, inlerfaces,
chusiors, hotspols, axirams condidions, |

wesa |
——— .m;nrmnmmmemnem

Ty “' Application Workshops (2008-10)

# Need modeling and simulation for multiscale (space, time)

“fypwameny’ of hancTionad scakes

‘Masoacain’ gaps Debesen ‘aiomeiic’ gnid “ponbnuim’

Alrrmahc 1o SNgneeTing sciies

gliad sirwlation spisoeches |guiniurCissscal, decreliacomiruou, shoriong range)
Diata-ranagamant 54T (is there 8 "o way” iof compabe-and dete-inlensve HPCT)
Meed b acfvances n yse of L erer sralyais. ophmigabion iools. inverss methoss
Mopd o uas of Bcvanced ISAT o0l [P HEge analyiii. Meching maming, imsligen
AT PR S0 FECTAENE ooy 1T arkng modelst ybolhess decowery |

~ » Timeliness

PP WOy P e heied T Gty SA 1 Pt
Cesrwraborm ohroiogy Changes e HPL corspaned D T yeaty age

- B W, AR
* Evn rrerw remd [ opeortursty | ey To-Jesage o Mt Assais
e Do twidy Fiadciier corle cese] 6 Sealliiegly gt e
-
 Low Abamon
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._-=i=i. LANL's Response: Recent Actions
=== Supporting and Guiding CPAM

- Team assessng Co-Desgn opponunites for LANL
= New Group in CCS Drwsion “Appled Computer Soence”

g poates or Wuborw sresectores (Wl NE B Clrraie | Tredweg see? geseraton
- XCP grvmson created, ahgned wih CPAMN fof weapons [rogram
- Myth-devmion leader plarring leam for ASC Program balance
* Roadrunner Open Projects; FY 10 LDRD investment in “Comp Co-Design”
« Loa Alamos Computer Scince Symposium Senes

Themes Tlats intentos Archidactures and Agghcalons’ ‘Heoterogeneity lor
Futiure Appicabons

2011; plan o ovobes nito B LANL. ORNL SMNL coll aborabve affion

|
§

q%._ﬂ

- i S el TR

e LANL's Response: Recent Actions
e Supporting and Guiding CPAM

*« Major progress in Mod & Sim, HPC roles in MaRIE; synergy with NW, NE
* New ECI, EM. EERE loaming across Lab and in multi-Lab consortia

- ASC support for Metropolis Postdoctoral Fellow, and Computational
Astrophysics Intiative ‘

- Positioning for SGDAC & Co-Design Centers. (Dedicated DOE -ASCR
POC's for AM, CS, SciDAC)

Full angagemen! and lsadership miss in DOE
exascale docadal plannang (NNSA & 5C) |

NeSA

——
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Tra AR cells are baryg wsed o atce el
st dapetas cant of (he cycuiaton, IMC

+  Posilions LANL as part of DOE-ASCR End
Stason and SoDAC miabeey
l.n-lh'rl:l

s

o -—-.--—I-dl-..l--!- H‘ls‘

— Science @ Roadrunner:
—— e.g., CASSIO (IMC-Hydro) —-Simulation of Core
== Collapse Supernovae € Py gue) |
Cote colapte SuDamovas &g an ideal cosmic
ahoraiory for studying high enamy density !
physecs (HEDP)
Supernovas diagnostics af the HEDP rageme &
come primarity from the oplical spacina of 3
SUpBTO D
¢ Modeling these specira requirés fghar order
radiation Fydm codes
LAML has Bl an IMC-Hyar code (CASSI0) o i
LMLaa 3N aTymmetne supamaya E
i
|

g # o

" Selected (from dozens) Recent 3

| H

et e ‘ Conferences and Educational Activities

s s
Smife Cead Craieegey © Pislorsl Secunly B bloe al Cempaing al ®a Laarenae

i Lﬂwwm Eﬁw.ﬁl’fﬂmﬁ rLM"EiB Harim Fo, anrial nrl-m
St [P0 Lhsier DIOE - ASCH & MMEA)

MTC Ureviarty Chaidboatoe | J008)

o Eaed biaieiey 001 e

Ly I O & 0 AR W b
Geachpniy el coures. (006 - JO0) * Chas, WLIPAR

F o F et s @ Pl R e a0 10w (W T T ILE &

o grw gltiglor oF e g e Bhaaieiy | 1 ampuliiindl Peytea

Chgtd g M cmon g W = Wamims AAEN ) s Do

e s A L ] =TT ¥

B gt gy

Semrarslectureiuitongs (J009 - JO10)
T e T Ui T, wen e OF S eemnem |
el g Srruialors Ky Ereegy
' Corpres o garurig St Bl AP LAEETH Sl e B o b Fee
e
Pemtciey MaEs Ty 2 Desratabey W lor Cpirsuynng Compiis Sarifonn &3
frpsterrats | ajwertertE CEataier
rpateon ey srparrertater o Shebalcs morrecd | mere

Los Alamon
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et g NISA
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=W Summary: We are Focused on Foundations for
::': ‘ Discovery and Progress in the 21% Century.

FComputational Scence and Applied Math
crifical o scence and engEneenng mus!
provide effeclive msources

#Computational technology is undergoing a
fransformaton: mual prepare for the futur

#Information and knowledge discovery will
opaen arciling new opporunites: musf
dewalop the science and lechnology base

i

Los Alames

—
e e R e e e 6 e O

ﬂnﬂuﬁw can Define a Future with Maximum
== M Impact: A Sociological and Scientific Challenge

e

- P Fgr abon S CORBSCE @O Warrerwor for marshorrahoral 51 4 E
mtmwm hmﬂmm CoDesege Certers)
S S et iy Daery) et T L F e R e ]
| =y e | ﬂ_ | & . phmE Ll gl ¥ 4

gy Wy e o reen MR T et Ansbpue B Y el gelteey o e e A
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=" The National Setting: The Next Decade will be a

Sl Parfect Storm of Opportunity: Understanding,

i S e i
H”‘

Fﬂdh:ﬂ. . llnniicmml | Pap—

o L BSOS T PR
TR e

H]"-_ 3 N
T |

msummaw of Requests for
=== CPAM Review

* Quality of the science, technology and
| engineering

 Views on strategic directions

 Opportunities, Partnerships overiooked?

e NSSA
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Supplementary Slides

e e A, - =
- . in This Tima of Metional Transition & Dpporunities, Los

o Alamos is Committed 1o Continuing Excellence in
— ‘. Computer and Computational Sciences and Applied Math |

by T S LORE SREOTL DR
HIV wpmdemeadogy B e Pamntion [ sty | emrLaL B
Y e, Wil el L |
Formsss of aesesmpres: U wdfol
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=y e wwrvE il CEEee
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e |
prarne: ¥ Laboratory Goals - http:/fint.lanl.govigoals/

| emm e S
L

« Bable, Secure Workplace

»  Exemplary iInformation Securily

+  Envirohmental Stewardship

« Raliabla Nuclear Deterrence

«  The Fulure Weapons Complex

- Global Threats and energy Security
- Ba tha National Secunty Sclance lab
« Hesponse Infrasiriciure

« Performance-Based Management

+ Businass Excellence

«  EfMsctive Communications and Community Programs
i Succass/ul Worklorce

:Hl-_:—_-hl—qu.l.-_ - N"‘m

tance ?Capahilitiﬁ Reviewed at LANL

T i pl el Proes) g Agel el Lpi®
Cmmgader snl [pmp i e
vl o g g e

[ r—
T b vy el e et
TR ol bt s,
e L, el
T Dy P e Vs
i i,

St g1 Higan g gtk T Bty
itearns 0 Mt 0T o
‘Hmm

Liaa L RE_ il L)
i e

. MISA

26



6/1/10

Lot Alamos LDAD Grand Chaflenges: LPAM Critical to all of them!

By o mea g FErSpTyDoy M swrerres Syracncy dnd domgesdficn of P ufeiia
LS el W T

B e Shesca

Afeir o i provicine ard inrinl of gurfiEeTs. daleTE BT DNMETT BN Smer e

AifwarEs 9 prosirion hinm pEPogans, bakogy ty desgn. uroersianding of 1he Ferun man
Wl dneify ard ElFE i fiari

s Toliu (i)

Ay i 1A Panuyv Shmpuling. isrosoieSclion. guantum inlirmskon seencs and
Eniluaiig T Baiasan

Los Alamos LDRD Grand Challenges

¥

Nuchear Perh -
e e L e e Bl P
R i e e Som, ek (] oy e Ly T ] £ oF o
T

AihaarCEs I EKiER] Rodes ) BHAHoRS, Helgen] genecs sysiemy aicl nfematon

emr ekl
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&N Matter Interaction in Extremes
- (HED, WDM)

lune 8-10, 2010

= Research Directions .
Predict, charactenze, control
performance of matter
between solids and plasmas
Control transport of energy,
momentum, mass at

extreme density and T. »
Exploit chemisiry at extreme
P T ;
' Enmpln of Loading path""

(out of equllibrium pa(h-dependence)

-~ - e
= ;. e

Isochoric pre- Isemraplc Probing with x—ay X-ray 18, & dE, / dx
. Ll Heating (ions) compression pulse & lon beam measuremant
cm.:;,. |l_».n-w- MNatal Sacrty, LG for NNSA -‘NA‘&%
C:;nmad:mlﬂiﬁ‘-,' (See A, Voler poster)
e R ! - .
. Science @ Roadrunner:
Capatslty Review,

o 310,303 '93 Stretching Metallic Nanowires

Wn ‘f.aao u'l
G —

I ur."“ 1604
<|10>cw uv
‘mu Lo
< s

{note rotated oricatation)

High strain rate {107 s°") Lower strain rate (10% s') Gold nanowire experiment
simulation shows necking  simulation thins uniformly ~ can be compared with
Roadrunner simulations

New with Roadrunner: atomistic simulations long enough to be directly

validated by experiment
« LOS AlaMOs -
wanonal Lssotarosr  Courtesy Pao, Perez, Swaminarayan and Voler
Copuit i by Lig Ay Nartoow? Seurity, LLC lor NNSA NA'S“.I‘

6/1/10
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Computational
and Applied
Mathematics
Capabiity Rurview,
June 8-10, 2010

l- Anomaly Detection a Key Challenge
% for the Future

Scientific Grand Challenges in National Securitys
the Role of Computing at the Extreme Scale \&/

lAnomaIy Detection |

Computational
quirements

?
« 10 elements/source

* X lo‘qupolnh

Accuracy Prol texteep
requirements ST U Men

-8
« 10 false +ves

from Noaproliferation Panel

6/1/10
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Lowrie




Robert B, Lowrie / CCS-2

Computational Physics and Applied
Capability Review Juna B8-10, 2010

od

R —————

-——-lql-.-i—up-ll-nbﬂ.'r_i

“xee 9 LANL missions drive CFD to be a
e . core capability

« Computational Fluid Dynamics (CFD) at LANL i1s
suppaorted primarily by DOE NNSA (60%) and Office of
Science (20%), LDRD (15%). and others (5% DTRA,
NSF, NASA),

 Supports our missions in stockpile stewardship,
anvironmental management, national security, climate
prediction, and energy security

« Staff primarily from XCP, T, CCS, EES,
and WX Divisions

« Acntical component is our
collaborations with other labs and
universities

e

t.ul-.lhlml.

e Sy
* -

—HI--I i S—: Ry v i

6/1/10



Al Wﬂnupling CFD with other physics is
w9 a significant focus

This CFD theme will highlight our efforis in:

' Weapons modeling

o Climate modeling

+ Turoulence research

» Bubsurface flow modeling
= Asfrophysics research

+ Urban consequences

«  CFD an hefaroganeous multicors architeciuras

In colfaboration with many others, LANL is a
leader in coupling other physics with CFD and

applying it to complex problems on the most
‘odvanced computer architectures _ '

e e NISA

“ofema T80 LANL’s CFD Capability is Critical to
oy its Nuclear Deterrent Mission

* DOE Advanced Simulation and Computing
(ASC) Program supports two major code
projects at LANL

-+ Shavano Project:

Lagrangian/ALE hydro on general polyhedral meshes
See Shashkov talk
+ Crestone Project:

Eulerian-Gadunov hydro on Cartesian meshes with
cell-by-cell AMR

---------------

Tt g 1 e v ey LU W R Ni.'-slﬂ

6/1/10
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smm" T4 Crestone Project Capabilities are
=wi % Unique in NNSA Complex

+ Godunov-based, high-resolution method, Eulerian
Dominant method in CFD, pariculary for flows with large vorficaty
+ Cell-by-cell adaptive mesh refinement (AMR)

Ability to resolve features not seen balors in Lagrangian/ALE
code simulatons

 Very easy problem set-up
« Cell-centered: when coupling lo other physics, easy to
conserve mass, total momentum, total energy

- There remain significant technical challenges, such as
excessive artificial mixing at immiscible material
interfaces

« Crestone codes also support other science missions
(astrophysics, urban consequences, ICF)

Los Alamos

—
o b By e e b LR

MNISA

— — i

e T AMR is critical to attain a predictive
=% W capability

* LLNL and AWE are now developing AMR codes as
well

* As an example, consider the radiative shock
verification problem of Lowrie & Edwards 2008

First-of-kind, full rad-hydro verification problem, used also
by LLNL, AWE, and university codes

* Mach 5 shock into a hydrogen gas (1 g/ce, 100 eV),
Bremssirahlung absorption, Thomson scattering

* Produces Zel'dovich spike (multiscale feature)

* RAGE shown to converge roughly first-order to exact
solution (Lowrie & McClarren 2008)
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=t T RAGE converges to exact radiative
=== W shock solution

ip T 1] T ! L L| L ¥

— Tl |
AT
) AR
T, iRALIL)

:.':'- AMR required 10 levels of
=t 3 refinement to resolve spike

(1= T T T 7 T

]




e T AMR offered significant savings for
== W% radiative shock problem

- 528 cells vs. 51,200 cells (equally spaced mesh)
« Problem is relatively simple, yet spike is rarely
resolved in engineering calculations
Most AMR calculations use only 4 or 5§ levels (unless
they have sub-cycling)
« Splke can result in a ~30% overshool in
temperature
Resolving spike may be critical for reactive flows
+ Spike does NOT move at the flow speed
Nao Lagrangian/ALE code can curently compute the
- spike accurately without unreasonable meshing

et T LANL multiphysics verification
=nw ) efforts impact community codes

i b P-up® RAGE Emors tor Aadiative Shoce Problen
Wil CALINING b £ ety e —
Erarwrgencm fo e I_L{T

¢ Uit wiiio /l"
W Bl —

= B

Thwm pevilviers fas ol
umcemied i i

6/1/10
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Computational

Lot " Astrophysics helps drive mission-
Mathematics
e 95 relevant R&D

» Astrophysics R&D is directly relevant to stockpile
stewardship and national security missions

= Allowed LANL to produce the first detailed spectra
of supernovae from a coupled rad-hydro simulation

> Helped drive development of Roadrunner
accelerated code (product of ASC Crestone
Project)

> Also leverages on LANL's expertise in atomic
physics

ol

Mlamos

Dgoried by Los Akinos Nalisa| Sadurly LLC kor NNSA

NISA

Computatonal Physics ] w .
=i 0 LANL at cutting edge of multi-
e %8 physics supernovae simulations
» \We model a wide Anatomy of the Convection Region
spectrum of problems: DESAOENHUNRAS LN
wor \\\\\\ \\“ l\lllllvlulllll {r/ /.,/ Py
Core-collapse engine (UYL e Bt dey S es 2 v 0| Prote-
< Lo~ il Sl ) L Neulron
(neutrino transport) ol Slar
Ejecta and nucleo- o o '
synthesis (nuclear -
networks) £ e
matching spectra to Py _
observations (thermal  -=[ i
transport) 4 ]
L 7 /
» See Fryer’s poster o VY bty
"/: 2/ )1!,' ;d“l“‘ }\\«A\l\.\i
.’.{\j ~ 400 -god [] 208 Sy
x{km)
’ !.ggA!ap)gs Fryer et al.: convaction in the SN engine
Coorstad by Los Alamea Natiooal Securky, LLE ko NNSA i‘ JA‘S‘-E'{
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=z=-¥9 LANL CFD R&D 100 winners used
== W for urban consequences

« ASC Crestone Project provides
source calculations
- R&D 100 winners modified for
these apphcations:
Firatec forest-fire code (2003
winnar, EES-16) models fire
storm, on Roadnunner
CartaBlanca code (2005 winner,
T-3) models fiow and building
damage

* Program development stage:
S500K ASC; 250K DTRA
« See Bos' poster

bk oy e e

L e G W

‘-‘-’-""-.;"'LAHL a leader in HPC for |

== 3 environmental management

* Major Projects:

SciDAC-2 Modeling Multiscale-Multiphase- |
Multicomponent Subsurface Reactive Flows using
Advanced Computing (Lichtner Pl, EES-16)

« $B00K / year for 5 years + INCITE
DOE-EM Advanced Simulation Capability for
Environmental Management (Dixon PM, EES-DO)

* LANL funding: FY10: ~$3M, FY11; ~$4.6M (anticipated)

* Targeted at energy security and environmental
management missions |

NISA




Computational P

andspoid 'i"”‘PFLOTRAN state-of-the-art

Mathamatl

G i % modeling of Hanford waste site

U(Vi) Concenimtlon (M] 'i _ E_-
s SCiDAC-2 PFLOTRAN: next- ™ se-07 Saturation [1: 0.03 925 0,43 0.65 0.85
generation reactive flow and 3 1668 - N-"
\ranspont code

~ Joinl with PNNL, EGIUU,
ORNL, UIUC
Demonslrated good scaling
on variods architectures up
1o 131,072 cores

= On right are results of ,
uranium plume as it impacts e L
the Columbia River g :
See Lichtner's poster

[T
/\ Pressure (Ps). 10000 50000 90000 130000 170000 210000
=LosAlamos
rm::l!ry Lot Alarros Natioral Seciiey, LG for NIRSA ;J"&q
Computatonal Physics
sz P LANL leads effort to develop HPC

e %% Environmental Management code

i

DOE-EM initiated Advanced Simulation Capability for
Environmental Management (ASCEM) project

Joint effort with LBNL, PNNL, ORNL, LLNL

LANL leads critical tasks (PM Paul Dixon)

HPC Simulator (core framework, geo-chem reactions,
nonlinear solvers, mulli-process coupling)

Spatial discretizations (see Lipnikov's poster)
UQ and decision support

Staff from EES, T, and CCS Divisions.

» See Moulton’s poster
pa
‘Lz?sAlamos

NATIOMAL LAUG!TATORY

°

a

o

Opmirniist by Log Alsnos Hpmons Scewmy LLC & NASA

6/1/10



6/1/10

:.“_-LAHLHIH leadership in heterogeneous
e & Mmuiticore advances our CFD capability

- Cassio astrophysics code:
Hydro on Opterons ("unaccelerated”)
Thermal transport (implicit Monte Carlo) accelerated
Product of the ASC Crestone Project
See Fryer poster
« DNS simulation of turbulence (Livescu lalk)
« Wohlbier, Lowrie, Bergen rad-hydro ASC project
(2009-, unsplit Eulerian hydro)
« Woodward (U. of Minnesota) PPM simulations of
fluid mixing

T ' OpenCL used as a programming
== % model for CFD development

DpenCL is a framework for applications development on multicore,
manycore and acceolerated architectures

+ Runtima Environment
Work destribulion, dynamic kemed - -
cornpdlation

synochronizaton r
m;mwlm f/‘

+ OpenCL C Kemel Language -
Sutrset of C wath exiersory -

" Abwtract vecior lypes and ninfecs ’ -
Lot Alames

e NOSA
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E—. [T goal is portable code on
== W heterogeneous architectures

l.

Demonstraton
f-resoiuton direct Eulenan hydrodynamics
Ll
WIISCL -Hawoneh Jonfunis s P
Saives wo-timanional Euler squslsns
Strdicturnd gral with refecirg boundaras
Baidpce plol shows dediaiy o0 -G8k
«  Distribuisd-memory paralial with &P
o Implamaniod wilh G+ and OpanCL
Bairm ourcs mplemenisbon mrm o0 8l echlacinos

SO0 Diemp ran oo ||\'¢ﬂ afanan| Srerdeciues useg
OpanCL compiers lorm three dilefant sordan

= B = |8

LU LR = [hA

See Bergen's Poster

— NOSA

el i Significant challenges remain for
= 9 heterogeneous multicore

« Thus far, Roadrunner codes accelerate only a
subset of algorithms:
single physics
small amount of constitutive data
particle methods, or Cartesian meshes for PDEs
+ Porting production-level MPI code remains a
significant challenge

e L R L )

10



S T Issue: UCNI designation limits our

e 9. collaborations and science

« The Unclassified Controlled Nuclear Information
(UCNI) designation is given to codes with very
limited capability

= Example UCNI code: Perfect gas, single-material
hydro coupled with P_N radiation

> But if code written at a U.S. university, then
typically not treated as UCNI

- Severely limits our collaborations, peer review,
and recruitment in astrophysics and HEDP.

YO
Cperatnd by Laa Awron Natanat Secuty, LLE 1o WNGA N J“.r\ )
L |

ertenes "™ Future Directions: Algorithmic

Mathematics

wiwee %5 Challenges

> AMR will be required for multiphysics predictive
capability

refinement criteria and error control (multiphysics)
subcycling other physics to allow increased levels of
refinement
code performance and scaling
AMR on a fully-unstructured (e.g., used in Lagrangian/
ALE) base mesh

> Material mixed-cell treatments and other subgrid

models

aaaaaaaaaaaaaaaaa

1o
Oparnied by Lot Alamos Hanal Secunty, LLC for NNSA 3 & w"a?.‘

6/1/10
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=" Future Direction: Multiscale

| maa s
el ]

« In our application space, the era of developing

CFD capability as an isolated physical process is

coming to an end

Early on, must account for other physical processes

Account for tight coupling (stiffness)
« DNS of coupled physics processes
« Kinetic descriptions for fluids / plasmas
+ Molecular dynamics for constitutive data

- Non-LTE effects for radiation
population of bound states a local calculation

-I.uilhm

[ il

| S NISA

:-"'..':.."""- Future Direction: Exascale

| amile R
b L EIR

- Exascale requires two major focus areas:

Port existing algorithms. But current algorithms
genarally do not scale, so. ..

advantage of the exira computing power
#1 has been our initial focus

#2 will be our future focus on co-design:
a close collaboration between theorists, numerical
analysts, and computer scientists,
across NNSA, Office of Science, and universities

W L SR

— 1

Develop new algorithms and physical models 1o take

e e NISA

6/1/10
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Comguiational n‘;lu

Sma T8 LANL’s long history in developing

Mathematics

> |n collaboration with many others, LANL is a
leader in coupling other physics with CFD and
applying it to complex problems on the most
advanced computer architectures

« CFD is ubiquitous across our results-driven
missions in stockpile stewardship, environmental
management, climate prediction, national
security, and energy security

AN

nnnnnnnnnnnnnnnn

Operamad by Lo Alamos Nationsl Secury. LL b NNGA N.L"S?:

=== % and applying CFD continues today

Computational

wears £ Upcoming CFD Talks

Mathematics

Capabifity Review,
June §10, 2010 l"

 Discretizations and Closures for Climate Applications
Todd Ringler (T-3)
- Numerical Methods and Algonthms for High-speed
Multimaterial Compressible Hydrodynamics
Misha Shashkov {XCP-4)

- Direct Numerical Simulfations of Fluid Turbulence
Danlel Livescu (CCS-2)

Opcatond by Las Alwrmen Netorsl Secuity, LG k WSS NL‘SG‘I

6/1/10
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N History of climate modeling at LANL

| —
g B

Climate modelng gol I war & LANL in 1979 with the participation of Bob
Malgne in the developmend of e RT vansos of Lhe NLAR Lomimumnity

Clamate Model (COM0)

in 1083 this grew into a vmall project direciod toward the modeling of nuclear
wintes,

in 1950 DOE started the Compulel Hardwaie, Advanced Mathematics, and
Model Phipecs [CHAMMP | program, Out of this program, the LANL Climate,
Ocean and Sea-lcn Modeling [COSIM| project was Bofn

CO5IM now wncludes about 10 slaftfpostdac members locused on ocean, sea-
o and Lend-scw model dovelopment. FY 10 budget ~56M

onmcn
- - NISR
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A
=== T Climate modeling is a computational |
— t grand challenge of nation importance. /

Modeling the Earth's climate as the concentrations of
greenhouse gases rise 15 a grand challenge in many different

respects:

1. Unresolved scales are of O(1) Iimportance ,

2, Incomplete understanding of O(1) processes |

3, Complexity |,

4, Limited data that is representative of future conditions.

This talk is focused how we might tackle #]1 and #2
in a computationally-tractable manner.

— Climate modeling Is an important
e — component of LANL's and DOE's mission

Climate modeling aligns with LANL's Earth and Energy
Systems Grand Challenge to * .. develop the capability 1o
measure, model, and predict, in a qguantifiable manner, the
impacts of energy choices on climate and their cascading
effects on the environment and society *

Within DOE BER., the Climate and Environmental Science
Division supports fundamental research 10 “achieve a
predictive, systems-evel understanding of cimate change ”




5710

"""""‘ Within the DOE, climate modeling is
iy ‘ spread broadly across the complex.

Within LANL. the Climate, Ocean and Sea-lce Modakng (COSIM)
acthnty related o giobal climate modeling

LAMNL, LBNL, LLNL, ORNL, PNNL and SNL all make substantial
contrbulions 1o the DOE climate modeling notivity,

The Community Climate System Model (CCSM) hosted by the Vg
National Center for Almospheric Research (NCAR) ha Integrating -
activity for the majority of ine DOE climate affor, il

The CCS5M is used broadly, ranging from hypathasis-driving
axpenmental design 1o IPCC assessmen! raports

C i —— R L b SR mg_

. Working toward a comprehensive multi-scal
oy foom ‘ modeling capability for climate simulation

Tha points | would like 1o leave you with loday

1. Tha sclantific community would banafit graatly through the creation of a
comprahensive mulli-scale modeling capability.

2. Wa havo taken the first steps along this path 1) by deriving the first
multi-resolution finite-volume method applicable to dimate sysiem
modeling, 2) by developing a high-order iranspon scheme applicable 1o
mutti-resolution grids. and 3) by developing dispersive closure models.

4. This new approach io chmate sysiém modeling has the polential to
changa, in a very ndamenial way, how we busld and usa chimale syslem
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[ PR L]
| === Giobal climate modeling will always be
e~ an under-resolved endeavor.

(L
[ T ) S, i LT

.

=
—

-

Foum i e g ey
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[P gl goaie of Pt (rooewes
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"""'""‘"'ﬂ-h multi-scale modeling approach allows the

el fpglmal
S simulaticns of key processes in specific regions
s with conforming, variable resolution meshes.

Tha goal is 1o resclve spocific
procissas in specillo reglona,
whila malniaining m glabal
rmodaling syslam

Tha approach allows us 1o
gxplore [he influance of
resolving New procossos
on both i reglonml
{downscala) and

ghobial {upscala) climals
sysiem

5 ]

Ler Adsrracs

E— S —
i . — — iy 31 N HJFﬁ




S27N0

ey gy Modeling based on Spherical Centroidal
b Voronoi Tessellations (SCVTs).

The approach & Mlewible; the user specifies
the mesh density feld.

The approach has a theoretical foundation;
thee cell sl is inversely propartional to the
user-siipplied density field.

The apgroach is extensible; Gersho's
Gonjeciure (now proven in 20 states that all
citlls will be perfect hexagons regardiess of
the density Reld in the limit iof infinite gria

celis. i f
—jEA L
i Vit o T - Tuset e T——
Bepre it L s
I el Coimali i e JOOR & Hor Robdidtee- ffgs ioa® i Tl EEd
L= =

L

'l'—-.'-
T 77—

oy A finite-volume solver for SCVTs that is

Maibarnging

e g robust for climate applications.

Computational Muid dynamics solvers for ptmosphare — |
and ocean chimate applicanans hawve several special i i 3
raquiramints.

1. Cottamreg todal enengy and accurately mode| the
flaw of enefgy between its differont forms,

4 Comerve potenbal vorociy while respecoing the
Lisgranglan natune of thit quaniiny.

i is easential that finde-volarme wlvers retpect 4 i of
conpreaton principles founds in the ungderiging
e Bong @t @ SEB0 A vl szt S ewepy
EEeperirten and Eetencul mah ty Sy maT o
Thia has Deen the haltmark of mbwst finde wleme iy Ereliartd [ @ O] e et

mathods sed in chmate appications for the D540 gm0 o vty o=

=
o3 s

o rSE
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i The method can accurately simulate highly

&
rotating flows, even with variable resolution
meshes.

[T R

pry v “ldeali:ed baroclinic eddy test case (l.e. weather

g by B,

systems) in a global 3D atmosphere modael.
i § 2
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"'-..:.‘:. I EGﬁd-scale features are long-lived.

| e
Lasmm

L ]
=l metns m ldealized ocean basin simulations show high
e — levals of eddy activity and long-lived features.




and Applied ’ﬁi‘ranspon is one of the most fundamental and
Boase important processes in global climate modeling.

Chlorophyll concentration from LANL's Parallel Ocean Program.
A

ﬁmﬁ"“w We have developed a high-order transport
Bty scheme to complement the finite-volume solver.

lune 8-10, 2010

The Characteristic Discontinuous
Galerkin (CGD) method takes
advantage of the Lagrangian
nature of transport while
maintaining a static mesh.
{Lowrie, 2010)

The method has been extended to
arbitrary convex polygons and to
arbitrary order of accuracy.
(Buonoi, Lowrie and Ringler 2010).

The method has also illuminated the
connection between COG and
Pra/t‘her’s Method-of-Moments.

=3

WATIORAL LARORATORS

Cpersted by Los Almos Natoos Sy, LLC ke NNEA N‘Vm
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ferpemn “ Solid body rotation of a square bump

LR

ey ‘_ WIth and Wllhuut |imit|ng

=3
High-order adweTson
1 Prone 10 Producing
disperike srmor [ripples)
in regions of strong
gradenis
These ripples are not

physical, but are numerical

error In this method, we
lirmit the flux calculation to
insure thal nevw exirem-a ane
not produced, thus removing
the ripples

Vomama s S e 4 Ty - iy

t-"-..'..-'-..-"“ Error norms for solid body rotation of

e b a (smooth) Guassian bump.
Oirdler of Bt BOy INCTEA584 The Thas Liriat wignraiim mesds nol impact
with grvier of (DG reconstruction dcuracy whsen the funchon s smoatl,
I - --HE‘H =
-, |
I-I i
]
) 1
s = L) - =i .
. I--_— i Wty m

SN0



o . Even with a robust multi-acale approach, we

==t W) still have to deal with unresolved scales.
spectra of the atmosphere and " rﬂt'_t_
ocean are typical of a system 3 \ e
dominated by nonfinearity. o

i3
i

While the net energy transfer is
tanward higher wave number, the
et s the small difference
batlwizen larpge upscale and
downscale energy fluses.

A
.x 1%
\"‘.l o

S e b b1
o

-5 % 3

A robust closure needs o

capture the net impact of the

truncated scales and be scale-

AWane,

~N % =
m——

o Aring I.L.M.NL has developed the Lagrangian-
iy 4 Averaged Navier Stokes (LANS-a) model.

LANS-a model |s based on the following premise;

1. the system is best characterized by two velocites

a, a rough velocity from which vorticity is derived

b. a smooth velocity that transports this vorticity

2. the smooth velocity can be determined from the rough velocity

3. the rough and smooth velocities are related through a length scale

- e i ETy e o
L5 B
. Lot Alamos P
I_F:-' ey e
i o S S Y LT W

52710
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Capabihity Review,
bR ‘ dynamics.

oy The power of the LANS-a model stems from the
e ~ closures respect of energy and vorticity

Even though the LANS-a model contains two velocities, it retains
Kelvin’s Circulation Theorem.

w - Filter(v)

Filter = (1 a*T)7!

d .

,:{ v-r1r=/ AR
fiig N eT Jati)

v

B fu-Vv ECul v b V7 = 0V
¢

Note: The finite-volume scheme discussed previously is the first implementation of
the LANS-a model that preserves the LANS-a circulation theorem after

discretization.
>

AT L ARGRAIGE T
e 1 S04

Oparated by Los Mamos Natinel Secuety LLC lor MNSA NYSA

Z‘”‘w"“u“"‘“"_ Evaluating the LANS-a model as a
Revew ‘ turbulence closure for ocean simulations

Capabdity
fune 8-10, 2010

Petersen et al., (2008), JCP|
Hecht et al. (2008), JCP

cost of doubiing
horizontal gri¢
neariy factor of 10

527110



ot S The LANS-a closure doubles the effective

Bt . - % resolution of the simulation.

lune 8-10, 2030

6C isotherm
0
200
0.1°(high res)
400 } 0.2" POP- @
E 600 -y
£ 0.4° POP-Q
& 800
o 0.4°
1000 |
1200 0.8°POP-Q
1400 — : ‘
62 60 -58 -56 w
@Am latitude 0.8"(low res)
s oA SO AL o NYSA

cnmuers RIS \\ 0 have taken the first steps toward the

Mathematics

Capabdity Review, %
June & 10, 2915 ‘?‘

construction of a multi-scale climate model.

1) by deriving the first multi-resolution finite-volume method
applicable to climate system modeling,

2) by developing a high-order transport scheme suitable for
use on multi-resolution meshes, and

3) by developing LANS-a model as a turbulence closure.

/\—3

Operatod by Loa Siamos Nasonal Securfy LLE ke NMSA NISA

5/27/10
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:_“f:g‘,ﬂ?}“”"?’“ 1The next decade will be an exciting period

e for global climate modeling at LANL.

June 8-10, 2010

1. A global atmosphere model based on the finite-volume
solver is currently being tested as a dynamical core within the
NCAR Community Climate System Model.

2. A global ocean model based on this same approach is
currently under development with anticipated completion of
prototype by end of 2010.

3. We expect to be testing a multi-scale climate system model
(i.e. coupled atmosphere, ocean, ice system with variable
resolution) within the next three to five years.

.,—/\ﬁ

Oparsindd by Lan Alsnon Matonsl Security, LLC for NS N“Sa







Mikhail J. Shashkov, XCP-
Computational Physics ﬂlﬁf‘ opli

WATIOWLL LARDNATARY
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Computational Physies

computore Connection to the Goals and

Mathematics

e 3 Mission of the Laboratory

LANL’s primary responsibility is to develop and apply science and

technology to ensure the safety, security, and reliability of the US nuclear
deterrent.

Under Advanced Simulation and Computing (ASC).computer simulation
capabilities are developed to analyze and predict the performance, safety,
and reliability of nuclear weapons and to certify their functionality.

The Integrated Codes (IC) subprogram of ASC at LANL comprises
laboratory code projects that develop and improve the weapons
simulation tools, physics, engineering, and specialized codes.

The core of the ASC codes is high-speed, multimaterial, compressible
hydrodynamics.

Therefore, development of new numerical methods and algorithms
for hlgh-Speed multl-matenal compressuble hydrodynamics s

Fa
A~
» Los Alamos

HATIONAL LABORATORY
1194

Operated by Los Alamos National Security, LLC for NNSA utanic i s W"&'ﬂ 2
b A 4



ord Appled Numerical methods for high-speed multi-
e material compressible hydrodynamics from

- ART to Science

Conservative discretization of Lagrangian equations on general
polyhedral meshes

~ Artificial viscosity
— Control of parasitic grid motion (hourglass)
—~ Closure models for mixed cell

« Mesh rezoning: untangling, smoothing, adapting, reconnecting
* Remapping; conservative, accurate, bound-preserving interpolation
= Multi-material interface reconstruction

Development of new methods and algorithms based on solid

2

—

Oiperatisd by Los Almos Mabonad Secunty LLE for NMNSA putatangl g Dhynami i yEes
ViIISA



Computational

and Appid ’- Funding, People Involved, Peers-

Mathematics

e W00 Competitors

» Funding:
~ ASC Integrated Codes
*Code Projects: Implementation and short-term research
*Focused Research Innovation and Collaboration: Mid-term research and
prototyping,

— ASCR DOE Office of Science

» ASCR Projection Mimetic Methods for PDEs-long term research and
proof of principles.

— LANL LDRD: ER, DR

* Theoretical foundation

* LANL People Involved:
—~ XCP-1, XCP-2, XCP-4, CCS-2, T-3, T-5
* Peers-Competitors:
~ US (LLNL,SNL), UK (AWE), French (CEA), Russian Labs
— The Predictive Science Academic Alliance Program (PSAAP) centers
2, at the Universities
- Los Alamos

A
NATIOHAL LABRDRATONY
(LA ST ]

Dperaied vy Los Alamos Mabansl Securdy LLE for WiEA C o tait ’ | AT -J'ﬂﬂ




and Applied

o . "
cdnpoicd £ Numerical methods for high-speed
e multi-material compressible hydrodynamics

Capability Review,

June 8-10, 2010 Ly ™

Context-Multi-material Arbitrary
Lagrangian-Eulerian (ALE) Methods

+ Explicit Lagrangian (solving Lagrangian
equations) phase—aqgrid is moving with fluid

* Rezone phase changing the mesh (improving
geometrical quality, smoothing, adaptation)

* Remap phase (conservative interpolation)—
remapping flow parameters from Lagrangian grid

to rezoned mesh

Vs
=
s L9;.; Alaom?s

Tras)
Operated by Los Alamos National Security, LLC for NNSA Lomputananal i VILATICS J
WA Y



Computational

and Applied ’Accu rate Interface Reconstruction

Mathematics

““":';*' is Critical for Multi-material ALE

Multimaterial flows - immiscible materials
Mesh is not moving with fluid
Mixed cells containing several materials

Interface reconstruction is needed to identify
where the materials are in mixed cells

Inverse problem-recover interface from
multimaterial data

PLIC — Plece-wise Linear Interface Construction
Interface in each cell is represented by a segment of straight line

llllllllllllllll

Ciperated by Los Alamos Mational Securdy LG fpr WNSA Camputabonal Fluid Dynamics N“ﬂ




Miﬁ’iﬁ:”" Interface Reconstruction-Vorticity
e 82010 tT Generation why'better methods are needed? e

]

2

|

1

|

ol

Moment of Fluid Interface

N Conventional Interface - | t | ty of
S | i B a7 i e eCconsiruclion — inweqri O
Los Al Reconstruction — Integrity of = Sy
« LOS Alamos MR s Vortex is Preserved
NATIONAL LABORATORY Vortex is Broken
Ciperabed by Los Alamos National Securly LLE o NNSA cimputational ok Dhiream ies ir .Y l."l!"




@ L &
E?.:“E‘f..f?i‘i';"“"'- Interface Reconstruction-Shock/Bubble

Mathematics

Capability Review, w Interaction Why better methods are needed?

June B-10, 2010

e R g 0ds 0 0XNE 43 ni@m e arie BN L3 kI I LNE JdB I L5

Conventional Interface Moment of Fluid
Reconstruction — Interface Reconstruction

Vi
"l‘“_.'l Integrity of Vortex is — Integrity of Vortex is
" Alamos Broken Preserved

MATHINAL LARORATAORY

Bif o wad
Operated by Los Alamas Mabanal Security, LLC for NNSA amputatonal Fluid Dynami N.I&ﬁ




5;’:‘:::??3;‘5“""_ Moments of Fluid (MoF) Interface

Mathematics

s Wae. Reconstruction — Motivation

e Interface Reconstruction - Approximation of the Material
Domain (2

Purezone-Q(1Z = Z, Mixedzone-$:(\Z # Z, Z -zone of the mesh

In standard interface reconstruction methods we are only given volume
|€2 () Z| of the material in mixed zone - zeroth momentof QM Z

e In PLIC methods 2, = () Z is approximated by ()")'' - cutout,
piece of mixed zone.

z Requirement is that zeroth
moments of Qz; and Q% are
the same |2z| = |QF"]

eLosAIamos

NATIONAL LABORATORY

EEEEEEE

Operatedby Los Alamos Natonal Security, LLC for NNSA Computabional Fuld Dynamics "
ﬂ"l 1

9



nrees £ 98 Moments of Fluid (MoF) Interface
o~ - Reconstruction - Motivation

e There is infinite number of cutouts with given volume - one parameter
e How to chose one cutout, {2/, that is "best” approximation for {1;?

e Cutout is uniquely defined by two parameters: ¢ — n() and d

L
L -

e In standard PLIC methods normal is chosen using volume fractions at
neighboring zones, volume fraction in zone 2 itself defines d
Problems with standard PLIC methods: material ordering, computation of
normals
P

r l
« Los Alamos
HATIDNAL LABDORATORY
(LML LES

Ciparated by Los Alamas National Sacurty, LLC for MNSA omputabonal Fluid Dynami N‘.‘m 10



® = @
e W80 Moments of Fluid (MoF) Interface

Mathematics

s W Reconstruction - Motivation

e Cutout is also uniquely defined by its
centroid = ratio of the first and zeroth moments of (%"

%o (2°) = [eyera mx'/ 25|
e Now assume that we know centroid of {2, — x.($22).
e We can construct unique cutout 27", such that x, (Q9") = x,. (£2)
e However, in general, for such cutout: |25 # |24

#

-EAIamns

NATIONAL LABDORATORY
T.FidE

Oparated by Los Alames Nalional Secdrity, LLE far NNSA Computational Fluid Dynamice -
VIS4



Computational

and oples '- Moments of Fluid (MoF) Interface
=wwme % Reconstruction - Statement

« Given: volume fractions of materials and their

centroids (reference volume fraction, reference
centroid)

» |In each zone find: cutout which has the reference
volume fraction, and which centroid is close as
possible to reference centroid

* Properties:

— Accuracy-recover cutouts exactly (in particular, half-plane),

— One-cell consideration no information from neighboring
cells is needed

Operaled iy Las Alarmaos Nabonral Seaurtly, LLE lor NNSA

LN ="



@ ] L
E::‘::SEE““'“ Moments of Fluid (MoF) Interface

Mathematics

wauss B Reconstruction - Algorithm

Fyres (5% = [x. (QF") =2, 0g%: g = v

o If 25| = V" then cutout 23" can be uniquely determined from angle, ¢,
which determines the normal to corresponding straight line

e Centroid of cutout with given volume fraction is function of the angle

o Frrer(p) = |xc (277 ()) — %™ - — function of one variable ¢
e Cutout in MoF Interiace reconstruction is obtained by solving fulluwmg
optimization problem:

ni!n Fovar (2)

« Function evaluation: given "'/ and angle , cut appropriate piece of zone
Z and then compute its centroid (explicit formula)

r

. ref —
—yr S Xol &) —x, “x,
o Initial guess: n’ = X=X -
e Z)—x; " | -_%_.
/ | |
« Los Alamos

MATIONAL LABCGRATGRY

ENT. AT s L
Dperaled by Loa Alamas Malional Seaurily, LLT Tar NNSA Lomputatinnal Fluld Dynan L YA L=




O
Examples - Resolution

Computational
and Applied
Mathematics

Capability Review,
June 8-10, 2010

LSGQ [VIRA Swartz MoF

Zigzag

Compass Rose

~ LSGQ - Least Squares Gradient (Barth)
fé—j LVIRA - Least Squares VOF Interface Reconstruction Algorithm (Puckett)
» Los Alamos

NATIONAL LABORATORY

EST 1943

Operated by Los Alamos National Security, LLC for NNSA Computational Fluid Dynamics Nﬂw
-



9 ®
::;“::;?:;3"““- Examples - Interface

Mathematics

Capa btlltyiﬂeview.v_,_
June 8-10, 2010 b

LSGQ LVIRA Swartz MoF

Piece of Pie

.[\—;. LSGQ - Least Squares Gradient (Barth); LVIRA - Least Squares VOF
»Los Alamos |nterface Reconstruction Algorithm (Puckett)

NATIONAL LABORATORY
EST 1943

Operaled by Los Alamos National Secunily, LLC for NNSA Computatianal Hluid Dynamics N"m



Computational Physies
and Applied b

W Multiple Material (23) Interface Reconstruction
e Wae Nested Dissection - ND

Process materials in specified local order - M1. M2, M3, ...

¢ Reconstruct interface between M1 and therest-(M2, M3 ...)
¢ Remove relevant part of cell once material has been processed

¢ Reconstruction of next material interface in remaining part of the cell - A/2
and the rest -(M 3, M4 ...)

e Repeat

In MOF ordering defined automatically by choosing the order which minimizes
overall error in centroids for all materials

ND IS NOT an ONION-SKIN

M1 (M2, M3, M4...);
M1, M2) M3, M4, ..):
(M1. M2, M3) — (M4. AS. )

g . M3) — (M4, M5, ...);.-.
e —”‘j
« Los Alamos

NATIONAL LABORATORY
lllllll

Operated by Los Alamos National Securty, LLC for NNSA omputatianal Flud Dynamics N‘""@ (]
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Computational Phi
and Applied
Mathematics
Capability Review, L 1%
June 8-10, 2010 !

Example - T Junction

©.n ’7 19.5.1) (L))

[(0.5,0.5)
0065k B

(0.0 050 qo

Original

.0

; SET
L ma
“hQ, B.C
na 2 &
(A, B, C) ordering
A
» LosAlamos

T5Y 1941

{0.5,1) 1,0 0,1 (6.5,1) ({8
|
[eREe] L8]] e
QAL
4C B ‘ 4‘ B
o,
A
2
(0.50) .0 ©0 "~ (0.5.0) .0
(B. A, C') ordering.
! - T T
E)I
0 “
ap C
AB
a4
mo,

L L L n
02 153 0d 0% 1

(C, B, A) ordering.

Operated by Los Alamos National Security, LLC for NNSA

TRAMICs

INISA



Computational

ond Applie “ Example - Three material

Mathematics

e W layered configuration

— i TR
0 ul 04 o 08 |

Original and (A, B, C), (A, C, B), (C, B, A),or (C, A, B) ordering

8

06

04

oz

(b)
(a) Material ordering (B, C, A) (b) Material ordering (B, A, C).

//‘.
. IRAIamos

NATIONAL LABORATORY
FST 1943

Operated by Los Alamos National Security, LLC for NNSA Computational Fluid Dynamics N‘f“
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®
Group Nested Dissection - GND

-
E:T ﬂmﬁz' -

Capability Review,
June 8-10, 2010

: i Ll | | = LEF |
v ' .'\\‘D | e | ¢ | D /
Ead - o i . ""!_F_-H_: " S T _’__..-""
& ] '1;q;1x‘ . :*.! J;ai ™
F [£]
| , e 58 L
Four material - “four corner” ND: left- (A, B. C. D) ordering,
configuration., right- (B. A, C, D) ordering

Emups: Gy = (A, D), Ga=(C,B)
Subgroups: G = A, G2 = D; Gy =C, Gyq = B;

Lk

7
L;Alanm

NATIDNAL LARDRATOREY

oL
Cippraind by Los Alamos Mabonal Secanty. LLE for MMSA

Lomputatonal Fhod Dynamics
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E;'.:‘::;“JZZ“"'- 3D Multi-material Example

Mathematics

sz W Comparison of Methods

GRAD
LVIRA
MOF
//.\ GRAD, LVIRA,-and .MoF of-the two sphere example-with-a-pre-determined-local ordering-given-by MoF.
" o
- Los Alamos

NATIONAL LABORATORY
EST 194)

Operated by Los Alamos Nalional Security, LLC for NNSA Lomputational Fluid Dynamit N '&?
A 4
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@
‘ 3D Multi-material Example
% Tet Mesh (Cubit Sandia)

Capability Review,
June 8-10, 2010

Unstructured tetrahedral
base mesh
(Neetts = 555, 468)
i
Los Alamos

EST 943
Operated by Los Alamos National Security, LLC for NNSA Computational Fluld Dynamic ;{l‘l‘"



Computational

athematics I. References and Software

Capability Review,
Jume 8-10, 2010

Web page: cnis.lanl.gov/~shashkov
V. Dyadechko and M. Shashkov, Moment-of-Fluid Interface Reconstruction,

LAUR-05-7571, LANL Report,

V. Dyadechko and M. Shashkov, Reconstruction of Multimaterial Interfaces from
Moment Data, J. Comput. Phys., (2008) 227, pp.5361-5384.

H.T. Ahn and M. Shashkov, Multimaterial interface reconstruction on generalized
polyhedral meshes J. Comput. Phys., (2007) 226, pp 2096-2132.

H.T. Ahn and M. Shashkov, Geometrical algorithms for 3D interface reconstruction,
Proc. Of the 16" IMR; 2007; pp.405-422, Springer, 2008.

M. Kucharik, R. Garimella, S. Schofield, M. Shashkov, A comparative study of
interface reconstruction methods for multi-material ALE simulations, J. Comput.
Phys. (2010)229, pp.2432-2452,

H.T. Ahn and M. Shashkov, Adaptive moment-of-fluid method J. Comput. Phys.,
(2009)228, pp.2792-2821.

= H.T. Ahn, M. Shashkov, M.A. Christon, The moment-of-fluid method in action,
Commun. Num. Meth. Eng., (2008)25, pp 1009-1018.

» 2D code for one zone is available by request - LA-CC-07-078.

f-”l, LLNL, AWE and CEA are using this code.
» Los Alamos

MATIONAL LABRORLATGRY

AR
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Computational

and Applied W Conventional Arbitrary Langrangian-

Mathematics

Capability Review, “..:. EU|erian (ALE) MEthOdS

lune 8-10, 2010

« Explicit Lagrangian (solving Lagrangian equations) phase
- grid is moving with fluid —
Lagrangian grid

* Rezone phase — changing the mesh (improving

geometrical quality, smoothing, adaptation) — mesh
movement — rezoned mesh

+ Remap phase (conservative interpolation) — remapping
flow parameters from Lagrangian grid to rezoned mesh

P
2
-Los Alamos

S1ydad
Operated by Los Alamos National Security, LLC for NNSA ~omputat FRIuid Dynami C YA =g



- . °
e Rayleigh-Taylor Instability

Mathematics

e %a - Limitation of Conventional ALE

0.95 0.95
0.9 09 E
0.85 [ 0.85
08 & 08
0.75 0.75 E
0.7 07 F&
0.65 } 0.65
0.6 | 06
0.55 0.55
0.5 05
0.45 0.45
0.4 0.4 X
0.35 0.35 TR
0.3 03 -
Reference-Jacobian Rezone Strategy
0.25 0.25
02 02 (Knupp, Margolin, Shashkov)
0.15 0.15
0.1 0.1

0.05 0.05
0 . 0
0 0.15 0 0.15 0 0.15
Solution: ReALE - Reconnection-based ALE
a2y Rezone phase—Mesh is allowed to change connectivity
- Los Alamos

NATIONAL LABORATORY
EyF. 1243

Operaled by Los Alamos National Securily, LLC for NNSA Lomputational Fluid Dynamics N“:S;ﬂ



Computational P

cre S Re ALE—Reconnection-based ALE

Mathematics

Capability Review, "l-.
June 8-10, 2010 “..

» Lagrangian phase—General polygonal meshes
* Rezone phase—Allows mesh reconnection

* Remap phase—Remapping from one polygonal
mesh to another

The Devil is in the Details
R. Loubére, P.H. Maire, M. Shashkov, J.Breil, S.Galera
ReALE: A Reconnection-based Arbitrary-Lagrangian-Eulerian Method

J. Comput. Phys., 229(2010), pp.4724-4761

/N

. Los Alamos

3 a)
Operaled by Los Alamos Nauonal Secunty, LLC for NNSA
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Computational = .
and Applied Lagrangian Hydrodynamics on

Mathematics N

w9 General Polygonal Meshes

June B-10, 2040 T

- .
— : .____.L
» Staggered Discretization 1[ L
Density, internal energy, pressure - cells(zones), velocity - fR——— AR h
nodes (points); there ls_:ai'e also subzonal quantities L ' b
- “:x fia B
-

+ ALE.INC - Shashkov, Campbell, Loubere {2003} -
Compatible discretization, internal energy equation, subzonal masses, edge and tensor artificial ﬁsmitg._r:-
« Lall-L-anterad Liscratization
All primary quantities are cell-centered, some algorithm for definition of nodal velocities
« CHIC - Bordeaux - Maire (2007)
Density, momentum, and total energy are defined by their mean values in the cells. The vertex velocities and the

numerical fluxes through the cell interfaces are evaluated in a consistent manner due to an original Godunov-like

solver localed at the nodes (Geometric Conservation Law). There are four pressures on each edge, two for each
node on each side of the edge. Conservation of momentum and tolal energy are ensured. Semi-discrete entropy ==

inequality is provided.

-Los Alamos

MATIONAL LABDRATORY

TST Via]
Operated ty Los Alamos Nabonal Security, LLC for NNSA omputational Fiuid Dynamie Nl'm




, A ¢ ¢
raa T Reconnection-based rezone

and Applied
Capability Review,
June8-10,2010 Strategy

Mathematics

« Initial mesh at =0 is Voronoi mesh

* Voronoi mesh correspond to some generators - one generator per
cell

* Location of generators control the mesh

- We use weighted — Voronoi meshes - accuracy, smoothness,
adaptation

- Onrezone stage we define new (rezoned) positions of generators
which gives us new rezoned mesh-Voronoi mesh corresponding to
new positions of generators.

* Rezone strategy is to how move generators
- Connectivity of the mesh corresponds to Voronoi mesh

* At each Lagrangian step we start with “almost” Voronoi mesh-
“small” edges are removed
~
» Los Alamos

NATIONM] LABQRATORY
EST. 1943

Operated by Los Alamos Naticnal Securily, LLC for NNSA Wl itational Fliuid Dynamics L WA =]
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ninnicd £ VVoronoi Tessellation - Definition

and Applied
Mathematics

Capability Review,
June 8-10, 2010 . ’

Sef of generators: g, =(z;, vi)
Voronoi cell: V; = {r = (z,v) : |r — g| < |r — g;|, forall j # i}
Mass centroid of the cell (p(r) > 0 - given function)

Cf — fv@. rp(r) dzdy/ fvi p(r) dz dy,
if g; = ¢/ - weighted-centroidal Voronoi tessellation

7 . t
’
o f - B
. 1
“ TN
| |
i i —

Tt ,/_

- L \.
i
\

Left - generators, Voronol cells, centrolds; Right - centroldal Voronoi Tessellation (p = 1)

Centraldal Voronal Tessellation - Lloyd's Algorithm

¢ Glven p(r) > 0 and positive number n

0]

i

¢ Construct Voronol cells Vio correspondingto g

+ Set posltlons for n generators: g

0
?

¢ Define new positlons of generators to be welghted-centroids of Vioz g% = cﬂ(véo)

SO
)
» Los Alamos

NATIONAL LABORATORY
371941

Cperated by Los Alamos National Secunly, LLC for NNSA omputational Fluii Imics LY l‘!f‘@
i / : |



Computational
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Mathematics

Capability Review,
June 8-10, 2010

Left — from T. Ringler :
Right — from G.W. Barlow, Hexagonal Territories, Animal Behavior, v.22, 1974
(The territories of the male Tilapia)

,% Somewhere in the Argentine Republic Fruit - surface mesh - Maui
» Los Alamos

NATIONAL LABORATGRY
R ED |

Operaled by Los Alamos National Security, LLC for NNSA Computational Fuid Dynamics N"m
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ww “ Initial Mesh
Pt % Shock-bubble Interaction

lune B-10, 2000
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Generators at a similar
distance perpendicular to
material interface. Inside
the bubble — uniform with
respect to arc-length.
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Computational

and Applied “ Reconnection-based

Mathematics

wmme M Rezone Strategy

Requirements - Close to Lagrangian, Smooth Mesh, Adaptation capability

e At the beginning of Lagrangian step mesh is Voronoi mesh, V"
corresponding to generators g’

e At the end of Lagrangian step vertices of the cells are moved accordingly to

Lagrangian method - Lagrangian cell at time ¢t" "' is V" "' - not a Voronoi
mesh

e Lagrangian Phase - There is no equation for movement of the generators

2
- Los Alamos

NATIONAL LARGRATORY
ENT AR

{Oiparalad by Los Alamos Maboral Securiy, LLG for NNSA Computatonal Fluid Dynan N‘!‘m




o O
er Algorithm for Movement of

Mathematics

e S Generators

e Compute weighted-centroid (c?)7"' of V"*? as follows

i
n+1 - -
(Cw)?‘ = f‘;',ln+1 r"lb,i +l(r‘) dx dy/fg,n-kl 'f,b?; +1(r) d'x dy
z 2
P (r) - piece-wise linear reconstruction based on mean values of some
monitor function at t" .
e “Lagrangian” Movement of Generators

T £ o l
gi,+1.Lag — g'j,_l_Atu?;} T —I’P( n)l Z up
€ pEP(c])

e Final position of generators

2 ?

gf“ = g“l'Lag + w; [(C§)n+1 - g?H'LGQ] e ' [0 1

o Computation of the .,
The principle of material frame indifference: uniform translation or
rotation w, = 0
Analysis of deformation gradient tensor F between two consecutive time
steps.
2
» Los Alamos

NATIONAL LABORATORY
EST.194)
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v Tests and Com parison of Methods

Mathematics

Capability Review,
June 8-10, 2010 ,.‘,‘_

» Test Problems
— Vortex formation
— Interaction of shock with bubble

— RT Instability
* Methods

— Lagrangian
— Standard ALE
* Rezone — one iteration of Winslow (condition number)
* Remap — swept region
- Eulerian = Lagrange + Remap

+ ReALE

7
e _-‘.}
» Los Alamos
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Computational P}
and Applied
Mathematics

Capability Review, D
June 8-10, 2010 ) "
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Time 2.7 - just before Lagrangian calculation stops because of mesh tangling - mesh and density.

Lett - Lagranglan, Center - Standard ALE, Right - ReALE

.Los Alamos
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Vortex Formation

Computational Physics:
and Applied
Mathematics

Capability Review, ‘
June 8-10, 2010 '

Time 2.72 - when Lagrangian calculation stops because of mesh tangiing - coloring by initial region.

Left - Lagrangian, Center - Standard ALE, Right - ReALE

Shows how Lagrangian is movement of the mesh

2,
- Los Alamos
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e l_ Vortex Formation

Capability Review,
Jume B-10, 2010
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Density

Left - Eulerian, Middle - Standard ALE, Right - ReALE

ReALE - Interface

rFinal time moment - .1..1
_.-""‘H'
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and Applied W Vortex Formation

Mathematics

Capabilty Review, K High Resolution Results - Wave Structure

lune B-10, 3010
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Computational

and Appiss “ Shock-bubble (cylindrical) Interaction

Mathematics -
Capabilty Review, m Statement of the problem and initial mesh

hune B-10, 2010

Air- (p, P,vy) = (1,10, 1.4)
Helium - (p, P, ) = (0.182, 10°, 1.648)
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*J.F. Haas and B. Sturtevant, Interaction of Weak Shock Waves with Cylindrical and Spherical Gas
Inhomogeneities, J. Fluid Mech. 181 (1987) 41-76.

= J. Quirk, S. Karni, On the Dynamics of a Shock-bubble Interaction, J. Fluid Mech. 318 {(1996) 129-163.
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Computational
s “ Shock-bubble (cylindrical) Interaction

Capabily Revew, “" Comparison with conventional ALE and Experiment

bune B-10, 2010

Left - Standard ALE - Density; Righ! - ReALE - Density

i
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T
v
v
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Laf - Experiment from J. Ouirk, 3. Karni; Right - ReALE - Malerials
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Mathematics

Capability Review,
furse B-10, 2010
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Rayleigh-Taylor Instability
Late Stages
ReALE does not require user intervention
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snd i '- Reconnection-based ALE
ﬁmm* Conclusion and Future Work

< Summary
—~ New Reconnection-based ALE — ReALE Method
— Robustness
— Demonstrated performance on Test Problems
— On Test Examples performs better than Standard ALE

«  Future Work

— Explore different options for “density” in weighted-centroidal Voronoi —
error indicator — adaptation

— Combination with explicit node movement

—~ Adding and deleting generators

—~ Combination with Lagrangian and standard ALE methods in subregions
- More advanced closure models for mixed cells — sub-scale dynamics

- Material strength

~ More Test Problems -quaniltatwe comparison

~ Efficiency

L LA iﬂl.l.'l'nl-
LLLRLL 2 ]

tmd by Lon Alarmos Matansl Secudly, LLC R NNSA emputational Fluld Dynami "l'm
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G Comparison with Peers
Matheimags | LANL is leader in method development for high-speed

Capability Review,

June 8-10, 2010 m multi-material compressible hydrodynamics

Our peers: US NNSA Labs —LLNL and SNL; The Predictive Science
Academic Alliance Program (PSAAP) centers at the Universities;
AWE (UK), CEA (France) and Russian Labs-—

*  We have very good knowledge of what numerical methods are used
In these organizations because of participation in US meetings, with
AWE participation like NECDC and JOWOG as well as international
conferences like MULTIMAT:

*  We are absolutely sure that we are leaders in method development
for high-speed multi-material compressible hydrodynamics

« All Labs are using methods developed at LANL
— Discretizations
— Anrificial viscosity
— Interface reconstruction methods
- Mesh improvement technigues

/:-} — Remap algorithms
» Los Alamos

NATIONAL LABORATORY
Ty

Operated by Los Alamos National Secunty. LLC for NNSA —_omputational Fluid Dynamics 7 l'm
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Status of Capability

and Applied
Mathematics
Capatulity Review,
june 8-10, 2010

We have developed solid mathematical foundation for high-
speed mutlimaterial compressible computational
hydrodynamics. It allows robust and predictive modeling of
complex 3D multimaterial flows:

« _Examples of Current Research:
—Development of sub-scale modeling for mixed cells, which includes

material strength and takes into account material configuration inside the
mixed cell (ASCR Office of Science Project on Mimetic Methods)

—Modeling of voids in mixed cells (ASC)

- Developing reconnection-based methods, where connectivity of the
mesh can change at rezone stage (ASC, ASCR)

~Development of cell-centered discretizations (LDRD-DR) as opposed to

»ﬁi; staggered discretizations, which are used in almost all current codes
« Los Alamos

EATIONAL LANDRATORY
(LR ]
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Direct Numerical Simulationg
Turbulence

Danliel Livescu [ CCS-2

Applied Mathematics and Computational
Capability Review June 8-10, 2010

=-=- Direct Numerical Simulations of
wewsr 9 fluid turbulence

Using high-resoiulion, confrolled studies, DNS can provide a wealth of information, which
complemaenis the expariments and guides Wwrbulence model developmant. The tafk
highlights recent results using large scale turbulence simulations, including furSwience
control, new physics, tirblfence modal impravemanis, s woll a8 fnexf gererstion
numerical algoritfima for advanced architectures,

Funding: LDRD, Boience Campaigns, ASC, DOE Ofice of Baence

Present generstion of DOE supercompulers has enabled sccurate calculations of several
flows of interes! which can be used as “numerical experiments” to:
*  cemplomen and heip devgn physicnl expeciments,

divilap s alsiale it mateis

dseoRe nss

werily ihe leepe ciwiss

DNS of Mwd lurbidence supports several of the Laborlony s Grang Challenges [ g

§ Weapons
physics evaluation needs, mulliscale modeing, &Jﬂmm{ﬁwim-l ASC)
will accurnie mydmodynamics simutalons on advanced archilediuies. Dul 880 fulure MessIoNs

mmmmwmmmmmmﬂm
DNS efforts at LANL: CCS-2 Fluid Dynamics Team, ofher effors (e g Susan Kurien, T.5)
Competitors: oither DOE Labs, top ber umwersities [Stantord, Caltéch, Princelon, efo. )

—— N ——




Appllchthem:q ‘l Large—scale accurate turbulence simulations are a powerful

;:‘:’f“"""”""“" tool for: designing turbulence control techniques, develop
. Capabllity Review, and validate models, discover new physics, verify iarge

June 8-10, 2010 ‘» PEYSiCS EOdeS.

* Turbulence design using DNS and complementary physical
experiments:

—~ LDRD 2008058DR, “Turbulence by Design,” Pl: Malcolm Andrews (CCS-
2), eo-Pls: Daniel Livescu (CCS-2), Kathy Prestridge (P-25), Ray Ristorcelli
and Fernando Grinstein (XCP-4).

* Turbulence model development and validation using DNS data;
verification of RAGE:
~ LANL-LLNL collaboration.

* New impontant physics discovered using large-scale accurate
turbulence simulations:

Example: Two-fluid mixing is asymmetfrical for different density
fluids.

* Next generation Direct Numerical Simulations of fluid turbulence:

First implementation of a large fluid dynamics code on the Cell
architecture (Roadrunner) with excellent performance.

//‘\
]
- Los Alamos
UATIQNAL 1ALORATOAY
O 141 vl by Lim Alaimas Mational Sacuiity, LLC (0 ANSA i B ?v'ﬂ‘}'.',i i

¢ ittt | CCS-2 Fluid Dynamics team and

Physics

e 92 collaborators

n  Ravleigh-Taylor Instability [Cartasian and convergent geometries): Tie Wei, Mark Patersen, John
Grove, Malcolm Andrews (€CS-2), Susan Kurien (T-5), Huidan Yu {Jahns Hopkins), Arindam 8anerjee (U
Missauri), Wavelet-based adaptive mesh; Scott Reckinger, Ofeg Vasilyev (U Colorado)

s Shock-turbulence interaction: Mark Petersen, Sumner Dean (CCS-2), Aaron Haley (U Missouri)

» Supernovae, X-Ray Bursts: Sanjay Reddy (T-4), Stan Woosley {UC Santa Cruz), Alex Heger {U Minnesota)
x  Turbulent Mixing: Ray Ristorcelli, Fernando Grinstein, Len Margolin (XCP-4)

» Turbulence analysis: Ray Ristorcelli (XCP-4), Rob Gore, John Schwarzkopf (XTD-6), Krista Stalsberg-
Zarling (XTD-2), Will Cabot, Andy Cook , Ye Zhou (LLNL), Robert Rubinstein (NASA Langley)

m  Advanced architectures: Jamatudin Mohd-Yusof, Tim Kelley, Marcus Daniels {CCS-7)

»  Visualization: Advanced architectures: Pat McCormick (CCS-7), Steve Martin (Ohio State U) ;
Paraview: Jim Ahrens, John Patchet {CCS-1).

= Computational resources: Allocations on ORNL{Jaguar), LLNL [Purple and Dawn), and LANL

(Roadrunner) and through Institutional Computing and ASC,
Vs

=
. - Los Alamos
NATIONA( LAADRATORY

Qerratod by Lix Alimas Kathna Sevufity, LLC for WNSA X 1t ) C WA L)




wimared | Other Direct Numerical Simulations
wnwns 9 of fluid turbulence efforts at the Lab

®  Very large simulations of stratified rotating turbulence, on DRNL laguar using an INCITE proposal, to
study changes in the turbulence properties due to stratification and rotation. Results useful for

parameterization of small-scale physics in ocean models (Pl Swnan Kurien T-5).
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E':.._._ | DNS requirements

e 100, B0

» Fully resolve all the relevant time and length scales.

- No numerical stabilizing algorithms, artificial dissipation, or subgrid
modeis (2.9. codes intended for coarse mesh calculations intentionally
add numaencal arors in the form of limiters, artificial dissipation, etc., 1o
stabilize the calculations which are inherently unstable on coarse meshes).

- Highly accurate numerical methods (spectral methods, high order
central or compact finite differences) to minimize numerical errors
(low order schemes require orders of magnitude more points for accurate
solutions).

. * Goal: "exact" solutions to the governing equations.
- !'-ém;”utﬂnmh
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A '
:,,‘;m Evolution of accurate turbulence prediction:
Coph e range of scales vs. computer speed.

aret @ LD, 20D
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o s
o % CFDNS code description

Davelopad within ihe CCS-2 gioup owar tha las] T yass
Coda Overview
Structured grid finite differences and/or

FFTs code suitable for direct numencal
simulation (DNS) turbulence simulations

Compressible and incompressible Navier-
Stokes equations in 3 dimensions.

Allows multiple species, real material
properties, exothermic reactions

A subset of the code has been ported lo
the Cell architecture with axcellent
performance

Code scales well to =150,000 compute
cores (BG/P Dawn, LLNL)
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Tt Turbulence design using DNS and
memms 3. complementary physical experiments

- LDRD 2009058DR, “Turbulence by Design”

Pl: Malcolm Andrews (CCS-2)
co-Pls: Daniel Livescu (CCS-2) - DNS
Kathy Prestridge (P-253) = RM experiments
Ray Ristorcelli (XCP-4) — Turbulence modeling
Femando Grinstein (XCP-4) — ILES
Collaborating University: Texas AAM - RT experiments
Postdoc’'s: B. Rollin, 5. Gowardan, S. Balasubramanian
GRA's: A J. Wachtor, N. Hjelm, 5. Reckinger

Los Alamos
:Hh ik B MR AR LR LLL P BHLA N.'Sﬂ

E"""_,._'ﬁ:l LDRD-Directed Research “Turbulence By
—ry Design”
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o Two-Mode “Leaning” RT Experiments Using the
g New Computer Controlled Flapper (TAMU +
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EE:::“ DNS of two-mode Rayleigh-Taylor instability:
A role of mode number combination
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":# Two-mode density and vorticity
P ‘ evolutions: k = 2; 10.

ddlibai| | b SLarnEr

e e NISA

m Turbulence model development and validation
e using DNS data; verification of large physics

¥ apahn by Mot g

b 0 codes (RAGE)

. Anawsns of a 3072° DNS of
Rayleigh-Taylor turbulence, the

rargest simulation to date of

inhomogeneous turbulence.

« LANL = LLNL collaboration

References
Cabot and Cook, Nature Phys . 2006
= Livescu, Ristorceli, Gore, Dean, Cabot
and Cook, J Turbul., 2009.
- Livescu, Ristorcelli, Petersen, and
Gore, Phys. Scr. 2010

Related to
« Campaign 4
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E_:::- Turbulent kinetic energy transport
=w=r ¥ equation budget

Dominant terms, RT layer interior:
produciion  despation  enkpoit | bamport

;,r gk = _rm-l"1 1,2 - %Hull — iy} y 4
MmN JX (== S ¥ bl Wi amdh ) .
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Dominant term, RT layer edges: —— ,'r : A -
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e e Gradient diffusion hypothesis
Ium B0 1088 i

Very popular in applications for simplicity: the turbulent
diffusion is mode&d using the available turbulence scales.

E.g. the mass flux in RT turbulence modeled as:{pu, )= -y {p)
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Iﬁm
@ e wet Gradient diffusion hypothesis: DNS view

The energy cascade mte, £, = k Y4/ L, and the dissipation rate, £ = LA J:1 , ara not
the same (non-squilibrium fow) even aftar tha layer width becomes self-simitar

The wsual turbulence Reynolds numbet, which s proportional to the eddy

diffusivity, nover reachaes sell-simianty, however a Reynolds number definad basad on
ihe cascade rate, Re,_ = & /(v £, ) has the large scale scaling.

1 I L] I '}11

= .15

{01 Reh™

=1 0%
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. Applied

and

| e e te  Gradient diffusion hypothesis: conclusion

e 10, P00

Due to the lack of self-similanty of the turbulent Reynolds number, the
usual closures for the moment equalions using the lurbulence length-
scale, I, and gradient diffusion hypothesis for the turbulence transport
or similarity arguments for the dissipation fail in Rayleigh-Taylor
turbulence (at leas! unhl asymptotic self-similarity is reached).

Solution: In a single point modeling strategy for R-T
turbulence, need two length-scale equations.
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Agplin pch
M New important physics discovered using large-
ey scale accurate turbulence simulations

+ Mixing asymmetry in two-fluid
turbulent mixing

References
Livescu and Ristorcedli, J Flud Mech 2008
Livescu, Rislorcelli, Gore, Dean, Cabol and Cook. J Turbul 2009
Livescu and Ristorcell, Adv In Turbwd XIT 2010
Lvescu, Ristorcell, Petersen, and Gore, Phys Scr, 2010

Related to
Campaign 4, ASC, LDRD
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E“m ) Mixing in homogeneous Rayleigh-Taylor
sume 9 turbulence
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Egm Mixing asymmetry in homogeneous Rayleigh-
L--Hw-m-n Taylor turbulence: evolution of pure fluids

lugem B-E0L JUAD

ot L e R e, 1l - Nﬁ;ﬁ;ﬂ‘_'

LE'L::'I“L! Mixing asymmetry in Rayleigh-Taylor
conm s turbulence

usm B-15, 2088

& Density PDF across tha Rayleigh-Taylor layer:
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E_mﬂ Rayleigh-Taylor Instability at high density
e B ratio

B Visualization of density from the largest turbulence simulation to date {at the time
of completion): 4096‘x 4608 Rayleigh-Taylor Instability at 7 to 1 density ratio
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Eu—m’"ﬂ Next generation Direct Numerical
=wr=r % Simulations of fluid turbulence

- First implementation of a large fluid
dynamics code on the Cell architecture
(Roadrunner) with excellent performance

References
= Livescu, Mohd-Yusol and Kelley, SIAM FP10 2010
Mohd-Yusof, Livescu and Kelley, ParCFD08, 2009
Mohd-Yusof, Livescu, Kelley, Petersen and Desal, SIAM CSE0S, 2000

Mohd-Yusol, Livescu, Kelley, Petersen and
Desai, Supercamputing, 2008

Related to
ASC, LDRD
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E_==- Roadrunner is a cluster of cluster with
wemwe B accelerators
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__‘- IBM PowerXcell 8i Processor
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hybeld programming
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by DS, ALF and
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Roadrunner implementation challenges

* 3-way node heterogeneity
Need to program each separately
Need to synchronize all 3 levels

* PPU is not particularly fast

= SPUs
Have 256KB local store for code and data
Explicit memory management
Asynchronous independent DMAS
Poor branching performance

I'I!'li'lllhlldl S el L p e A e i T i ”l'ﬂ




Agpile

el Roadrunner implementation of CFDNS
receiy (CFDNS-rr)

= Data layout
G vs Fonran, buf also aplmizaiion for DA operabipns

* Spatial derivative calculation
£ order compadt fnte diferences 8, .+ 8, MF*afl, =b, [+ b0 +0, [ +b,[ ,+ Dy
[

requares Brhmpondl sofveéd
paraisl verson reguenes Cormmuncalion silfer
* dats transpose (usual sobver)
* ghosi cells_ iniermedals values (disinbuled salve )

* Update calculation
DoEni-wISe, FRLINES RO SOmNGaan
eaiy vechonzed for 5PU

* Table look-up and inversion
binary seanch
= inlerpoiation of INWerson

L ——— T NISA

E-::- Division of work for the Roadrunner
wwss %) implementation

S S — " — ”lT-m —



Data access in Cell memory

» Each SPU accesses memoly indepandently
aniy 4 shown for olaniy
« Differeni offsels, strides, staring addrésses for y and z derivalives

© Ay fosd conigLIous Fvecion 5

¥
* Data in cell memory néver re-ordersd
;“Eutnnr accass patlern is fing lor updabo Bguation

. L;Ahnm

WEMINAL e
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[ e i H"ﬂ

v Data access in Cell memory

gty e,
1w 10 2OLS h

* Each SPU accesses memory indepandonthy
oy 4 sheven o cianly
» Different offsels, strides, staring addrasses lor x and y denvatives

ahways oad conbguous F-veciory X

}l -
+ Data in cell memory never re-oioemed
;ﬁﬂwmmﬂ is fine for updole equation

b L L LR LR T L Fariin 1 Hl‘m



wm
o _ Data access in Cell memory

lume B-10, BN

¢ Each SPU accesses memory independantly
only 4 shown for claniy
* Diflerent offsets, sindes, stering addnessas lor y and 7 denvalves

ahways load ConDpUOLE F-vBciors X

¥

+* Dala in cell memory never re-orderad
*_ Ellhar access paliern is fine for update equation

-
Hatifhd | alEE IRy

FETN

Vg B e i, B i Irinlu "l‘m

'-::- Other changes for the Roadrunner
emte W implementation

* Consolidation of derivative calls
6 grouped denvative calls per RHS evaluation
Reduce number of sync points belween processors

* Overlapping of compute and communication
First x-pass while y-derivative ghost cells are formed, eic.
* Uses different processor and memory spaces

* Control of local store usage
20 local store arrays (size NZ) used
Extra LS arrays needed for

* RK45 RHS arrays
* Ghost cells

o
 Los Alamos
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nﬁm
e w Table look-up and inversion

* Look-up
Straightforward. calculate offsets, load local dala and interpolate

* Inversion

Ednaqrmr:h
*  Loading full lines of dats saluraies the Colls Bemend inlerconned B
*  Use @ two siage afjrooch wiich mproves the memory scoeas pallsin nd vedoioes e
ocal compudabons, allssl af ncreased local number of opealon
- il it corvpRponding 1o the first 7 points the hinary search could viail and perform
e seanch
- repaal, unil he data reaches manageabie sme
- complets the search in the reduced region
- fird tha inveled values, using the cornes data of [he comespanding lablo coll
*  Pre-oompule terms in e inlerpolaton formulas wihsch are re-used
= Compute separmbe polynomials concurmently, based an <data kocality

WETHEN AL | RRUE TR

T e by L A e W 1] B Hl'ﬁ

::::ﬂ Summary: excellent performance of the
wvume 9 Roadrunner 1mplementatiﬂn

* For this problem
Serial tests show speedup of > 30x, double precision

Parallel speedup is ~20x at scale
Significant restructuring of the code was needed
* |atency vs data volume tradeoff
* more complicated scheduling and synchronization

*In QEHEI"EI
For large structured data sets, the Cell acceleration polential is very
good
* changes compule/communication ratio significantly
* axcellent memory performance is largely responsible
* overall speedup will depend on commumication overhead for parallel codes




:M Large-scale accurate turbulence simulations are a powerful
and

s tool for: designing turbulence control techniques, develop
., [ V— and validate models, discover new physics, verify large
(B LR

_- ~ physics codes.

*  Turbulence design using DNS and complementary physical
experiments:

LDRD 20020580DR, “Turbulence by Design,” Pl: Malcolm Andrews (CCS-
2), co-Pls: Danel Livescu EEES-Z)::. Kathy Prastridge (P-25), Ray Ristorcelii
and Femando Grinstein (XCP-4)

«  Turbulence model development and validation using DNS data;
verification of RAGE:

=  LAMNL-LLNL collaboration.

« New important physics discovered using large-scale accurate
turbulence simulations:

Example: Two-fluid mixing s asymmelncal for different density
fluids.

+  Next generation Direct Numerical Simulations of fluid turbulence:

First implementation of a large fluid dynamics code on the Cell
architecture (Roadrunner) with excellent performance.

-

madiE R 1 ab el
Y

e cr b m B S e e T NJ‘S%

. Apptad

“uﬂ Direct Numerical Simulations of fluid

Fosypan
Copadty Suvow turbulence: Roadmap to Exascale

Abtgr dacadey of
muagch, furbulsnoe and
turbudent mimryg wtill remain
uRidived probiemi o physc, The
s 7 part 1D [he yery |arge TARGEE
of wpEbo-tamporal, dynamically I."“ml
rmlevant scalas quﬁ

Lign seale computing is espacted
o Bring & numdier of
Braakibisught i seance. Dre af S —
the arens mosi Wely o benefitas 1 s 1
Nuiel turbulance, wihere very
large wcale camputations can
fring the Insight and indicate the

appropriste modeling approachss

Yar the rauting coarse mash

calulations noeded in |

appliations, E
T e
o B, 7 e

The road to Exascale will enable accurate turbulence simulations which will dramatically increass
the predictabliity of complex practical Pow and, thus, will directly impact the US
competivensis, economy, and policy landicape.
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oy Definition of “PDE Theme"

| i ——
o L

« For Purposes of Organization, NOT:

CFD, Meonte-Carlo, Integrated Codes, Discrete Event
Simulaton

* PDE Theme IS;
Applied Math
Deterministic Transport
Solvers
Computational Plasma Physics
Computational Mechanics
Meshing

m

i

. ——————




[ =" Brief Overview of PDE Theme

gy
| — i
it

« Funded by NNSA, Office of Science, LDRD, and
other sources as weil .

+ Supports the mission by developing fundamental
capabilities.

« These fundamental capabilities are typically
intended to improve the performance and/or
predictability of large scale integrated codes (IC).

« Members of LANL PDE community can be found
primarily in CCS, T, XCP, EES, ISR

- Los Alarmas

— - —_—
— i — — . . b

feotee 'i- Outline of Talk

et
==
S

» Overview of PDE Self-Assessment, Including:
Level of effort eslimate
Overview of sub-topical areas
Quick pointers io other lalks and posters
+ Thoughts on two important LANL directions
Thought Topic 1: Multiphysics methods and time
integration emrors: the relationship to aspects of
Uncertainty Quantification,
JThought Topic 2: Scale-bridging algorithms on
exascale platforms: a lest bed for compulational co-
- design.

e
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[===""W Level of Effort in PDE Theme:
=== W ESTIMATES for a few groups

» T-5, Applied Mathematics and Plasma Physics,
38 FTE

« CCS-2, Computational Physics and Methods, 15
FTE

« T-3, Fluid Dynamics and Solid Mechanics, 6 FTE
« XCP-4, Methods and Algorithms, 6 FTE

g i !I"_"' - :
S NOSA

-u--“"'"" Applied Math Overview

| ma e By
W

» An historic core strength of LANL
« Large concentration of activity in T and CCS

« Traditional funding sources have been NNSA,
Office of Science, and LDRD

« Topics include numerical analysis, computational
mathematics, complex far-from-equilibrium
systems, muitiscale analysis, stochastic PDE

s nNISA
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ettt Two High Profile Activities in

=== W Applied Math

« Center for Nonlinear Studies (CNLS)
Focus on nonlinear, complex, far-from-equilibrium
X systems
: A gateway between LANL and the academic
 community
- DOE/ASCR Applied Math Research Program
~ Fundamental pursuits with successful connaction to
programs
Activities in computational math, stochastic PDEs,
theory of nonlinear evolution equations, networks, ...

- g Alameos

e e ow ey om g

it Two Presentations Supporting
" Applied Math

= Talk by B. Wingate: On the Slow Dynamics in the
Arctic Ocean
Fundamental multiscale analysis applied to climate
Physical insights have been gained. Could impact
solvers for multi-scale problems (synergistic
connection)
* Poster by K. Lipnikov: Mimetic Finite Difference
Methods: Theory and Application
Development of advanced discretization methods
Impact on core LANL simulation mission, ASC

MNISA

5/27/10
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Z=="¥9 Result from K. Lipnikov's Poster

.
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b Transport

« Long LANL history of foundational research in
simulation of Boltzmann equation for photon and
neutron transport

+ Primary concentration of effort in CCS-2
* Primary funding source is NNSA / ASC
* Research topics include:

Spatal discretization and analysis
Parallel solver issues
Eigenvalue methods
= Issues relaled to multiphysics coupling
- Lgn Adgn

=




=_‘ Presentation Representing
=n= §) Deterministic Transport

= Talk by J. Warsa: Netwon's Method for S,
Transport Applications
impact of nonlinear solvers on inear transport
« Spatial discretization
« Eiganvialua problam is a nonlinear problam
Advanced discretization on polygon meshes

Synergistic connection with nonlinear solvers research

Synergistic connections to new directions in
advanced scale-bridging algorithms

] . Overview of Solvers

* Research In linear and nonlinear solvers
* LANL community exists in T and CCS

Advanced Simulation Capability for
Environmental Management (ASCEM), LDRD, ...
*« Deterministic transport and implicit CFD methods
have been big drivers
* Multiphysics methods and analysis of operator
_ splitting approaches
Lot Alarnen

e

fael ma T m

* Funding sources: NNSA /ASC, Office of Science,

5/27/10




a hevined Current Status of Solvers

Sartemmatn

b —
B L - |

« Available software includes BoxMG and LAMG

« ASC solvers project cancelled in 2007 as a result
of reduced funding and reprioritizalion

+ Evolving | Growing opportunities

ASCEM and Climate
- Re-engage ASC

- e NISA

oy Presentation Representing Solvers
==

« Poster by D. Moulton: Solvers Development for
Subsurface Applications: -
Subsurface applications span a wide variety of
complex nonlinear, multiscale, multi-process models
muﬂunmnmdﬂﬂlmrmmhumand

———
[N (]
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=== % Computational Plasma Physics

« History of mission and program support (ICF and
MFE)

* LANL community exists in T , XCP and ISR

= Funding sponsors have included NNSA, Office of
Science, NASA, DoD, and LDRD

+ Application areas have included magnetic
confinement fusion, inertial confinement fusion,
high energy density physics, space plasma

~ physics ...

-E.ﬂ-_l!
e e NISA

el . Highlights and Presentation in
==% % Computational Plasma Physics

* Rich history of foundational, high visibility,
algorithm development at LANL.
+ Talk by B. Albright: VPIC: Kinetic Plasma
Modeling al the Pelascale and Beyond

Highly efficient mapping of explicit EM PIC code onto
advanced supercomputers such as Roadrunner
First-of-a-kind physics simulations in Laser-Plasma-
Interaction, Magnetic Reconnaction, Fast lon
generation
Synergistic connection to scale-bridging direction

.l-nu

—— NISA

EJ.‘
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=== Computational Mechanics

+ Strong mission and program need

« Model development and algorithm development
are tightly coupled here. |

* LANL model and algorithms community exists in
T-3, T-1, XCP-5, XCP-4, CCS-2, and MST-8,

* Limited support for methods and code
development at LANL (NNSA and DoD).

* Model development has enjoyed stronger
. support

— -

Bt el e Y

| . N —

= - Computational Mechanics:
=== % A Challenge and a Presentation

+ Standard spatial discretizations and solution
methods can be challenged on LANL problems.

* Poster by D. Zhang: Advances in the Malerial
Point Method for Nonlinear Mechanics. (picture)
Muitimaterial interaction theory with in Matenal Point
Method . An advanced particle method for ALE.
Connection to advanced nonlinear solvers started.
Synergistic connection i scale-bridging direction

5/27/10
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? Computational Mechanics:
= ¥ A Results from D. Zhang's Poster

+ High strain-rate, large deformation, multimaterial
application is rather unique to a few NNSA labs.

w2tz ¥ Overview of Meshing
e

« Strong mission and program need

* Has some support from ASC / NNSA and some
support from LDRD. Support has been
decreasing.

« LANL community includes T-5, XCP and EES-6.

= LANL meshing needs are fairly non-standard.

+ Focuses heavily on capturing very complex
physics precisely.

--l—-l-i—--l-l-llll-dh- m

e |
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:"-."-'."' Presentation on Meshing |

| S—
—

* Poster by R. Garimelia . Overview of LANL
Meshing Research.

Covering ASC setup project (XCP and T), LaGnT
(EES-B), ALE research (T-5), Monge-Kanloravich
research (T-5)

m.l-;-n

e e ol p—

NISA

W“ Thought Topic 1: Multiphysics Time |
=" W Integration Errors and UQ

« Some Requirements for Predictive Simulation
Proper Physics Model / Equation Sat
Accurale spatial discretization / adequate grid
refinement (3-D)
High end computing platforms and parallel, scalable,
algorthms.
wrate bma miegrabon for mulbphy g b 0T 11

systems. Hunlt.ﬁtund&ruwm:rummwﬂ
taking 10° - 10’ tme sieps

« Relationship between time integration error and

aspects of "UQ" ?




=== Main Points / History

» Operator splitting and linearized time integration
was driven by computers and solvers of the 60's
and 70's.

* This is the algorithmic “weak link”.
= May lead to significant accumulation of long time
integration ermors.

Solufion can appear physical and conserve enargy,
but be wrong |
Historic goal has been numerical stability

i e g e L - b HEES H‘lﬂ

-ﬁ-—‘_“ Concern in the Era of "Predictive
== Simulation”

» Numerical Stability does not equate to Numerical
Accuracy (as will be shown)

« Examples in thermal radiation diffusion, MHD
physical instabilities, hurricane intensification,
multiphysics nuclear reactor systems ...

* Who is impacted: Weapons simulation, climate
change predictions, ....

= Impact on / interaction with "UQ" approaches and
aclivities ?

s

Sl o S W ”].'5

5/27/10

12



i. Hurricane Intensification Example:
::':“ % Time Step Convergence Study

+ 3D compressible flow with phase-change (7 egs) 150x150X51 grid
{Remner ot ol Mon Wea Rev (2005)) Fimed grd, small tme step
for “base soluton”, smulate to fixed point in time

¢ Monlmaary comerged solubon has increased accuracy at same tirme
sleg (eficwen! when squivalen! accuracy is the measure')

=

s '. Hurricane Intensification Example:
=um % Stable solution, but with “drift"

Linearized and Spiit: Nonlinearly Converged:

(B B e DR Rl e S R e |
—— - [
e _
el e——
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pead e ¥ Poster Presentation by J. Reisner
=== 4. on Hurricane Simulation

« Poster by J. Reisner: Utilization of a Multi-phase
Particle Model to Develop Self-Consistent Bulk
Microphysical Paramatenzations of Hurricane
Models
Advanced physical model with some UQ efforts
Advanced multiphysics time integration of LCCF
Historic connection 1o multiphysics methods

- Synergestic connection 1o scale-bridging direction

ﬂﬂmsﬂunu Ragardlhg Multiphysics
=n= % Time Integration Error + UQ

« What do we want from multiphysics simulation +
UQ 7 Need to ask up front.

Answers lo important /| measurable quantities (often
integral) with some defined uncertainty ?

Is this the same as clearly quantified long time
integration arror 7
= Opportunity to bring together “Optimal UQ" (next

slide) and the long standing problem of
accumuilation of time integration error.

ol
=y

+ Los Alarmos

—
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=¥ Optimal Uncertainty Quantification |
== ¥ (0UQ) for Long-time Prediction |

* Premise: UQ ill-posed; (Presently that is: how do |
you compare different UQ results?)

» Resolution: OUQ problem formulation - A New
Approach from LANL/CALTECH

Inputs: Objectivas, expert knowledge, simulation |

resulls, axparimental data, assumplions
Qutput: OUQ optimization problem

« Solution to OUQ optimization problem: Optimal
Uncertainty Quantification

M means that it is the best given the inputs!

= WA

%oz~ Tasks for Evolving Multiphysics
=a% % Time Integration Error + OUQ

+ Develop theory for long time integration error
accumulation in a mulliphysics setting.
We MUST respect the possibility that: 10° amor per

ima stap times 10° ima  sleps results in order ona
eTor

* Incorporate into "OUQ". Co-design including UQ.
Domain experts. code experts, stalistics and applied
axperts working logether 1o oblain rigorous,

quantified, optimal, guarantees of uncertainty for high-
~ impact objectives.

s B _]
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i Thought Topic 2: Scale-bridging
= Algorithms on Exascale Platforms

+ Muiti-time scale, multi-space scale phenomena
ubiquitous. Scale-bridging algorithms are rare.
* Prototype fine-scale (kinetic) problem:
time, configuration space. and phase space as
independent variables.
+ Desire a scale-bridging algorithm which
accelerates an accurate solution of the fine-
scale equations such that coarse (engineering)

time and length scale simulations are
achievable.

+

* lgaMames

——

=== Scale-bridging algorithms on
== W Exascale platforms: The Scales

« High Order (HO) problem (Fine scale).
Discretized version of the fine-scale equation
Solved by either a deterministic or Monte-Carlo
approach.

* Low Order (LO) problem (Engineering scale).

small number of phase space moments of the HO
problem.

Can solve on a “coarser” configuration space mash,.

* Both the LO problem and the HO problem are
solved over the entire geometry

-~

* Lon Alames

—

5/27/10
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gt '-Scale-hridging algorithms on
== W Exascale platforms: The Algorithm

+ LO problem solution provides accelerating
information to the HO problem solver (collision
sources, EM fields, ..)

» Closures required to solve LO problem come
from the HO problem solution (Eddington tensor,
stress tensor, heat flux, ...)

* Multigrid-iike:
LO problem solver relaxes the "long wave length”
aspects of the solution
HO problem solver relaxes ONLY the “shaor
o wavalength” aspects of the solulion

!
i
f
E
i
>
;

“rte T Broad Application and Advanced
w3 Architectures: The Big Win

* Fundamental algorithm can provide consistent
scale-bridging to a number of important physical
systems (we will highlight a few).

* JFNK is used to ensure tight coupling between
HO and LO problems

« Algorithm appears to map to evolving
heterogeneous parallel architectures.

« Test bed for computational co-design on
exascale platforms

Ap g
A ~isA

g

I
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' ==="¥ Mapping to heterogeneous parallel
=== W architectures: Related Example

« Poster by S. Habib: The Roadrunner Universe
Project
Particle-in-Cell simulation of Viasov-Poisson system
- Poission solve (similar to LO problem) executed on
Opleron layer

Particle pushing for Viasov solve (similar to HO
problem) done on Cells

Over-simplified picture, need lo visit poster

* Mol the proposed sale-bridging algorithm, but a
successful mapping of the required components.

Aoiomes

——
- e

e

g - Algorithm Application, The Roots:
=== W Neutron Transport

* LO problem soives for scalar flux with “closure”
coming from angular flux.

* HO problem is solved for angular flux
(deterministic or MC) given fission and scattering
source from LO problem solution.

* Long history, working algorithms in industry,
algorithm research continues.

* LANL staff have made contributions and many
issues have been worked.

:

e e L
ma

nNesSA
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== Algorithm Application, New:

=== W Thermal Radiation Transport

* LO problem:

- PDE system involving material temperature, radiation
energy and radiation flux.

Eddington tensor closure from HO problem solution.
* HO problem:

Solve Boltzmann eq. for angular intensity
(deterministic or MC)

material temperature source provided from LO
probiem solution.

* Avoids artificial Fleck-factor scattering term from
~. IMC, and converges nonlinear source coupling.

—— —_

e
Uit -t St Rl il il m

it dowt - New Algoriﬂ;m Application:
=n% % Implicit Plasma Simulation

« Collisionless, electrostatic example;

HO problem: ion and electron Viasov eguations
(solved on a grid or with PIC). Electric field (E) is
provided by LO problem solulion.

LO problem: first two moments of ion and electron
Valsov system. Electron “momentum” equation is
solved for E. Stress tensors are closed from solution
of HO problem.

demonstrated. Research continues. Many
- possible applications (implicit VPIC 7).

rmm s
—

5/27/10
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i e Conclusions and Future Directions

lune 8-10, 2010 q"

« Conclusions:
- Provided definition of PDE Theme
- Overview of PDE Self-Assessment, including:
« Overview of sub-lopical areas
» Quick pointers to other talks and posters
- Thoughts on two new LANL directions

» Two Possible Future Directions:
- Multiphysics methods and time integration errors: the
relationship to aspects of Uncertainty Quantification.-
- Scale-bridging algorithms on Exascale platforms: a | )
test bed for computational co-design-~

WATIONAL LABONATON?

— 7 34
Opecstent by L0s Alamos Nationad Becusty LLC ke NNSA e}
NYSA

5/27/10
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VPIC: Kinetic plasma m
petascale and beyond

Brian J. Albright/XCP-8
Computational Physcs and Appbed
Capability Review Juna 8-10, 2010

— L

o™ VPIC is a “best-in-class” explicit
=== ¥ kinetic plasma modeling code

= VPIC (Vector Particle-|n-Call} is the fastest and most scalable PIC code
extant - savaral innovations in VPIC have becomea indusiry standard
«  Support for VPIC development: DSW, ASC, Scienca Campaigns, LDRD,
DOE (OFES), Dob, DNDO, DTRA, NASA
«  Kinelic plasma physics modaling is cntical to tha Laboratory and guides
savaral avparimeanis
= DAHAT, Tridsnl, MalIE, NTH sspermanis, NIF, Dmsaga

© Peopla:
Mirmn Afiwogt, Wevn Bosasrs (CP-8). Aes Ravgen (CCS-T) Lin
Win_ Bl Dsuogivion Toew Kaeee (OCP.E), Charbe Snedld (XCP-7) Cosrrell Wingnt (TBA)

Yaslaton Jersrry Marguies (XCP-7) Pal Fasel (CC3-1) Jem Ahrens (CCS-T)
- Cintornery -0 usars across the Laboratory m XCFP T, P SR CC3
< Compelting codes axist sl universities, other labs, private companies, but
_ VPIC is widely regarded as bast in many areas
5
- Los Alamos '




o= VPIC is a “best in class” capability
=m B enabling scientific discovery

VPIC is a 3D explicit relativistic particle-in-cell kinetic plasma code with
wide applicability

With VPIC, discoveries have been made in a wide range of problems

- |as@r-plasma inleraction, magnelic reconnechon, wirsintenss laser-matier
inleraction, x-ray sources, aciive nlerrogation, magnelic fusion, space, andl
aslrophyalcs, thermonuclear burm

VPIC has been daliberately designed for future computer platforms
starting in 2002 - we are weill poisad 10 take advantage of next-
generation multicore, hybrid supercomputers (Roadrunner, GPU, path
o Exascala) - Co-Design

= This unique capability gives LANL substantial competitive advaniage in
plasma and high energy density scienca

i = —

L L R e L Rt}

ST Outline

Cappwiey Bpssa,
arm ¥ EE FTIT

« The VPIC algorithm
Data flow and high
performance supercomputing
in the multicore era

« VPIC Application areas

— Laser plasma interaction for
inertial fusion expls

- Magnebc reconnachon
* Future Directions

=
[ [T

- -
Currentt demaily iap-sudders 1 MED

turbsisrces ahmve Ul Eherl gan B s
brmabon durieg magnelic seonscion ¢
astrophynice pleens |[Bayers wnd LI 791
23007]
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¥ What does VPIC do?

e vy Bnmam
e B3 TR

_I"
JAL ?f VPIC integrates the relativistic Maxwell-
* —!-[E oy ix E] v J@ Boltzmann system in a linear background
medium for multipla particla spacies
[ﬂ' _,F} An axplicit-implicit mixtura of valocity Variet,
leapfrog, and exponential differencing s
1 -y
E me {?" B J"‘i] employed based on a reversible phase-

dli=-VxE space-volume conserving 2™ order Trotter
: factorization (sae attachmants)
df, =cy i , + [Dwect discretizabon of [, is prohibitive,
d'jl-'- 3] ﬁ sample with particies that obey the same
m Boltzmann equation (outsida of collisions)
_'I._[ g - Smooth J extrapolated from particles, E, B, J
EL-HL".“ Ii) sampled on a mesh and interpolated toffrom
- particlas
II-'H-I-Il :I“-—- E-Illl-'uJ."r_l; = = "“E

¥ VPIC is a Particle-In-Cell (PIC)
=a%= W kinetic plasma simulation code

 Plasmas are ionized gases with sl (i {alantric.
complex, collective behavior / magretic fialds,
(long range forces are e SR g )
important) o 7Y e
« The particle-in-cell (PIC) |"?"- . ":_._.— pHBEMA elecions and
technique provides a et nae Cl it
fundamental computational
description of plasma ‘
« VPIC is state-of-the-art:
Designed lor high efficiency on ‘
meamary-bandwidth-limited
platforms
Makes heavy usa of SIMD vector Au:.mlu
intnnsics Curmrents

Employs MP| + multithreading

CERTRITE s e ey L] e N 'ﬂ




St ¥ In a time step, typically >95% of the

e W time is spent advancing particles

Iril st vl o

— - -

Abance Felds

o e - i i § ‘-Il E'-Ij.-=_t'--i.lﬂ--i.
(B ge=comsering ‘ ¥ ee-imh Expligit FEM-TDY |
Weeanmeal J wils | y |will TEA radsation dsenpimg arsd

Hnrl]rrillu:'rpnw ehearing)

g !

: [ Advunee Fasticke
] idd CIS e AT |

'I Rl me il T Tum
i I Laapiing wiih Gth |_r‘._'
| vt Mlowis rotmiem | L i
i ]
: [y i s _
1 FE i i | el
| Pt - j'[" !ll':lﬂllﬂ.' Fredda, Dhmeiisem.
i Eprmgy—~smasrrsing | Fhise SoreccFnerps

= : (Y ex-mush FEM-TD) , i3

x s P B |
v !'H,. e e e e e S I ) ol ol Pays Masinas 04

wd doshed i vric algorithm: good and bad
=o' 3 features for modern architectures

VPR wencialloh of rnossl Braak
Did Alsrerner” an acceleraiion
MarilafrmE - Secoerrad eyt ™
wiradalions [Vm of @ | seer Part
Baiw JO08 ¥

SuTRED | el rRE gl o Trdia®
b dalo g, gl i'-'F;-n.'. = & FLEaTE

S

L ]

The good:
— Computalion dominated by a single “hot
apal’ (paricle scafter/gether = 85% of Mops)
- Paricle advance is intrinsically ocal

Small amawnt of data needed 1o represent and
advance particle

- Electrommgnelc leld acvance & akso iocal
{speed of ligh is finile)

Retvaly straightforwand algordhmn
- Wilh care, singhe prec:son s sufficient
The bad

Few opsrations lo do a pariicle advancs

(common cose. 246 operations for 232 byles
rimcrmd )

~ Memaory bandwidth limitad
The bad++:

Random nocess lo memary In inner loop -
particularly ricky lor hybrid, e.g.. Call or GPU

A e o B ot By T e WL

IVISA




) ......“"""""" Roadrunner focused how to get
=i % high performance on multicore

* Rala_mation
- Bingle pass through particle s, single precision whers possible
Locale VPIC kemed closer 1o thir “leaves”, nol the TTruni”
= NPl reloy abstracts communication layer
- LRU software caches usad on SPE o reduce memaory fches
- Frequeni parkcle soring to improve data locality
»  Throughgut
- Bimple interface in C++ (o for SIMD veclor intrinsics
- Static scheduling makes parformance analysisiprediction more reliable

»  Concurrency

~ Dala-paralial programming model

— Triple-buflered 1D tofrom Cell BPE o overlap communécalion and
compulation

- Mapor operations in particls push, fleld solve. elc. have been tumed Into
indepandenl threads of computation thal are dispaiched

e o
=

" e o NISA

HEE

=l '_vPIC employs single pass
=== W processing to reduce data motion

Fur mach particls.
+ Performance is imited by A g
mawing parkcle data to and apdats o ahd compate TNt
from memory nipdate r and acoamlate S
Ll e szxceptionsl Bepimlaty L,
*  Wie limil tha tmes a partiche S pve particle [eces aasl
accessed 10 once por lme FERLALE: o)
LT
Ehﬂ il Tor
Panicla data @ slored cofbguously, memofy aligned and organi2ed o
4-yector SIMD

The innét loop streams through particks dota onoe using large, aligned
transfers undor the hood—the ideal accass patiem

typeciel slruay |
Eloit ., dy; &dx) Iat b AF C=ll affeet os [=1.00) sod indew
float ux, ¥y, ouF, & fFf Eormal i ped masent s and charoe

| partiole tj

:

R

@ sl NISA




...""'....""""' VPIC was designed so that single
e 4. precision would suffice

« Positions given by the cell index
and offsel from the cell center, : l
l"lﬂl"ﬂ'llli?.ﬂﬂ tﬂ CE" dll"l‘\l‘.'ﬂsiﬂl“lﬂ L - 1..-- - - .l o

« Numerical algorithm and “hygiene” ' | :
techniques used | : l

- Dwvergence cleaning of E and B Lop T L
divergence enmors = 6 5
Radiation dampsng {control num.
heating) '

-~ Mathematical properhes of operator iR ey
split (see supplemental material) ﬂ'.-'I-

« Sensitivity to roundoff — truncate e
gives about 10x the numerical

~ heating as |EEE standard

A

e e ——T—— nNIsAa

it "Data motion issues: accelerator-
% W centric programming model

| 1

r .
E— == i__:
— | L
Accelerator VF!C on
L'“m :“"m Roadrunner:
Fookw Foolprs accelerator-centric
E s

Fidsme m o, e Ry e mmnn H."m




==="1 On Roadrunner, communications
== B among cells is tricky

e —————— —_—

~Infiniband Netwark
P =)
Intarface I I

e et
Optaron Opteron
. Physicaly £ore
Cels cannol
DaCS PCle communicate directly I
I-L.:_“:'.-- T
mh;“%hﬂlllﬂﬂ N.!m

==="¥ We implemented an MP| relay to
=== ¥ hides this complexity

Relay hides traversal for

transparent
Cell-to-Cell commimncation




sras ¥ Caches and multi-buffering hide
s % memory latency & improve locality

VG prartcis sl
Eapatr arlic sl wipvl
e P F e oy S

A by s TR TE S E e

e Frequent sorting helps maintain
== % nearly ordered particle data

Contiguous Memory

B1 334 0B F A BMDNMITNAMIS

Compute Grid

Hahme nitial parlicle distributon by voxed
places parficle data spatially “close™ in
Mgy

LR Fy ) e Bieh BBy ] [ e MRS -ﬂ.l.'ﬂ




e . Frequent sorting helps maintain
v -. naarly ordered particle data

Conbguous Mamory

-] El

Computa Grid
Advancing paricles polantially moves
tharm inlo new voxids

sl
=
- Los Alamces
L LT R e )
e e —————— nNYsAa

;...'--...-.:r'"l!l Frequent sorting helps maintain

e W nearly nrdered particle data

Contiguous Memory

Compute Grid
MNew pariicle positions interleave memory
aooess with respect lo voxels

. oo NISA




e F requent sorting helps maintain
e W nearly ordered particle data

Contiguous Memory

LIRS B B BB B B SRR FRERERL

Compute Grid
Afer soveral tbme deralions, pahicle dats
has lost spaliol localty
;q__—_:l-- Ll B b "‘15‘

= Frequent sorting helps maintain
=== ¥ nearly ordered particle data

Contiguous Memary

g17an L] 1 8107 1318 1

Compute Grid

Loss of spatal locakity in data access
impacis iempoml acoess of field data and
hurts performance

_-:-—_Hn:u-— H“ﬂ



i i Frequent sorting helps maintain
“numr 9. nearly ordered particle data

Contiguous Mamary

P80 FAMYTANDISLT 20
— Tl

Compute Gnd \\ Numbering indicates orginal indices

Soriing pariide data by voxal reslones spalialf
lemporal locality

OO T A R S B 0 e P

""'""""-VFIC performance on Roadrunner
=N is nutstandmg

. Laser-plasrna interaction
(LPI) modeled on up to 12240
Cell chips and obtained linear
weak scaling

1T particles: then the world's largest
plasma PIC calculafion

- Sustained =0.374 Pflop/s

+ Success on Roadrunner led
to high performance on other
multicore supercomputers

- 0.25 Pllop/s on 1.2T particle
simulation 100k cores of ORNL's 5

Kraken m% 1
i 0T

Alamos iy ol @ Pow OO WSLEETE Sewmf | ‘_1 nlli HMI}
[ mw [add TR Forsalmil] o
— NISA




e With these simulations, we simulate
e 4 entire inertial fusion laser speckles

ol |agss

e el G (RN

VI
simudalion
dormain

LLNL pF30 & Fiytirs
- i bes - como e b

ol T Hirkal o o

SR | L —

pF30 modelng

In inertial confinement fusion
experiments (ICF) at the Mational
Ignition Facility, the laser beams
are broken into “speckles” to
smooth the intensity profile
across the beam

In intense speckles, nonlinear
LP| can scatter the laser and risk
fusion ignibion

With VPIC on Roadrunner, we
model entire laser specklas
(even multiple speckles) in 30 at
all relevant scales

This is @ major step toward
predictive capability for ICF

] Ty O A, TR ST LU W P

FL e

e o —wa T VPIC on Roadrunner enables “at
p— % scale” simulations of NIF speckles

PHISIES
lsils

v the full Roadrunner




=z=¥% At the Pflop scale, VPIC enables
e W exploration of new LPI physics

oAl misdsting ol
|ammi

FFTI E Frgm e asmra
ek O LR

Laser speckles exhibit nonlinear laser-plasma
interaction, greatly enhanced back-scatter

In the multi-speckle environment (relevant for

MIF beams), strong backscatter in one speckle

can lead to much higher backscatter in
LosAlamas Neighboring speckles -

el e e Rt T T LT NI.‘S":-

[empEaanms

e TH0 Also at the petascale — new physics
= % in 3D magnetic reconnection

Multiple, small reconnecton
gites salf-organize in tha
current dection to form a large
diffusion region

The diffusion region axpands in
the outflow direction

The resulting thin diffusion

région is unstable fo secondary
processas (kinking and teanng)

Only in the largest simulations
Sacondary king modes dg nol
#volva 1o longas! wavalangih
avalilable
Diifumion ragaon hae [inite sxien] in
he ewsren| direelion

L 1 dimrm e Tamay | O Sk ™
e k Nl'ﬂl



s VPIC is a “best in class” capability
= 3. enabling scientific discovery

VPIC is a 3D explicil relatnvistic paricle-in-cell kinebc plasma coda with

wide appiicability

With VPIC, discovenas have bean made in a wide range of problams

- laser-plasma inleraction, magnetic recannection, ultraintensa laser-matter

nleracion, x-ray sources, active inferrogation, magnetic fusion, space, and
asirophysics, iharmanuciear bum

VPIC has bean delibarately designed for future computer platforms

startng in 2002 - wa are wall poisad (o lake advantage of next-

generation multicore, hybrid suparcomputers (Roadrunner, GPU, path

o Exzascale) — Co-Design

= This unique capability gives LAN|. substantial compefifive advantage in
plasma and high energy dansity scence

i

(i e w iy e ety O e WU

==~ Where do we go from here?

By mma
e B I P g s il ufil
[HTRE - T T

I T ]
WS PR 3]

Future directions

Expand solvers — electrostatic, implicit,
hybrid, gyrokinetc

F'h'fﬁ":ﬁ modals & ry muuros Feeceiieg

insar-plasma modeding beyond | = 10+ =

Wiom” 4

Kinatic ihermonuciear burm ]"l
- L]

* Monte Carig eleciron transport in
It ils

20 r-z geomatry (replace a legacy code)

- Exploit hierarchical computation on g —
hybrid architectures to “pre-digast’ i ; —— N
.

Themosuniasr furm modslrg

diagnostics, efc.

Los

i O T T
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e Supplemental: VPIC operator
w=nEe W splitting

For a well-behaved operator, the operator eguation:

dX =LX
has the formal solution

X(+6,)=e"x(r)

« [If L can be spiit into the sum of N well-behaved operators:

L

L - fﬂ._
a 2 order approximation of the operator axponential is:
AL, r2 ) "Ed,r;rz

a,t',,ﬂmgﬂ,.i,,._,f:

L Al
e’ ~eg e e

-

- Les Alamos

S “ MISA

=% T Supplemental: VPIC Time
=% W Discretization

« A 2% grder Trotter factorization of the relatrvistic Maxwell-
Boltzmann equations is:

&L _E&,L.,.'Icﬂ-,l_, IE&,.I'_.'?

E.u,.-zfa,:.,ea,.[,a:

. k] ]
ot 13 gt 12

g

whara
L QE-e'"Vau'B-e'T-t"0F
I
L, dB=-VxE
Lidi, =cylu,
[:di, ~%H_
'lﬂm I'H.'Jliui-iu-_ﬁ:

S e L
—_— e

R L LI ST G W WD g N“"a



e | Supplemental: VPIC Time
mam % Discretization (cont)

Repeatedly applying this sphtting and grouping paricle and field
operators separaltely yields VPIC's field advanca:

E&,i, /2 Edﬁ.f.‘ Eﬂ,ﬁ, 2
and VPIC's particle advance:

PLISEY E_.&.L ¥ eﬁ,.lf,_ 12 Ea,f_., P
{I;means J"'rur the field advance is computed but the siale is
unchanged)

= Thus, 8 mixed implicit-axplicil method conasting of velocity Verdet
exponential diferencing and leapirog is used to advance £, B and r
from tto t+4 and u from -4/2 1o 182

This underlying time discrebzabion has robust theoratical propariies

~, reversiole, phase space volume conserving, ...
-Los

Ab mak o wi e

=% ¥ Supplemental: What is involved in
=wm B this particle advance?

Initial State

. o 1
— N\
|

BIC: Particle In Cel

HEH 1 I:r;!'hs {a.la. Voxel)
- Write. 0 bytes
iosfmmpte: O flop
::-I:-I-h ....;,“.h..u.-. Bdamiy 0 Fw Bl qﬂ.fm




o st P8 Supplemental: What is involved in

Capability Review,

memme W this particle advance?

Initial State

Interpolate E and B

Read: 72 bytes
2 write: 0 bytes

i %%\1 LAzaAAROY. te: 27 ﬂop

R
Opeesiadg by Los Ammog Naflonal Sscyry LLC Fr NNSA

Computational

it | Supplemental: What is involved in

Reviesw,

e W this particle advance?

Update u

A A

Read: 0 bytes
Q)Write: 0 bytes
- Los@mpate: 107 flop

COpex 1aqg by Loy Alavios National Securty. LLC kv NNSA



s Supplemental: What is involved in

mewe . this particle advance?

Update u

ot &

~. Compute Motion

B n a4 R AN E e AL E e MRS R EE N Am RN R AR AR e e na e n

Read: 0+48 bytes
L Write: 0+48 bytes
-Los@lampate:  42+70 flop

"W
Oper a1 Ly Los Algmos Nationsl Security LLC for NNSA

INISA

Computational

compuai ; : _— :
st dophed Sl{pplem_ental. What is involved in
e W this particle advance?

OTTIRD UL

Update rand J

I

Read: 56 bytes
< Write: 48 bytes
‘Los@laimpte: 168 flop

Cperaled by Loy A1 Natione! Seciufty, LLC for NNSA




et I‘5upnn;:rluﬁ:n'nz'.tr;ct:al What is involved in
== this partiu:le advance?

L) i ing
| Update rand J
i |
|
- .__.:. .................... ; *
Read: 56 bytes
- Write: 48 bytes
LosBlampste: 168 flop
I::—n.:u;—_u_"--ll ” ﬂ

o wSupplemental What is involved in
=% W this particle advance?

. 1ale N J
\ Upcsate Fad
Read: 56 bytes
= Write: 48 bytes
LosBlampste: 168 flop

e RE ol Bl m




Computational P|

v T Supplemental: What is involved in
Mathematics ; .
wnvwe W this particle advance?

Jpdate rand J
e, NG StALE
Read: 0 bytes Net Read: 152+ 56 n_ bytes
 Write: 32 bytes Net Write: 80+ 48 n_ bytes
-Los@fmpste: O flop Net Compute: 246+168 n, flop
@-a;mwx;n;numm LLC bor NNSA f\h‘&f’i

Computational Physies

misnied V58 Supplemental: VPIC designed for

Capability Raview,

wnmee 9 effective use of short-vector SIMD

// Interpolate ex for the next 4 particles

load 4x4 tr( interp coeff| 1(0) ] .QUAD{ ex, dexdy, dexdz, dZexdydz
interp coeff| i(1) ].QUAD({ ex, dexdy, dexdz, dZexdydz
interp coeff[ 1(2) ].-QUAD( ex, dexdy, dexdz, d2exdydz
interp coeff]| 1 {3) ].QUAD{ ex, dexdy, dexdz, d2exdydz
ex, dexdy, dexdz, d2exdydz );

ex = (ex + dy*dexdy) + de* (dexdz + dy*d2exdydz);

Programming ianguages (e.g. C, FORTRAN) are not expressive
enough (e.g. data alignment restrictions) to allow compilers to use 4-
vector SIMD in operations as complex as those in VPIC

To compensate, VPIC has a language extension that allows C-style
portable 4-vector SIMD code to be written and convenied automatically
to high performance 4-vector SIMD instructions on a wide variety of

platforms. A similar approach was used in Bowers e{ af 2006

A

-
Alamos

NATIONAL Latoeak0RY
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Opwinin by Los Alemcs Hatoadl Securty. LLC for NNSA
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Deterministic Transport :

James S. Warsa, CCS-2
Erin D. Fichtl, Jeffery D. Densmore, Jae H. Chz

Computational Physics and Applied Mathe
Capability Review June 8-10, 2010

A

L]
NATIOMAL LANDNATONRY

Opetaled by Low Alsmas Nationsl Securily, LLC for NNSA wrrial Dilfarential g ustion Nﬂ!ﬁ |




&
‘Tﬂm ¥ Overview

Mathematics

Capability Review,
June B-10, 2010

« Overview of Research Activity
» Newton's Method for k-Eigenvalues

* Newton's Method applied to Sy Transport with
Negative-flux Fixup

- CFEM-Based DFEM Spatial Discretization
« Final Remarks

- Supplemental Iltems
Manufactured Solutions in the Thick Diffusion Limit

—— RN —
Opesiied by Los Alpmos Mahonsi Secunty, LLC e RREA N ‘
TSA




Capability Review,
Jyme E-10, 2010

= Overview of Research Activity

NATIOSAL LARDAATORY

AT 1 8a)
Oparaled by Los Aamos National Sacunty, LLE far MNGA Nl!m



® ®
Eﬁ'w Deterministic Transport Methods

Capability Aeview,
June B-10, 2010

- Deterministic transport methods research, and the organizational

thread it follows, has a 60 year history at Los Alamos

- Numerical methods are developed that provide the capability to

efficiently model the interactions of neutrons (“neutronics”) and
photons (“radiative transfer”)

» These computations are an important part of multi-physics

computational simulations that are part of the Laboratory mission

- Research has kept pace with changing requirements due to

changing mission activities or scientific or technological concerns

« Increasing fidelity and complexity of the applications to which

L]

=
‘Los

transport solutions are coupled has reqmrg increasingly more
accurate and efficient solution methods ,

Hence, there is strong connection of the basic research to
applications, through both funding and technical concerns

Alamos

AHCORATORY
al

Epﬂ'-ﬂﬂhrlmmulbnﬁ#!-ﬂuh LLE for NMSA lem



. ®
:-.".‘.'.:;r;."“:;"n N- General Research Areas

Capability Reviaw,
June B-10, 2010

Parallel and Heterogeneous Computing Architectures
Development of new algorithms and techniques
Previously discarded algorithms reconsidered

Multi-physics Applications
Coupling to high energy density applications requires robust methods
Additional terms in the transport equation increase complexity
Efficient and accurate discretizations and algorithms are needed
Operator splitting versus fully-coupled, nonlinear solution methods

- Theoretical Analysis

Methods developed for numerical solutions must have certain
characteristics for particular applications

Analysis is conducted to determine the numerical properties of
discretizations and algorithms

Eﬁ

Alamos

;;;;;;;;;; |ul-.'r|:|r|
(1]

ﬂnumnﬂmmrm Manonal Securty, LLC for NNSA Nﬂ‘m




Computational

and Applied
Mathematics

LCapability Review,
June 8-10, 2010

' Recent Specific Research Activities

—————

L

,»_""Lg

HATIDNAL

Iterative solution methods implemented on Roadrunner
Parallel angular SN sweeps implemented on Roadrunner
Neutron transport in moving materials

Efficient iterative solution methods for radiative transfer

Apply Newton's method to eigenvalue problems (essentially
Nonlinear)

Criticality eigenvalue (k -eigenvalue ) problems

Negative-flux fixup in Sy transport

Time eigenvalue (a-eigenvalue ) problems
Two-dimensional spatial discretization on unstructured polygon
meshes

Numerical verification of SN transport discretizations in the
thick-diffusion limit

Alamos

LARDRATORY
N

Uplrllld:h' Ln Alsrnos Mabonal Security, LLC for NNSA Nﬂm



Capability Review,
June B-10, 2010

Newton’s Method for k-Eigenvalues

72
. LgAlan'ms

NATIONS L LANDNATORY
LR LY

Oiparaed by Los Alamps Nalional Securfy, LLE for NKSA N"m



June B-10, 2010

@ Space, angle, energy and time dependent transport equation
@ Angular flux particle distribution (r, €2, E, t) at point r, direction €2,
energy E, time t
@ Material interaction probabilities o4(r), 0sg g(F), org(F)
@ Sy multigroup approximation, angle m= 1, ..., N and energy group

g=1,...,G
19 a . 1 <
e m‘v tamil, — 5 g — ’
o3t + SV + 00g(0)| (1) 4;:9,2:1” o(r) by (1, 1)
1 Xglr) -
+E 4n HZ:TWF,H'{"]{PQ‘[TJ)

@ Scalar flux for group g

N
o Go(r,t) =) Wathgn(r, 1)
. =1
. Los Alamos

NATIONAL | AFDAATOR
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Oparatad by Los Algmos Matonal Secunty, LLLE for MNSA
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e
;.“:'.:::'.:.‘L “ Introduction (cont.)

Capability Review,
June B-10, 20100

@ Steady-state operator notation
@ ¢ vector of length NG, ¢ vector of length G

=(S+%F)tﬁ, ¢ = Dy

@ Lis (NG x NG), S and F are (NG x G), D is (G x NG)

@ Maximum eigenvalue k is the “critical” eigenvalue of interest
@ Generalized eigenproblem

A = 2B
@ Standard eigenproblem
k= A 'Bo
” A=(1-DL'S), B=DL'F
. Los Alamos

RATIONAL LAROEATONR
RN il

Cperaind by Los Alsrmos Mational Secuiity, LLC for NNSA i N
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L 1] @ @
“”M'_ Newton’s Method

Capatulity Reveew,
june §-10, 2010

« Anselone and Rall (1967): Eigenvalue problems are in general
nonlinear
- Newton's method applied to k-eigenvalue problems
Mahadevana and Ragusa (2008): diffusion and transport
Gill and Azmy (2009): intermediate levels of iteration
Knoll, Park and Smith (2009): diffusion and preconditioning for efficiency
Very efficient compared to traditional methods (nonlinear fixed-point
iteration)
No proof of convergence to fundamental mode (the same is true for
fixed-point iteration)
« Gill, Azmy, Densmore and Warsa (2010)
Investigate splittings to minimize the number of SN sweeps
Investigate a number of constraints, or update, equations
)

MATIONAL LARDEATORY

rrrrrrr

Cperaied by Las Alamos Mabanal Securiy, LLE lor NNSA
IVISA




LU @
Computational
o '_ Newton’s Method (cont.)

Capability Revew, )
o B-20, 2010

@ Nonlinear fixed-point iteration
¢fr1 - F(kf]cpf
kn"- ; g "C{(f)f, kf)

@ Newton's Method
@ Fork=0,1,...,until || F(ux,1) li<e

J(U)ou* = —F(u*)
U = + o

@ Nonlinear residual F(u) = 0 (Jacobian J(u) = F'(u))

_[¢-P(k)e
) ‘[ (6, k)

pa.
. !.nsAlamns

ATIONAL LARDRATDATY

BEY PR
Dperain i by Loa Aamas Naional Securiy, LLE Tor NN3A
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caa 9 Newton’s Method (cont.)

Mathematics

Capabllity Review,
June B-10, 2010

K3

@ Formulations and constraints based on splittings of A and B

Formulation P(k) Constraint
1
*Ef B ]
Al (EB 5 AU) FPI (67¢) - 1 N
1 ETFP(K)é
DL "M (S + _F) 3 k—k( e ) Fie
Al ., (@"P(k)®)
;:«L (,_(151 Ao D | k-k St FW
(AL - FBL) (EBD,_. - AD,_.) FDF
pa

ATFONAL LASFDEATOE ¥
T el

Opmraisd by Los Alsmos Mabansl Secusily, LLE for NRSA
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3D benchmarks
Takeda 1: 1/8 core LWR, 2-group, S, 15,625 cells
Takeda 2: 1/4 core FBR, 4-group, Sg, 5,880 cells
Takeda 3: axially heterogeneous 1/4 core FBR, 4-group, S;, 18,432 cells
C5G7-MOX: 1/8 core, 4 17 x 17 LWR assemblies, 327,726 cells

Speedup compared to traditional fixed-point iteration

Spmenup

E =i ey SEl S22 TRl el Y el eoeil Sl

(b) Constraints

Cperated by Los Alarmos Mabanal Security, LLC for NMS#, N"’m
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Cmuhﬁmnl m
and Appﬂﬂi

Capability Review,
jure B-10, 2010

Conclusions

* NK and JFNK can be successfully applied to the
multigroup, Sy k-eigenvalue problem

» The Jacobian-Free approximation in JENK does
not adversely affect NK convergence

+ Speedups in large-scale problems are significant

- JFNK is currently being deployed in mission-
related k-eigenvalue applications

_.ul"‘-"
—-:.
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Computational Physics
and Applied
Mathematics

Capability Review,
June 8-10, 2010 5

> Newton's Method applied to Sy Transport with
Negative-flux Fixup

a
. Los Alamos

NATIONAL LABCRATORY

EET. 1941
COperated by Los Alamos National Security, LLC for NNSA f | & oo
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RJ

Fluxes y and ¢ represent distributions that physically must be non-
negative

Both unrefined meshes (spatial discretization) and inadequate
scattering cross section (angular discretization) may lead to negative
solutions

Mathematically correct solutions may be negative but are
undesirable

Slow iterative convergence (never proven to converge)
Degradation or failure of iterative acceleration schemes
Reduced accuracy in coupled multi-physics simulations

Negative-flux fixup
Set negative fluxes in a mesh cell to zero

Re-scale positive cell fluxes to maintain particle balance
Nonlinear

Alamos

HATIONAL LABDAATORY

Operatad By Los Alamos National Sacurity, LLEC for NNSA | _N"m




nd.lupp;:ﬂ
Mthandlts Introduction

Capabllity Review,
June 8-10, 2010

Nonlinearity precludes the direct use of Krylov iterative methods

- Hamilton, Warsa, and Benzi (2007) developed a “hybrid method”

Alternate between source iteration with fixup and Krylov iteration with
“fixed fixups”

Superior convergence rate compared to fixed-point iteration

Inner and outer iteration parameters required for efficiency

+ Apply JFNK as a means by which to exploit the rapid convergence of
Krylov iterative methods observed in linear transport (integral
equations)

+ Any other nonlinearities (eigenvalues, for example) may be
addressed simultaneously

_.ul'ﬂ
. Los Alamos
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and Applied
e W Negative-flux Fixup

Mathematics

@ Source (Richardson) iteration
¢ = DL (8¢* + q)

@ L' represents a “transport sweep”
@ For each direction n and cell j a sweep ordering is determined
@ Calculate the flux vector for all spatial degrees of freedom on a cell

_1 if
wi,n — I—,"n [Vf,n = Z L;" qi,nwi',n]
f"'

k
Win=Si¢; + Qin
Q@ V; , are angular fluxes that are incoming with respect to cell j in
direction n

/’“,
—
» Los Alamos
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ond owhed. '“ Transport Equation with
== 9. Negative-flux Fixup (cont.)

@ Negative-flux fixup

@ p spatial degrees of freedom for every cell i
@ Any ¢p;;n<0forj=1,...,pare first set to zero

'-Iv'fn - 05 (|wr',n| + wr,n) w—— H(wi,n)wr’,n
@ V' is “re-balanced" to preserve particle balance
ET Ivl.n 3 E.-* Ll’ —rj.n"l'rfs,n )
(ET L’—”wfn)

@ E' is avector of ones of length p

o

F
hE rj_‘n- w f,n
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and Appled ¥ UFNK Applied to Negative-flux
ens W Fixup

@ Let L' denote the nonlinear transport sweep operator with
negative-flux fixup

@ The nonlinear residual is
F(uy=u-DL ' (Su+q) =

@ Defining v = (Su + g), the Jacobian is

o(L)

dv

J=1-D MS

@ The Jacobian is non-singular
@ If L-' = L' the Jacobian is the transport operator J = 1 - DL~ 'S

@ A sweep implementation has the mechanisms needed to apply
the Jacobian
A
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:aubllﬂ'r Inlﬂi
lune B-10, 2010

@ 1cm x 1 cm square witho; = 40.0 cm™!

@ Small, distributed source, isotropic incident flux on all boundaries
@ LDFEM on triangles

@ Scalar flux solutions for ¢ = 0.7

Ly |

(c) 3137 Cells (d) 150 Cells (e) 150 Celis with Fixup

ok

« Los Alamos
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E
g

o = P
ot oy o
': P — 5 m pa—— I
oz 04 II:" -1 -1 oa l.: a3
(f) Without fixup (g) With fixup

Computational effort for the 150 cell problem as ¢ — 1

]
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Capabllity AEview,
lune B-10, 2010

+ Newton’'s method is a natural choice for nonlinear,
negative-flux fixup algorithms

- The Jacobian is non-singular

« NK and JFNK can be viewed as a means to exploit the
rapid convergence properties of Krylov iterative methods
for integral equations

- Convergence is not adversely affected by the Jacobian-
Free approximation in JENK

+ This capability has already been deployed in mission-
. related applications

lllllll
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- CFEM-Based DFEM Spatial Discretization

HHHHHHHHHHHHHHHHHH
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i B CFEM-Based DFEM
propribone.

CFEM: “Continuous Finite Element Method”
DFEM: “Discontinuous Finite Element Method”

= A polygon is considered a “sub-problem” coupled discontinuously
across faces of downwind neighbors

A piecewise linear CFEM assembled over a triangular subdivision of
the polygon

= Two possible solution representations within a convex polygon

(h) No additional point (1) Additional point
)
=y
» Los Alamos

NATIONAL LABORATORY
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Different from previous efforts using basis functions

Not tied to a specific subdivision or type of discretization
«  Extensible to higher-order finite elements

Eliminate sweep cycles by subdividing nonconvex polygons into
convex polygons and project/interpolate

o

» Los Alamos
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:::';:m’!;:. _CFEM Based DFEM (cont.)

Capability Review,
Jume 8-10, 2010

— — —

@ Scalar flux solutions on various polygonal meshes

(k) Randomized (I) Sinusoidal

WATIOWAL LA BODRATORN
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Capabifity Rewiew,
June 8:10, 2010
1 EE=
@ Convergence in discrete L, norm to manufactured solution
o tu(x,y, Q) =x2(1-x2) y2(1-y?) (1+ % +22)
@ 1cm x 1ecm square, nintervals in x and y dimensions
@ Characteristic mesh size h = 1/n?
@ Thin, highly-absorbing problem (transport regime) and thick,
highly-scattering problem (diffusion regime)

NATIONAL LARDAATORY
ERT Wi
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+ This capability developed specifically to handle 2D
unstructured polygons and AMR-type grids in laboratory

applications
+ Has been extended easily to axisymmetric coordinates

+ Extension to 3D by subdividing polyhedra into tetrahedra

- DFEM-compatible diffusion synthetic acceleration (DSA)
can be used directly
+ Issues raised in exploring the diffusion regime with a
mesh convergence numerical experiment using a
manufactured solution is discussed the Supplemental
A Items
- Los Alamos
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« Final Remarks

A
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Deterministic transport methods research and development impacts
multiphysics simulations related to the laboratory mission

Research and code development for applications capability go
hand-in-hand

New, often cutting-edge, capabilities are almost immediately
leveraged for use in simulations

+ The transport equation has a variety of application areas
Nuclear power

Astrophysics
Oil-well logging
Medical applications

+ Publishing research in peer-reviewed journals enhances our
reputation and influence on the scientific community

A
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« Supplemental ltems
Manufactured Solutions in the Thick Diffusion Limit
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ki Introduction

Capability Revhew,
tune B-10, 2010

Verification of spatial discretizations with manufactured solutions

Generate a source by applying the SN transport operator to a chosen flux

Solutions computed with the discretized source should match the chosen
flux

Convergence in mesh-refinement numerical experiments indicates
correctness and accuracy of a spatial discretization
Useful when analytic solutions are not be available

May be used with any coordinate system in any number of dimensions
Thick diffusion limit

Under a certain scaling the transport equation goes over to the diffusion
equation asymptotically

Spatial discretizations should preserve this limit when mesh cells are
optically thick

Otherwise meshes would have to be over-refined in thick and diffusive
pal problems
a !.AggAlamas

AL LAROAATONY
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Morel and Warsa (2007) and Warsa (2008) presented newly-
developed spatial discretizations

Mesh-refinement numerical experiments were presented using
manufactured solutions

« Can manufactured solutions be used to verify problems in the thick
diffusion limit, even though computed solutions are independent of
problem characteristics?

Is there any conflict between asymptotic convergence and mesh-
refinement convergence?

Does mesh-refinement convergence in the thick diffusion limit prove
anything about the discretization?

A,
. Los Alamos
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cortome Asymptotic Diffusion Limit of the

Mathematics

mams. W Transport Operator

@ /L. is the transport operator scaled according to the standard
diffusion limit scaling

o(r) = fs Ao y(r, )

@ ¢ is a smallness parameter such that ¢ <« 1

@ The problem becomes thick with respect to the total mean-free
path and weakly absorbing (diffusive) as e — 0

A
. Los Alamos

NATIONAL LABORATORY
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and Applied "’. Manufactured Solutions in the

Mathematics

s W Diffusion Limit

@ Assume that 1y is an O(1) manufactured solution
Se = LePm
@ Asymptotic analysis on £.i) = S, shows
DP(r) = Dou(r), D=-V-D(r)V +os(r), D(r) =1/3a4(r)

@ The same v (r, Q) will be computed when solving the transport
equation whether or not the problem is thick and diffusive

@ Solving L. = Sp
1
SD — EEMM(I")

yields a scalar flux solution ¢(r) = ¢u(r) with error O(¢)

.{l"-'l

o P

. Los Alamos
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e W Diffusion Limit

Mathematics

@ ¢! is the scalar flux solution to the transport equation
@ ¢V is the solution to the diffusion equation
@ The asymptotic diffusion limit can be stated as

im 47 9] .

e—0

Operated by Los Alames National Security, LLC for NNSA Nl' m‘i
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e 58 Mesh Refinement in the Thick

Mathematics

e 98 Diffusion Limit (cont.)

_ -—————

@ ¢!, and ¢; are the solutions evaluated on the grid h

qu and th are the numerical solutions to transport and diffusion
equatlons with characteristic mesh size h

@ Assume h that is small enough to resolve the length scale of the
analytic solutions
@ To preserve the diffusion limit ...
.. the discretized transport equation limits to a discretized diffusion

equation
Ll_rg'l¢h eh — 0
.. the discretized diffusion equation is valid {convergent and
stable)

- D /D
j 5 -~ 4a] =
_,ffl)
» Los Alamos
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Mathematics

e 8. Diffusion Limit (cont.)

@ In addition to the requirement that h resolves the solution length
scale, require that h remains large enough such that a;h/e > 1
ase — 0

Q@ Let (h — 0, oth > ¢ — 0) denote a conditional approach to zero

lim ‘ D _ T ‘ _0
(h—0, oth>¢—0) ¢h Clbe,h

im 48 -B|| =0

(h—0,0th=e—0)
im ||, - ¢p||=0
(h—0, orh>e—0) (ibe,h th
Vi
.-'—'_),
» Los Alamos
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e 88 Mesh Refinement in the Thick

Mathematics

e W Diffusion Limit (cont.)

@ Use the triangle inequality to find a necessary but not sufficient

condition =%
lim H Ly, H:D
(h—0, ah=€—0) Pen = Pen

@ A numerical mesh refinement experiment can be used to
measure qu:j ,— ¢! h” with decreasing mesh cell spacing h

@ Use S, or Sp for some ¢y and let (pf._,, = (Om,n

@ ¢ small enough that the problem is thick and diffusive

@ h chosen so cells remain optically thick over all h

@ h chosen small enough to resolve spatial variation of the solution

A
. L;’Alanm
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@ One-dimensional linear discontinuous (LD) discretization has the
thick diffusion limit

@ One-dimensional step-differencing (SD) discretization does not
have the diffusion limit

@ Show examples that confirm these properties and illustrate our
approach

@ Determine an appropriate range of ¢ for future use
@ Issues

@ Ensure that S, and Sy discretized consistently

@ Use manufactured solutions for which ¢y, > 0

@ Angular quadrature must be used that adequately integrates iy
@ Poor conditioning may cause issues for iterative solution methods
@ Used high numerical precision (in software) for calculations

@ Symmetrized LD in order to use conjugate gradients

.’.ﬂ"\
fa=y
. Los Alamos
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Capability Review,
June 8-10, 2010 L

(m) Transport source S, (n) Diffusion source Sp

® Yu(x, 1) = (*(1 - x)2)(1 + 3p?)

@ S, quadrature, x € [0, 1] cm, vacuum boundary conditions
@ h=1/2% fork=2,...,12

@e=1/2"n=4,...,18, 0y =128cm™", 0, = 1/1024 ¢,

A
;-‘—-)
. Los Alamos
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Asymptotic and mesh-refinement convergence requires that
¢ — 0and h — 0in a certain way
If this conditional approach to zero is maintained, a numerical
mesh-refinement convergence study can be used to show that a
spatial discretization may have the thick diffusion limit
Sample mesh-refinement numerical experiments confirm this is a
necessary, but not sufficient, condition
This provides a means for researchers to rule out spatial
discretizations that do not have thick diffusion limit

< May be viewed as an unusual type of code verification
Especially useful when a spatial discretization (method, mesh,

coordinate system) makes analysis difficult or intractable
A
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On the Slow Dynamics
in the Arctic Ocean

Beth A. Wingate/CCS-2

Computational Physics and Applied Mathema
Capability Review June 8-10, 2010

e
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Cossi AREanal -
= ol "_ Overview
poirert iy

Summary: Qcean model resolution s becoming fine enough thal, especially at
high latitudes, they will soon violate aone of their feundational malhematical
assumplions: the hydrosiatic balance, In this work | presen! a multiscale-in-tirme
approach thal reveals a new kind of physics in the Arctic and sugges!s a new
numerical sirategy for efficiently compuling nonhydrostatic ccean models,

= bunding) ASCR-Multiscale for the mathemalical theory, BER-climate change for
numerscal algorithm development
Frograms [he work supporis ASCRE mission in multi-scake mathematics and the
BER misskon in chimate model development and climate change science,
Lapatuliies e work supporis: LANL's interests in applied math and numerical
capability as well as the COSIM projec! in ocean modeling and high lalitude
sCience
Lither LANL callanorators: Mat Maltrud (T-3). Matthew Hechi (SC5-2), Elizabeth
Hurke (T-3} , and Rob Lowne {CCS-2)

= Lompsiiors Deean modelling teams (MOAAMNASAS ntemational)

izt i ks WISA



S _ Take-home message: rethinking
prore— ‘, slow dynamics in the ocean

Using multiscale-in-time mathematics | show that in tha Arctic the
slow dynamics evolves indepandently of the fast and that i is
nonhydrostafc.

* | derive new eguations for the siow nonhydrostatic dynamics in the
Archc that invalves a projection aperator,

*  MNumencal simulations and obsarvations suppart tha thaory

» Thea projection operators, used in concart with the Newton Krylov
framework, are a path forward fo laking large tima staps avan with
nonhydrostatic equations.

“oy Pont: There are slow, nonhydrostatic dynamics in the Arcbe
The projection operator, generalizable to all 3 limits found in the
ocean, is the key to taking large time steps in nonhydrostatic ocaan
modeals.
B
Los Alamos
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v "™ The example of POP-u:

L-—-n-—- Al IPCC resolutions most UCHEI‘I madels do notl rescive tm:
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——— ¥ Overview of the LANS-a model :
==% W Lagrangian versus Eulerian (GLM)

—,—

1. Tes lenddmark papgen by Andrews and

Ml intyre |1978) Lagrangiar
¢  Fulerian means commule with ge ¥ . Lagran Hiﬂl'l
spatial gradients actual velocity i ".' averaged
# lmgranglan means commute with rnjectory
pedviction aperatars |
¢ The diference betwesn the
Evlerian mean and the Lagrangian |
mean i the ‘Stokey Drif’
L GLM s closed provided the stafistical paticle trajectory
propermes of the Lagrangian
disturbance are prese bed X Eﬂ;}rj’ﬂ mvarnged

1. LAMNS-u closes GLM when the natune of W, 15 avarnge al v,

e ﬂl":'l uationg aie nod lnowns
devmress U100 sl Wpwegis W de anaol Pty 48 beed bae asves
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ot "= Example POP-u Results
b . Hecht of al., 2008 Jouns! of Computational Physcs 237 pp 5661
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ertvma "™ The example of POP-a:

o W green line % FTE, blue line % FTE

No other ocean modeling team
worldwide has a model like this. This
achievement was called out in the AN
BER 2007 review of COSIM. Post Docs

CNLS
ml-lsooc Past Doc
LDRD

g BER

ASCR
NWP
1993__ y 1993 2002 EDDI! 2C05_2006 2097 2010
| (73 citanons atar] ] | {149(:«1‘.;unslater] (sa)l ®a)| (89 |(u.)
[CamesesPam| xe o srimencemeeal | (oo | POE
paper - PRL — I —
norsmatcnmen | LANS-w a closure for GLM. g baroclinic
LANS-« theoremg (instability
R
£ 3
‘Los Alamos
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Computadonal 3 l - . -
and Al The rest of this talk: Slow dynamics

s 9 in the Arctic

+ Motivation for using multiscale in time methods — high
latitudes

Show that in the Arctic the slow dynamics evolves
independently of the fast

+ Derive new equations for the slow dynamics using a
projection operator and show they are nonhydrostatic

+ Show high resolution numerical solutions and
observations in the Arctic to support the theory

+ Suggest a path forward for investigating both the climate
science implications and the derivation of new numerical
schemes.

A
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f— " Motivation: IPCC class ocean models — a

e BB matter of convergence under grid refinement

Boussmnesg equations and tha ; :
hydrostatic primitive equations + In Models tha flow s Hydrostatic -
n valid when horzontal grd spacng s
< musch la |
Ev“*ﬁl'“+ﬂ"!v""'”ﬁ?“ -Immxmmlm“m
; ui 4 - radius - gets smaller wih Isldude
%‘&hﬁ. o < =“§l(  Thee higher the reaciufion, the hardaer |
0 is to mesat both s cnlena.
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D‘l ramel B — i Py i
Tiovmi -/ T ey T @ Bt
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¥ Dynamics at high latitudes

e -
renn Bl

* Nearly solid body

rotation
« Stratified flow, but

weaker than

stratification

elsewhere.
M G .
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!.;l'lhnn image courtesy NOAA, 2007
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..d""'..,-..."““"'iﬂ Nondimensional Boussinesq
o 8. Equations

%v+$3xv+5u?p+%p _Eﬂ”
%'ﬂ_% '_Pa.rlﬂnﬂ‘p
D - %(_;ﬁﬂma + Ro Vg 53) i (A% +Hﬂw-ﬂﬁ?p})
g = wya-Vp
== zi:_%m! Row-Vp

Ro=LX, Bu=-£;, Re=YL pPr

v L
A fL o e T L i
I.;s.ﬁ.lm

T T I

o e "** Conserved Quantities:
e W Total Energy and Potential Enstmphy

In the absence of viscosity and diffusivity.
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| '
9 2 Ermbid-Majda
viZ+p% =0 ¢ "0 carney
1 d fou are hara
2‘- d‘t {tq } Kolmogoroy '!M
'm._?‘_ 1/Ro
wihere .__." Strong rotation
.-'..l-rll-.
§ = Wa-WVp I,-‘RE.:J,-“
¥ R
A = i——id-;—ﬁﬂu,'-?p
Lﬂl--ﬂlill'l‘ﬂ.‘ﬁ S Fr

qulul.umwjml_unm

NISA



ooy 'M Nonlocal form

Ll ly dvam,
i 8-10, 5210

Embid and Majda, 1996, 1997

Vv
u = Schochet, 1994
P Bahbin, Mahalov, Nicolaegnko, 1996

fu 1 1 L
9 L L pafu) + Lo (u) + Blu,u) = -Dlu)
ufj—n = ug{x)

Zp+ m—‘{%fj)

Z % V -+ Tﬁ_lwa) Lpr{u)
o

Lrow) = (2%
v-Vv - VATV v .Vv) - Av
B(u,u) = ( v-Vp ) Din) = (upraﬂ)

-aph'-.:r.:-ulml-rlm L i H‘I"Eﬂ

srzas ™ Method of Multiple Scales

Lo bl p Riviem
baref 8010, 2800

g .. 9 19

M M slow € M fast
Y
ot € dr

—

u(x, t) = u(x,t,7) + eul(x,t,7)

T avold secularity the second order term must be smaller than the
leading order ferm

|ul[x,t, T)| = ol7)

muloraai | i ki
—
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s Abstract form with slow and fast
s ¥ time scales

o’ ol i Lo v
_ﬁ+¥+ﬂﬂu{u}+;(_ﬁ? +£nuiu:’)—

—Lre(u”) = Bu®,u®) + D(u™) + hot
To lowest order

1]

% + Lp(u") =0

I}
t

NISA

— ¥ solve for the fast leading order
o= W solutions

du®
5+ Crlu®) =0

wix.t, ) = "Ev0x, 1).

The order 1 solution is a function of the leading order

solution:
% - Lrlu') = _4"-%[' + L5{u”] + Blu®, u®) — D{u™))
Solve with Duhammel's formula:

+EF

L u' = ot T - T (x.1)

it
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om0 Then use the method of fast wave

Mathamatics i
e W averaging

Where U solves:

%(x,t) = — lim l/ el [Ls(e™* 7 T) + B(e™*C0 W, e 6T 0) — D(e ¢ ) ds,
0

rT—00 T
E(X, t)'l—[) = UO(X)
And therefore, the solution to leading order is
ué(x, t) = e Cra(x, t) + o(1).

And since the fast linear operator is skew-Hermitian,  has an
orthogonal decomposition into fast and slow components:

T(x, t) = u°(x, t) + uf (x,1)
Using the fact that £ (w¥) = 0. the leading order solution looks like,

us(x, t) = 03(x, t) + e Lral (x, 1) + O1).

A
> Los Alam
NATIORAL LM RCEATONY

"
Oported by Los Alamos Natonal Sscurly, LLC tor NNSA Fad
. NYSA

misws . T0 | The eigenvalues and eigenfunctions of

and Applied
Mathamatics

wemmes 4y the leading order equations

lune 8-10, 2010
Therefore, study the solutions of the linear problem:

Pl 0
ai’r‘f‘ﬁp(uo)zo

u =r exp ik - x —iw(k)t]

0.0. + "
w = U, U, T
||

Notice that there is a dispersive mode with zero frequency.

FEN
)
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MATIOMAL LAJOIAYORY

Opersiac by Lo Alames NaZona Satunty, LLC (of NNSA & )
WA s



s o Sl By direct computation here is the
=mwr W fast wave averaged equation:

|
Hix.t) =3 )" etemglalpypa

Compule the avolution aguaton for the Fourer ampliudes

{ewm’] _da’] _ leram'} fa'l
L bmem = 2 e
"";i::ll"-':::|I

et ey
ol b B e

K, & i®minani i
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m"""' ; ﬂ The slow dynamics evolves
w=str W independently of the fast

8 o ) ! i - . i v ¥ !
e =§|w.'- K + (v e )| ko)

= KT+ (vE lr‘lrf'éﬂ;‘ {k = 0}
Three wave resonances means we must choose k'

and k" such that
K+k =k off +uf =0

You can show that the interaction coefficients are zero
for the fast-fast interaction. Which means that the
slow dynamics evolves independently of the fast.

NOSA




Computational

O wwies T Derive the equation for the slow

Mathematics y
s 4% dynamics

Knowing the slow dynamics evolves independently of the
fast we can find the equations for the slow dynamics by
projecting the solution and the equations onto the null
space of the fast operator N (Lr). Then the fast wave
averaged equation for the slow modes becomes,

g;f + P(LS(G) + B(u,u) — D(G)) =

T(x,0) = uy(x) € N(Lp),

-
%
- Los Alamos

Oparates by Los Alarnaa Natronal Sacunty, LLE for NNSA EY e,
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=wsea T The null space of the fast operator
—U+P: = O)
-u+p, = 0,
pl = 01

Vy -vg = 0.
(Vi): = VAL (Vi - (Vi)

u’ = Pu= (w)-

p
where 1 27
) Ne=5r [ How) az
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;‘."'.."'.:'..."""'_ The new slow equations challenge our ideas of

_.."":".: fast and slow dynamics in the ocean. They are:
E}v
o 1
ar = o i 2-D
i + vy - VHit = RE&Hm F'r{ﬁ}z
Dp 1 11
— : 3-D
Dt " Fr¥ = RePriY
Vi vy =0 2.0

u¥ (e, 0) = wl(x) € N{L#)

Biche vizy t).p=plr,y e ), and Vy p='~FHﬂI.-"('i’n (v -‘E’nwe})
-LHAIlmnl

“h;“m“hﬂb“ - "‘tﬂ

Srmes ¥ With Conservation Laws
e

la'.f 3
— J wy =10
2dt Jo ,
1 d 2 2
3¢ A{w t(p):) =0 p = p-1(p).
1 d 2 q op
g § T = 2
2 dt J,
g %-:-,"- P2=0
-lﬂ;" at v
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oo '*. Conservation of the ratio of slow to
s W fast energy:

Using tha sams arguments as Embid and Majda, 1887, there is
conssnvalion in ime of the slow fo fasl energy ratio. This mesns
tha olol snargy congan/alion s compossd of both siow and fasi
dynamics,

But the leading order potential enstrophy s composed only of
Ine slow dynamics.

Wniimbi | AP

qn—ll.;.:l—_ln.qul.-m H‘IE

S T High resolution numerical
e W simulations
White noise foroing. Smith and Waleffe, JFM, 2002

Hyperviscosity:
momentum; (—1)P* L (AY'Y
buoyancy: (-1 wuu(A)p
E(kp, t)\'?
™ .—2.5(%) i
Random Forcing:
3 —5(k - k - 3
F(k) = e, 2R3k — K;)/5°)

(2x)is

wnlihma mi madeir

P ————— ﬂ;is' "i



===“¥ Forcing wave number 3

Ro=5 Fre1 Ro=05 Fr=1

Vartical average ofu  Verfical merage of u

i PR
Huriﬁnlnul ;ﬂmm ol u ""Iﬂ"r;ﬂ'llﬂqlﬂlt“ of u

l

s Ratio of Slow to Fast Potential
ey % Enstrophy
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r,\...m

o =i
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| I -

lnl"l _f"
ll!‘ Row 13 -
B = |
I
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sme"¥ Dependence on Rotation Rate
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=tz ¥ Observations in the Arctic Basin
e W Mary Louise Timmermans, Yale University

Beaulort Gyre, Site B
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e ¥ Typical Oceanic Conditions at site
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NISA

.n"'“.....,""*'“"iﬂl Mooring data show strong, deep
s W Vvorticies in the Arctic.

depth-lime section of polential
I:ampe-a‘amre wilh isopyonals
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e Jophed w Mooring data: another time frame

iy A
rueiw Gl IR 1D

deglh-ime section of polentia depth-time saction of speed
temparaturs wilh Bopyenals
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::'..".."W The projection operator could be the key to
e 17 taking large time steps in a nonhydrostatic
— model of the future

+ The slow dynamics evolves independently from the fast.

« New equations for the slow dynamics that predicts deep
columns and new dynamics between the vertical kinetic
energy and the buoyancy

- The theory |s supported by numerical simulations and
observations in the Arctic

- New operators that project any solution onto the null
space of the fast operator (for new numerical schemes)

B EEh  REaERleE
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".:."'-.'.'-""‘ Future Directions

Srarm
Iuid B-l0 Jd3

- Development of new asymplotic presarving numencal schemes with

Rob Lowrie (LANL), Kate Evans (ORNL ), Mark Taylor (SNL)
- First Shallow Water Equations

« Investigation of high resolution hydrostatic numencal simulations

with Mat Maltrud (LANL) & Wieslaw Maslowskl (NPGS)

Whera in the world is Quasi-Geostrophy?

Development of non hydrostatic numerical problems to test new
paramalenzations and study the fundamentals of the probiem with
Kale Hedstrom (|ARC), Nicole Jeffery (LANL), Mary-Louise
Timmermans (Yale)

* Refine Arctic paramelerizations in current dimate models with the
CCSM polar climale working group .. because whers there's a
theory, thera's a moded

+ Chmate Scence about the impact of the Archic water mixmaster

., dynamics on deep water formation and the MOC,
Los Alamos

Al e Saaddl di
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™ Slow dynamics evolves
—— independently of the fast

Triply periodic rotating and stratified Boussinesg equations
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Monte Carlo Methods

Francis J. Alexander | Institutes
Applied Mathematics and
Capabiily Review Juna 8-10, 2010

== Monte Carlo methods are vital for
ey ‘ many LANL applications

+ This [alk will focus on the MG aigonthm devslopment efors i LANL
«  Funding Sourcos
AR L0, Ofcs of Bosnos (HES ARCH | Wi, Qe Pt

el ey O
© MC m an aviegrsl 100 for supponng &l of the Scaence Plien of e Latoratory
lmmmﬂ“‘-m
B e v Sy
Wb W e s
= Mgontn Devsiopmsn) Capabisy Exteras ADrows e Laborsiony
CCS, T 5CR NTD, O
* Compsttors

6/1/10




6/1/10

;-__'—3* Monte Carlo has a long history and
w3 rich tradition at LANL

MC capability is both very broad and very deep

« Buppors a number of traditlional enierphses
Moving into exciling, new areas
= Duantum inspired MG for classical oplimizalion

« Dptimal estimation
Tighl connection and collaborations 1o extemal
community
Synergy among / across disciplines

* Physics + Biology + Control Theory « Matn « Chamistry +

A W g

'.:-__":n.:ﬂ Monte Carlo Research is being carried
— out across application domains

+ Optimization

 Malerials / Condensed Maltler
« Optimal Estimation

* Transport

* Phylogenetics

« Systems Biology

« Statistical Sampling

« Kinetic MC

* Lattice QCD




=3 LANL is working with universities on
‘=n==13 the development of MC methods

« Brown (Facuity)

« MIT (Faculty, Postdocs, Students, MOU,
:narmat;un Science, Algorlmms and Methods
nslitute

- Boston University (Faculty, Students)
« UCSB (Faculty, Postdoc)

* Johns Hopkins (Faculty)

* Indiana University (Faculty, Postdoc)
- Texas A&M (Faculty)

» Univ of New Mexico (Faculty)

 And others

:“:«-"::" Sampler of MC research at LANL

Ly by
taw & L FD

- Brief overview of upcoming detailed talks

« Large Scale Eigenvalue Problems

« MC in HIV research

- Recent results in Lattice QCD

« Classical MC inspired by Quantum Mechanics
» Database Monte Carlo

« Optimal Estimation

6/1/10
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Mh‘mﬁn’t Monte Carlo (IMC) simulates thermal X-
_"'_"_'.__t ray transport for nonfinear, time-dependent
e

problems

«  hiatenal emils s-mys a3 ™ and cools.

Iransporied oAyl roabecrt, hoal matnral -'hm”

IMC tracks indupendant particles ihrough w*" ﬁ\ }1
masah, il imaractions wh malerial in o £
linuareed, oporator-split times alep P -]
Flosdrunmner warsion Fig ety - "'"""1' .

diniribubed parallel struciure; sach Cell SPE

irscks parioles one o8 & Ima '. S _
¢ Challenges E'/
randem phyains pathe-krandom aeaculion Sl
o e 10 vecioe i #
fanoomly acceags meEsh & maienal dils seis
ko kanga for SPE ol sbore
branch-hiayy code e
-
LR
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E:M MCHNP is used in Radiation Therapy
e B Decisions

MACHIK [ i ot whdily uad ganaral
jurpose Monte Carlo codin for rewarch
in raillathan cancer therapy,

The codn s ideaily wied (o use n
madical appleatiany botauwe of tha
stcuraty ol As phylos mosdely, the nlgee
wnl gl ebnleaty relmeanl Inalures, and (B
iehpenive s po poorided by the
duvplipeiy @i Eha uns cammusi.

We waed MCKNPK a0 vendy the flas
Ceererl Hiospiinl Protoe Cenier, and this
infnriinian b gone il the design of
tha MOACE protn cenier md oihem,
which are used iv el = 3K people & yosr

Winyne Mewdwgsee, Fh D
gl ol Maidisaion Physics

MD AN DJERSON ot Nuence and dote contours {arb undi
| CANCERCENTER

mHyﬁnd Transport-Diffusion Methods for Implicit
e aes S Monte Carlo Radiative-Transfer Simulations
L ol BHE

» Realistic problems have both opticaily thick and
thin regions

6/1/10



Acated M 1 LANL has developed a new power method to

e calculate multiple extremal eigenvalues
xmwwmm '9‘

T E. Boothand J. €. Gubernan;. "Mante Carlo Oeterminacion of Multiple
Extremal Eigenpairs," Phys. Rev. £, Volume 80, Issue 4, (2009)

Ultra-dimenstonal Matrices: 10714 x 10714

- == . D!‘l S ‘ .'I"n..".
% H
8 ‘g a« 13
! = /-‘\ i i
: e {
s ‘ g:;
/"\1 uo ) 7 3 ] s g ;‘Ja
| Box Sue A
Bin Nusnber
Applied Mathomtu’ '
and Computaton 4 8 .
s Viral Phylogenetics: Inheritance vs.

Capability Mesieve,

oo Adaptation? HIV Vaccine design?

g eekmg correlation P erns of HIV viruses
mmupeR? é:a lent glant
res o el BILLZ MELINDA

MEINDA v CHAVI

. 4000 WV sequences (and more')
+ Each 10,000 nucleotides {HIV genome)
« Blnary Trees built addilively
Saive (s, 5,5, § .} !hm
Saive {3, 5. 8y 8, 4 g .
Work pef tree: M1
Search subset of (NS} vees
- For each set of sequences
Generate nesghbonng binary frees
Each \ree communicated 0 Cell
Evaluate Lkelihood (p) on Blade
Mave to a better nexghborhoad

+ Aim: Find th Itk nyl
™ Fifee Sntarmng aiY SESSences

200,000 CPU hours on Roadrunner

(continuing) Future: Quantifying uncertainty propagation
Bayesian statistics
Parallel tree generation

|

6/1/10
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p— Prelim nary Result: HIV Vaccine
= implications

CDdi region of viral
anvalope imporiant for
Qood IMmung responses
(ducmg anlibodes)

Expariments undensay 1o
vanly diracily

P | DataBase Monte Carlo for Variance
~w 8 Reduction

—— T

Ewtimate am o pasctslion

Fidvh E1Yi#

N m g paramelo Wi amw e

Do gl A el i A

ol mhad fry

| Rasl-ture: Probler o nosvn o sdeencs bat § & s iroers
pracasy When # 4 rewased e monl mlorate S8 gegily
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=== DBMC Strategy

0 lnvestment stage

u Gatharing mformation by brute force MC wampling at one or
micre nomimal pararmeters 8y, &, By

w Information can be samples ¥'(%), pathwise derivatves
¥y}, eec.

B Payoll stage

s Estimation at @ in proximity af nominal &y, 8, .. fy.

® Usa much Tewar samples at &

® Leverage irvestmaent stage information by use of vanance
tediction (e g Importance Sampling, Control Variates,
Stratification)

=3l DBMC reduces variance even

=== ¥ across phase transitions

10 The Dependent Ginrtuerg- Landay Model

SNl o Dagtn 1) - T o e

L]
“‘.‘1’
|
{ el e e (e [ e emm—
S e — o e o - T

Jap @ = . ] N
e - fe— ||r

|
I\

- .
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"-'-"'-"-'-:. Quantum Annealing for Classical

Optimization - Statistical Mechanics
« Optimization
Traveling Salesman, K-SAT, Graph Partitioning
Minimize Cost Function: mir[H]
« Statistical Mechanics
Thermodynamics of Frustrated Systems, Spin Glass
Ground State, Strongly Comelated Systems
Calculate the partition function: Z=Tr{exp(- HkT)]

Typically hard computationally!

A0 wpewng 0 Raben snd G DR & Qv e ppenny 16 Db S g

Wwiharaii My Bey R W8 DEOGAS | MA0T)
B e L s ) Batrs e | B (e L s 0 |

gl Frcever, Py By et 100 LIEWDS Lrn

2= Quantum Annealing increases the
=¥ effective dimension by one

Mag clavsical optimicaton/statisicsd mechanss problems 1o a
tuanfum problem of The wme patial dimengea 0

A Dtumer aonal quantuem prolilem is eguveent to an sRectve Ds ] {
dimensional clatsicsl probiem i

This maping yeidy & beftey Laplngenne shng mistegy

Hin=H-2Y (+(time )
4

Y o decreaved from 3 very large value
loorresponding to T — a5 hio y=0

tl.




e

*saniure Fieldy can be Dhought of 4 5 QUSRtET
mrachanaal westem @t each point of wpace nree

*The watems ¥t neghboring posnty wviwract with eadh
offier

whsaniurn mechanical rubes provide o quas-
probabslity weight to configuratons.

sHhnpicil observabled are pvarages over This infinidge
dirmansional ipace.

LiSE MCKAC

# Dusrrettee sy ang drme in o inde slah
* Lliimiela™ yyal®mi on hinks and utey

* [=energle deairis Do waibng MOC

* famluate sevragey

* Tk ‘Comfmuasm iy el i

Ernbatrmumengty puradsd wapiersendamos,

See==2W QCD via Non Perturbative Methods
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Applied Mathem:;

MG | Optimal Estimation: Motivation

Physics
Capabllity Review,

{une 2-10, 2010 ’)‘

* Examples
- Time Series
- Ocean / Climate
Space Weather

Appliad Malhem?u :
and Computation:
Physics

Capakility Review,
June 810, 2000

| Optimal Estimation: Problem Statement

dx(r) = f(x(1), 1)dt + (2D)'/2(x, 1) dW(t)
X(f)) = Xp-

U h(x,,) + €,

Xs(t)=E[xX®)|yl,....Yu]

6/1/10
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:"":..:n The standard approach has
w3 limitations

« Kalman/Bucy solved problems exactly for linear
systems, Gaussian noise, additive Gaussian
observation errors

» Scales badly with system size

« Ensemble Methods are popular— we're taking a
different (complementary) approach

- Embrace the data

Use as much data as possible
Use complex dynamical models if necessary

:;'.ﬂ LANL has developed a variety of new sampling
. algonthms to speed up inference

Capaey b
e B L FIL

* |dea is to Map to the following form for likelihood (not
a new ideal)

Prob{of a given history)= exp{-Alhislory) 2
 Sampling technigues are new

Multigrid Monte Carlo

Langevin Monte Carlo

Fourer-Langevin

Hyvorid Monte Carlo

Generalized Hybrid Monte Carlo

Adjoint Driven Monte Carlo

Cluster Algorithms

oGl o SiEsadE, abl G 0FeE, "IN e bl ol 1l @ 0 Raied
oy [ire Mipos o, Pt Se E. T4, B0E . [IO0E

12



ssoled matemiis | The future holds exciting, new directions to explore
P and exploit in MC research and development
Capahility ew,

luaz 8-30, 2010 ‘.

- Certainly continue pursuing the methods described
here
- More Hybrid MC /Deterministic Algorithms

« Generalized Belief Propagation + MC for inference on large
graphs

MC 1o inform Masler gquations (avoiding MC!)
(poster session)

Heterogeneous / Multicore systems
« Can MC make a comeback in solving PDE's?
Computational Co-design

Data Intensive Scientific Computing

Applied mthem:n
and Computation

Physics
Capability Review,
June 8-10, 2010 o )

Thank you

6/1/10
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Hybrid Tra
Implicit Monte Carlo

Simulations
Jeffery D. mmﬁu.
Computational Physics and | ;
Capabiity Revaw June 8-10, 2010

.I.‘_II
b

i. Accurately simulating radiative
el transfer is challenging.

+ Implicit Monte E.'aan (IMC) is an effective technigue
for simulating x-ray regime radiative transfer.

- However, radiative-transfer prablems typically
contain opticaily thick regions.
The mean-frae path betwean collisions is small,

Collisions are primarily affective scatters (which represent
radiation absorplion and re-amission).

Particla histories consist of an excessive number of steps,
and the resulting Monte Carlo simulation is inefficienL
* In contrast, the diffusion approximation is
inexpensive and accurate in optically thick regions
(but not in optically thin regions).
o

= NS

-
"

V/‘*:if‘z?hu



Computational

s P Realistic problems have both

Mathematics

e 0 optically thick and thin regions.

x (cm)
/'\
—
- Los Alamos
WATIOMAL LARQRATORY
—_— e
Opariliad by Los Aoy Natooal Sacurhy, LLC for NNSA ‘)"J A'»&ai

Eﬁ:"i:'.?&:“"’w At LANL, we have developed DDMC to

Mathematics

a1 inCrease the efficiency of IMC.

June B-10, 2C10

* One approach to improving the efficiency of IMC is a
hybrid transport-diffusion method.

Use Monte Carlo simulation in optically thin regions.
Use the diffusion approximation in optically thick regions.

> This idea has led to our development of Discrete
Diffusion Monte Carlo (DDMC).

Particles take discrete steps between spatial cells according to a
discretized diffusion equation.

Each discrete step replaces many smaller Monte Carlo steps,
resulting in a more efficient calculation.

- DDMC is employed in optically thick regions and combined with
Monte Carlo simulation in optically thin regions to form a hybrid
method.

A

HAPIONAL LAVORATOAY
i

Sy v—
Oparnted by Lon AS ima Nalew! Seourky, LLC for NNSA sric M N"S(a
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e ¥ Relevant LANL Publications

b R
s 1, BLE

40 Deraemane, T, Evinn, snd 8W. Buldes, “A Hybed Trangpon-Difusion
Adgewither: bt Woesle Canid Fadiston. Transpot Srmulations on Adapine-Refirement
Meshid i XY Caometry,” Mool 5o Eng. 159, 123 (2008)

10 Devemore, T Ushaisch, T, Evana, and MW Sulsss, “A Hybeod Transpor-

Difignicn bnthod for Monis Cario Radisties-Tramsle Semulafions. ” J Comp. Prys
IX3. AB5-500 (200T)

Gl Danadgon, J0 Dersrvoss, AR Prnja, and JE Movel, “Asympiotically Cosvect
Argusiar Dipvibitys, lof Manin Corio- Dillusion Inlsriptes Trang Am. Mucl Soc 54
5175 |00

4.0 Dendumtnt, G Duinstiatn. nid D 8. Camagion, "Emmasnty of Dscretred Diffgson
Problems.” Ann MNuc! Eneegy 33, SE3.580 [2008)
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Trarapoe Senulsions, " Adn. Mool Ensrgy 13, 303-500 [2006)
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Ml Enegy 31, 20000 205T (2004,

¢ T Urbsaisch, JE Morsd and J Gubcs, “Monks Card Soluten of Spatiaily-Discrete
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ladhementics and Compudiabon, Reacior Phyhics, mmmr

Mwmu Spaen, Sepiembes J7.30, 1095

-~ NISA

—

oy DDMC allows order-of-magnitude efficiency

e ol gains for important multiphysics calculations.

e LLIL

* The Janm Project consists of

* This project provides produclion-loval, massively parallal IMC

Lot Alamos

Tadd Urbiiseh, taarm |ascde
Jofl Deramaora

Tim Ky

Gt Rockafolar

Kty Thompton

software for simulating high energy ﬂmlny physics phenomaena:
supE rovE exploglons
el confinsmant Lision
rncdiation Aow axpotmants (£ Omaga, MIF)

The hybrid ranspor-diffusion mathods resulting from our research
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™™ DDMC is more efficient and

Mathematics

e accurate than competing methods.

= Random Walk (RW)
This is a well-known technigue used in most IMC codes.

In RW, particles take macrosteps within a spatial cell according to an
analytic diffusion solution.

- Near cell boundaries or afler ceriain events, RW is disabled and
Monte Carlo simulation is employed instead.

Thus, RW provides smaller efficiency gains than DDMC.

» Implicit Monte Carlo Diffusion (IMD)
This method is under aclive development at LLNL.

IMD is similar to DDMC, except

it 1Is based on a ime-discretized difiusion equation. white DDMC is temporally
continvous

the couphng 1o Monle Carlo simulation s fess accurate Ihan in DDMC

Los Alamos

vauavOR

(= y~'4!: wi‘l. ™~ il Securty LLS lor NNSA i,
¥ arron Natonal r'"&:‘

Computational

and Applied { Radiative Transfer

Mathematics

Capability Revirw.
iuve B-10, 2010 »

> The frequency-independent radiative-transfer equations are

lﬂ+§2-V]+ar1 = LoacT‘

c d¢t 47
C, ——fa]aQ -oacT’

Here,
I(r.0Q.1) is the radiation intensity
T(r.Y) is the material temperature
o(r,7) is the opacity
Cr, N is the heat capacity
a is the ragiation constant
¢ is the speed of light

(."\

~
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| implicit Monte Carlo

» To simulate radiative transfer using IMC

the tempaoral domain is divided into a time-step grid
Mﬂqtquna ]

the emission source is semi-implicitly approximated
within each time step { <fst, ., using the material
energy equation, which helps stabilize the calculation

the opacity is evaluated explicitly (i.e,, at f,)

i A . N ol . T Hm

e T Implicit Monte Carlo (continued)

- ans i iy P
i B HELA

+ The resulting equations governing IMC are
Lol
ool

| ’ s
o [ AL AL fo,acT)

+QVisagl=

al
& " J‘ fo1d - fo,acT

where 0<f_ <1 is the Fleck factor.

- Note that a fraction 1-f, of collisions are now
effective scatters.

§ EEaEp
=

- - ' nNISA
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== Asymptotic Description of Optically
=====% Thick Regions

= Optically thick regions in radiative transfer are
represented by the equilibrium diffusion limit:

« In this limit
the maan-free path is an O(¢) quantity
the Fleck factor Is an O{¢”) quantity, and thus most
collisions are effective scatiers

)

[
— e m—— 5 o —

e — = ————
R My | P m

— ——— e — —

vy - Diffusion Approximation
el

B bR

« The asymptotic solution of the IMC equations

under the equilibrium diffusion limit scaling yields
the diffusion approximation,

1dg _ | ) -
T v vy Vo+ fog= foacl,

* Here, we have defined the scalar intensity as

@(r,1) =ff{r.ﬂ..r}dﬂ

Ay NISA

5/27/10



ot ot . Asymptotically Correct Boundary
— - ' Condition

« The cormesponding boundary condition is
IJ' H’ﬂﬂ-limr.n.ndﬂ-w-il-?;
Q's-® a,

whare n is the unit-outward normal vector on the

wdmmmm d=0.7104 15 the
distance and W is a transcendental

well approximated by
W) =091u+1.635u°

* This boundary condilion can ce accurate solutions
in the intenor of oplically regions regardless of the

—t— Discrete Diffusion Monte Carlo

* b Gy
L

« To develop the equations governing DDMC in an
optically thick region
subdewide the region into a set of spatial cells {(in most
calculations this step has already been done)

apply a standard cell-centered discretization to the
difusion approximation

give Ihe rosulling squations a Monte Carlo
interpratation

5/27/10




- DDMC for Interior Cells
narw LGN EER ‘

« For a cell in the interior of the region, we have
1 ﬂ‘t .
1"'.1' +j:r.- -J} Jr d Jﬂft-r*FIEral-ﬂrﬂllﬁ

where

@ (1) is the cell-averaged scalar flux

the summations are over neighboring cells

a,_, Is the leakage opacity from cell { to cell j, for
example in planar geometry,

2 |

a.
A ' 3Ax o A +0, Ax
__I.i_lum
:—; ;:—_-I Ly H‘!ﬂ

o T8 DDM(C for Interior Cells (continued)

* This equation can be viewed as representing a

time-dependent, infinite-medium transport
problem.

Particles have no position or angular information but
always know their current cell and time.

Particles can undergo “leakage” reactions to
neighbaring cells or be absorbed.

The source term consists of not only the usual IMC
axplicit emission source bul also particles
experiencing leakage reactions from neighboring
cells.

=

L L L

e e e LD ”‘.‘E

5/27/10
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==l DDMC for Boundary Cells

« When a cell face coincides with the boundary of
the region, the corresponding equation is instead
199,

et
| T - @aj4j+a,4ﬁ+ f:.,.-{’.. J}ﬂ - f ,a”-.r""‘-rn..

1
+Fr: @ﬂJ -8V, "'_LMJ;_“. F (192 n[)Qn|lr, nl"}dndzr]

2".-"-"‘"‘ DDMC for Boundary Cells
== (continued)

* Here,

a,_., Is the leakage opacity for the face on the
boundary

P, (i) is the conversion probability
* For example, in planar geometry

1 2
P " ax 30, Ax, +6d

4 Wip)
Fuw) o A8 &
Los Alamos

5/27/10



5/27/10

| o ¥l DDMC for Boundary Cells
| =29 (continued)

* This equation shows how DDMC is coupled to Monte
Carlo simulation, i.e., how "DDMC" particles are
converted into "Monte Carlo” particles and vice

| versa.

DDMC parlicles leave the optically thick region and are
converied into Monta Carlo particles according to o,
A Monle Carlo particle with direction 0 Incident an the
boundary of the optically thick region enters the optically
thick region and is convered into a DDMC particle with
probabiiity £, (1Q-n|).

Unconvered Monte Carlo particles are relurned to tha
adjacent optically thin region.

L w—

5

it Arvies -Numeﬁcal Results
[ — ¥

Farw & L IO

-

* We now demonstrate the accuracy and increased
efficiency, as compared to pure Monte Carlo
simulation, of the hybrid transport-diffusion method
based on DDMC with several test problems.

* First problem:

one-dimensional planar geometry

the leftmost region is oplically thick, followed by an optically

thin region

an isolropic intensity is incident on the left boundary

the hybnd method was approximately 20 times faster than
. pure Monie Carlo simulation

S R il S
Ere =

Ty 1 e A

NSSA

10
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' ==""ll Numerical Results (continued)

| ]
L O T R ] l.l- .IH- @F BM OB B By
B o

== NiSA

oy Numerical Results (continued)

| R
e

» Second Problem:
one-dimensional planar geometry
the leftmosl region is oplically thin, followed by an
optically thick region
a normally directed intensity Is incident on the left
boundary, which tests the coupling between DDMC
and Monte Carlo simulation
the hybrid method was over 10 times faster than pure
Monte Cario simulation

1

11




E‘E Numerical Results (continued)

An isotropic intensity is iIncident at the entrance of ithe duct
* This problem features an adaptive-refinement mesh.;
Spatial cells may have multiple nelghboring cells across

aach lace:
This type of mesh is commonly WM Eulenan
hydrodynamics calculabons.

¢ — :ri-_- E
i,
|
| B
. T — e |
. -
el Mernas E—
ThAE s iy S m
?Emmertml Results (continued)
Ty
+ Third problem:
Raa o
Steady state
Entire problem is optically thick excepl for an embedded
void duct

5/27/10




wﬂ«"W Numerical Results (continued)

Mathematics

Capability Raview,
fune §-10, 2010
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%P5 Numerical Results (continued)

Mathematics
Capabdity Review,
lune 8-10, 2010
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e . Numerical Results (continued)

i
e

* We also simulated this problem using RW with two
different minimum step sizes.

A = 5§ mean-free paths (more efficient)
A = 20 mean-free paths (more Accurate)

« The hybrid method was over 300 times faster than pure
Monte Carlo simulation,

* In contrast, RW was 4 (A = 5) and approximately 1.5
(A = 20) times faster than pure Monte Carlo simulation.

- We examine the radiation intensity in the row of cells just

after the duct makes a turn to the right.

- NISA

e '-_ Numerical Results (continued)

Farks W, WD
k| e e ——
| = Wbomen Coehs
L i Hyhrid
=5 | o Wandom Welk & = 5} |
n | = Random Wall . = 20} |
'w 3 {
- |
1,
=
i:s
s
n:
[ 3 3 O ®» B3 M B
.  femm)
Los Alamos
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" Conclusions
Mathemancs
poarpes s v “/.

« We have devel é)ed a family of hybrid transport-diffusion
methods for IMC radiative-transfer simulations.

» These hybrid methods combine DDMC in optically thick
regions with Monte Carlo simulation in optically thin regions.

* We have specifically examined
one-dimensional planar geomelry

two-dimensional Cartesian geometlry (including adaplive-refinement

meshes)

* We have demonstrated order-of-magnitude efficiency gains
while retaining the accuracy of IMC.

= In addition, our hybrid methodology is more efficient than the
commonly employed RW technique.

* We expect similar performance for realistic multiphysics
< applications.

Cpermiod Oy Los Amos Masonsl Secuty, LLC for NNSA N"S;'i‘

Computational

e T Funding Sources, Status, and

Mathemarics

ooyt Future Work ~

» We are currently halfway through a 3/year
LDRD.

Previous sources of funding include ASC and
Weapons Supported Research.

* In the past 18 months, we have:

extended DDMC to one-dimensional spherical and
two-dimensional cylindrical (including adaptive-
refinement meshes) geometries

implemented the resulting hybrid transport-diffusion
methods into Milagro, the Jayenne Project’s stand-
alone radiation-only IMC code

Apasarguey

Operatont By Los Auenca Natlonal Securty LLE ke NNSA N"St'r;

5/27/10
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Computatfonal

md oslied = Funding Sources, Status, and

Capability Review,

June 810,200 Future Work (Contlnued)

- For the remainder of this fiscal year, we plan on:

extending DDMC to include multigroup frequency dependence

- developing an automatic domain decomposition method for
determining where to use DDMC instead of Monte Carlo
simulation
also implementing this work into Milagro

* Next fiscal year, we plan on continuing our
implementation through to Wedgehog

Wedgehog is the Jayenne Project's callable library that provides
IMC capability to multiphysics application codes.

Wedgehog uses many of the same underlying components as
Milagro, so this integration should be straightforward.

~

==
- Los Alamos
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Lon A Ntorat Sty (LG lor BNSA
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Roadrunner A

Tien Kallay -
Apphad Computer Sclence (CCS-7)
Los Alamos Naonal Laboraiory

e Roadrunner is enabling more accurate
sy oy transport methods in simulations

+ Monte Cano s an essential franspor! simulation method
Dihion confadensd 100 Sxpansin 10 s nglulany
- Heterogeneous computing architectures ke Roadnunner reduce the
runtime costs of Monte Caro simulation
These pericrmance Jaens Melurs Oode Chanjes
Rockefeiiar, Tnomson) and CCS-T (Kedey, Henning)




Compuadonat N 01 t1ine
Mathematics

CapabiiRy Review,
June 810,201 »

description of Roadrunner architecture
changes it reflects in microarchitecture
changes it engenders in code
> overview of Milagro Implicit Monte Carlo transport
= adapling core particle transport to the Cell processor
dealing with memory hierarchy
adapling to instruclion sel archileclure
integrating Cell transport into regular MP1 applicalion

~
Ly
.
MANSALL LANORATONY

Sty
Opasatd by Lo Alarms Habonst Secusty LT o NNSA N"Sj;“

suron s | R oadrunner combines Opteron CPUs with Cell

conatenatia | cOpProcessors

June 8-10, 2010 ‘_4.

#1 on Top500
+ first to sustained petaflop

also very efficient— #3 on Green500

hybrid processor architeciure
Opteron server chips + FP-intensive Cell acceleralors
usual hype: video game chips in supercormnputer!
more accurate hype: SC chips in video gamesl!

a glimpse of the near future

/'%
» Los Alamos

RATIONAL LASORAVERY

Opeama :-, Los Alamos Nutonal Secunty, LLE ke NNSA ;NAVS‘;’;




Roadrunner gives us a jJump on advanced

'ﬂ'ﬂ-‘. architectures

= mﬂmmmmmms
PO 100 (RArONn B CONVID! (HORIAMTA Ower PyBred resources?

* complax mamory hierarchies

With RR. one mun! peograe the data motion (bolh woakness & sirength)
« weclon aimw back

12780 npes, F758- 5100 woon

Much wider on UPUS (nearty— SIMT" insisad of SIMD)

ke hardwa iolerance Yo iInesporonoed PrograMIMIng
= Wmited suppon for established languages, paradigms

o~
g




wmonient BSH R 0adrunner challenges for codes
Mathematics

Capadilty Rerew,
lune 8-10, 2010 'f.

= find and implement hierarchical concurrency
» ‘“strong” memory hierarchy: explicitly programmed memntory control
disadvaniage: you must program lhe data motion
advantage: you can program the data molion
+ Cell SPE cores
limited address space—256 KB (code + dalal)
exchange data with main memory
mfc_gel( local, remote, how much, tag)
cf. MP|_Recv( local. how much, type, source, 1ag, comm, status)
instruction set architecture (almost) all vector
lots of registers
doesn't like branches

/')
- Los Alamos
Op» um':;.a:IA-m“N.\wuLSomw LLC lor NNSA Tv’m"aﬂ
ey I Implicit Monte Carlo simulates thermal X-ray
———— transport for time-dependent, nonlinear

iune 510, 2010 ‘>

problems _

> Fleck & Cummings time discretization

effeclive scattering even in purely
absorbing media

object-oriented, generic C++

Wedg_lehogj

templated on mesh type, freq. type, ClubIMC
paricle type.
transports particles 3D, meshes Iﬂ;?aco
articulated in 1, 2, 3D {
+ supports Rage AMR ‘ vendoirlibsr]
= two distributes parallel modes: mesh -

replicated, decomposed

2
HATIONAY (ARSRATRY

Ormratod by Les Al Masaad Secudl LLC loe NNSA N.‘S‘,’:.




* bolh kapl axisting large-scale MPT structure on hosts
* bolh decoupled particle generation from particle tracking
* aimilar performance gains at Assessment
+ difforen! approaches to work
Boliom up: Cell SPEs push parficles one al & lime

jop down Oplerons generilo work packets, any svalable processor puls
wiirk Irom quesses

* henAlmes

* random acoess inlo large datn sels
opaciios, smission COF, mesh connecimily
mmhiom, bul slowly changing i (CPLj ime

« mman fes paih, =108 a
sitbogy prowy large data obwecis on SPE
* junt ercaagt date kot ORe Mmesh ced

+ mcalar opdo: one parbcls o & bme
paacies iolioe Sferen] physecsl Dot Fud dfierent saecuteon pats
srplogy Eiphcrily wse halldull wecion

© much brancheng. condibonal aEsagnTend
N mach b~ Dranchliop
U BNy e bhe D afc e
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Avoid branches by computing both legs, then ]

e—ts. « masking

B il
= W simple changes lead to large performance gains

IID: L in (0,1}
Lf afi] > bli]: [ 210100e0mms | saassesmsens | s
cfi] = afil
else: | 62RtEsI07es | 27iezatazeds | b
| =ld] = Dbii}
empt (a, b} produces mask | e0o0n.. 0000000 1111111100010 E

ja BAMD mapk) OR {b AND ~mask} produces c:
| pomriesaorie | 54sesad6sEn |

"'".T'..".'." To a full, heterogeneous application
_‘:‘: how it works af present (roughly)

L

-

i franspon manager coprdinales the generation and franspori of one
partcle al a time
[ —— 2y |
]Dnm.
| oo o o
-

oy e NISA




cwmuatnn WS To a full, heterogeneous application

and Appli

Q]:;,,,;:.fl,:g“‘:r‘ streams allow logical, physical decoupling

Insert streams, proxies to decouple particle generation from transpon
transpon mgr no longer knows anything about pushing partictes

Transport
Mgr

Olg Census

I Source  Input Stream HWorkar Proxy ] >!—g4;ss Proxy H Particle Xporter l

Damain

Commun. PC
{ New Cen. Output SlreamH Worker Proxy ,< \Boss Proxy ,1—

Domain

Comm.

yorsl Seeurty LLE Yos NNSA N“&'g‘

““’f,;'“‘f,’;‘.’.j‘.“i To a full, heterogeneous application
——_ streams allow logical, physical decoupling

Capavdity Review,
lurie 8-10, 2010 }‘

streams form unified interfaces, accommodate multiple workers
workers can be local, remote, or both
this architecture extends well beyond Roadrunner

Local Worker Proxy I—J Local Worker b—

—
Input Stream
Femate worke Pory| | Remotevorker
Remote Worker Proxy_}“-
Qutput Stream
Local Worker Proxy %‘
P
v
B MAL LANDRATOR "
opu_-nwmmmms«umucwvw NA‘SQ




| Hybrid time step

who does whal in each phase of a time step

=tane
Opleron  host FPE manager SPE worker
ikl * g Lol 0 g e * s POy * mad
-y * it SPE Penats
WS e
= el gty b Dl |
Farn = S SR LR SPRUTEREE oo BT | v e o Swg
e Bt B E P e ol LoaGrbach | Gy Liby fale
e e O Y T
L B R I T Y - et A iy
- Iamily M58 E1 et
e e e Gl
tnakse el " g SPE Momam " » .
* mad b Taly bregied sgral © e PR piedte
e TEly qeleie s
Lo Iﬂ*ﬂﬂﬁ * il bl

"% IMC performance depends on the problem

¢« differani evonts take different
fimees 10 process
cudofl svert & lew alores

of instructions

+  parformance also varos within
proiem
number of MC stops & mix of

and flalds avolve
« this makes it difficult 1o

summarize performance in a
single number

ighAarmes

affpchve scalar avant Wausands

slep typad changes os matanss

— —

T e S

« 4 3 E & E R 2




“’"’."ﬂ'}'ﬂm Success led to production code
et 6x speedup over homogeneous machine on

June B-10, 2010

“double bend” test problem

Roadrunner Speedup

?
6
35
Le
Xa
[
| \E 3
| ¥,
1
0
o 200 400 500 BOO
Thme Step #
rd
N
WATIONAL LABDAATOS ¢
Awmos Neboaal Secualy, LLT B/ NKSA
Oty s ot S LG NS

€000

o 1 Phy
““’:f:”k‘;",;,m Future work

Mathematics

Capatilily Review,
Jung B-10, 2010

continue production code support

we have incorporated domain decomposition, random walk, material
motion,

need to implement surface talliss, more mesh types
improve testing

* maintain our core capability
keep conventional implementation for methods R&D, next big transition
merge slream architecture back into trunk

investigate advanced approaches, new platforms

Vector Monte Carlo for improved performance
advanced programming models: OpenCL
new languages:; parallel Haskell? domain-specific }anguages?

e

. LogAlamos

NATIONAL LAROEATORY

—_—
Oporatnd by Los Aldsnos Naponal Sxcurity LLC X/ NNSA ‘w“s“a
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Compitational

andhdlr':i Applied Computer Science group

lathemens leading computational science onto novel computing
Capabiity Review,

‘ .
uneB-10,2010 S architectures

- — ——— =
*  Four mutually-supporting teams:
algorilhm+archilecture co-design
« jointly design machines and architectures
collaborative development
* leach code 1eams to design and code for new architectures
programming models and languages
develop tools and domain-specific languages lo ease architeciure
migration
data science at scale
large scale data-mining and dala-inlensive problems
+  Actively training students, postdocs for a LANL & national
pipeline to support DOE exascale initiative!
o)
- Los Alamos
Operted r:.“u.- I.‘:«.m» Mot Becunt LLD lor NNSA w ‘v 5;5‘

il The End
Mathematics

Capabiity Review,
fune 810, 2010 ‘a’

more Roadrunner information: http://www.lanl.gov/roadrunner
technical talks on system, all assessment codes
= thank you

P

.
RATIORAL LARDRLIOAY
[

Oparuing by Los Awmes Nadonad Sodudty LLC kv NNSA N"S';}

11



"""‘.,:-_I:ull Broadband Engine; hardware overview !
o, from CBE programmer’s Handbook, v. 1.0

v l

il MNISS

12



compunsionst Sl f‘The problem with SPE scalars...

Maematics compiler doesn't know where they are in vector, must shuffle &
Capability Raview,
June 8-10, 2010 E‘ rotate

void 2dd_two( double "a, double ‘b, doubie *c){

¢="a=-"b: 1 poinlers, compiter doesn’t know afignment of the doublas
retumn, }

movsd 3rgi), Sxmm0 lgd $2, 0(S$3)
addsd (%rsi), txmm0 1ad 85, 0($4)
movsd txmm0, -S(Lrsp) rotqby 52'52,33
ret rotgby $5,85,54

/ lagd $6,32($sp)
cdd $7,0(Ssp)
x86 / dfa $2,$2,85
SPE shufb $6,$2,86,57

stqgd $6,32(53p)
bi Slr

A
=
s Los Alamos

NATICHAL LEDORATORY
e

Oparatod by Los Aumad Nistiooa! Seciity, LLE tor NNBA NA‘S’-“%
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The MCNP code: Overview

Tim Goorley, XCP-3 GL.

Applied Mathematics and Computations!
Capability Review Juna B-10, 2010

=== Overview - Presentation

iy

e

* MCNP Overview
What is MCNP?
Mission

Sponsors
LANL Staff Eftort

Competitors
« MCNP Applications Highlights & KUDOS Slides
How accuraie simulations change decison making
* Future Development Efforts
MCNP will continue to develop to meet new sponsor needs

6/1/10
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=== MCNP — Monte Carlo N - Particle

gt t———
ey L B,

+ 3D Monte Carlo many particle transport
- Large energy range (eV - 100s of GeV)
« ~400 Man-years of development

« ~350K lines of code

« 10K+ users world wide

- Parallel (MPI and omp)

- PC, Mac, Linux, Unix, Sun support

« Substantial V&V

- ~15K reference citations

« Export controlled+
Big deal, imils use in universities

3%l MCNP contains a lot of physics

mm-
* Incorporates other codes as libraries:
LAHET (High Energy transport) LANL
CEM & LAQGSM (High enaergy transport) LANL
CINDER (Unstable Nuclel Database) LANL
ITS (Electron Transport) SNL
MARS (High Enaergy transport) FMNAL
HETC (High Energy transport) ORNL

« Utilizes Nuclear and Atomic Data
LANL, LLNL, BNL, EU, Japan




E_"'n-:.MDNF' has lengthy history
r

e
e L ETIX

EP SN O SO -
1540a 1977 2001 2008

= MCHP code now more than 30 years old

= MCNPX developed from 48 in 1996,

= Multipie releases of both codes in 20008

= (Code Merger bagan in July 2006 from MCNPX 2.6.8
Siseruyg Cienmilles  dddresung sligomend ol XPC-3 and 05 projects

= Aher >S3M, code 38% merged

= MCNPG has been beta released outside LANL

ﬂf‘ﬂuﬁplﬁ Stewardship, Threal Reduction, Non-
i w « Proliferation, Radiation Protection Missions

e R
R

The XCP-1 team provides Monie Carlo particle franspori capability in suppor
ol lab missions including slockpile stewardship, nonproliferation, threal
reduction, and ensngy and enmvronmental science We deliver technology,
methods, production guality codes, and training 1o sporsors, prmanly U S
federal agencaes, through research, development, and mamienance of high
quality software and documentation so thal we can accuratety predict the
interaction of radiation with maller. This predictive capability plays a central
role in tying weapon cutput simulation o the NTS database and i the
nations foremos! prediclive 100l for nuckear crbcality safety simulations.
Oir succEes 18 maasured by companson with physical measursments
{validation] and with apphcable les! problems (venficalion), by acoeptance,
usage, and sclentific citaticn of our produds; and by satisfaction first of our
sponsors and then of others.

ADC: AM Stockpile Stewardship, Threat Reducton,
Now 2000 Non-Proliferation, Radiation Protection

6/1/10



Applied Mathem

mcnmms | Many Mission Examples
Physics
Cagabiity Aeview,

+ Stockpile Stewardship
Criticality Safety
Radiography

= Threat Reduction
Urban Consequences

= Non-Proliferation
Reactor Actinide Inventories
Portal Monitors
Active Interrogation

+ Medical & Health Physics
Shielding Design
Radiology. Radiation Therapy

wiomuss | $8.7M from Sponsors in FY 10

Capability Heview,
lune B-10, 2010 >

© In FY2010 (in $K):

ASC-IC 3360
DHS-DNDO 1500
DTRA 1000
NA-42/24/other 800
NNSA (Criticality Safety) 600
NNSA-DTRA MOU 550
Campaign - 7 400
ASC-Capability 200
ASC- Urban Consequences 200
NEAMS (ANL) 100

6/1/10



emews | Significant LANL Staff Effort

Capabifity Review,
June 3-10, 2030 ‘.

. Code Development (FTEs)

XCP-3: 11

D-5: 8

T-2: 1.5
LLNL: <1

AWE: proposed

+ Code Reviewers

XCP-7, N, P, LANSCE, ISR (~2-3 FTE)
+ Users:

10K worldwide

~1K @ US Gov agencies

Applied Mathem

3 Compaacn | Numerous Competitors
Capability Review,
June 8-10, 2C10 ‘'

- Competitors

GEANT CERN many particle, high energy
TRIPOLI  CEA electron & photon
PHITS JAPAN many particle
COGITART LLNL neutron & photon
FLURA CERN many particle, high energy
EGS 4.0 CANADA-NRC  electron & photon
ITS 5.0 SANDIA electron & photon
SCALE ORNL criticality
- Spin Off Competitors
MCNP-BRL ORNL CAD geometry
MCNP-POLIMI ORNL decay data

AMCNP  Florida State U SN Hybrid

6/1/10



:ﬁ_f“m MCNP Influencing Decisions

Capability Review,
June B-10, 2010

5}

Threat Reduction
Radiation Effects of 10 kT IND are manageable
Non-Proliferation
Better Distinguish False Alarms
Detectable Quantities of materials
Medical & Health Physics
Analysis of proposed therapies, general & specific
Shielding / Detector re-design to reduce dose
Nuclear Regulation
Verify requests from industry
Nuclear Rector Design and Analysis
Acceptability tests of faster design codes

ﬁm IND Dose Effects Manageable

Copabile A Input into FEMA's "Planning Guidance for Respaonse to a Nuciear Detonation”, 2™ Ed,
ne 81002010 Tammy Taylor, White Housa Office of Sciance and Technology Palicy

—Goo | S A}

cn
il

Heutron Dose (from Gamma Dose [from
neutron leakage) neutron capture)

Dose contours frem 3 20 kT Lintle 8oy device in downtown LA

6/1/10
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# IND Dosed Populations Manageable
perr =y

R

Popuiation Effects from an IND in Los Angeles, CA
;MWD
3 . Red = Lethal Dowe
ij -
E =" e o Fal Man,
LR ..-;...;L.-.'.'.".."C.m.”'"
15 :
0
Orange = Need Help
st 4 Fat Mary 1 = 10 Gy
’ ~e= Fgtbhan » 100y
an L oy 1 - 10 Gy
- i
]
[ =] & s E | | Wi g L] L1] 1 b
Yiedd of IND

LR

Trm iy e T el W St 50 Woale e e il e WA T et o P
L, W it g peDeEET i gl OF FESECTaNg N el e T g | Jalie s g
ey A O S TR TS 0 Ry Skt AN e ek sge
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w“: is the most widely used general purpose

Fram . Monte Carlo code for research in radiation cancer
e R BEE
o, LS thermpy.

The code n gleally susked bar aie =
msbstlipal applicatioss becsuse ol the
EEuraty ol Ly phyaa b mndety The esigus
Wil f tlimcally relevant lealures, snd b
ieRponive mipparl proviled by e
develppers and (Me e commamnity

We used MCSNPX 1o ven fy the Mass
{errern| Hemplial Prown Cemser, sl this
informaiun kas gone inf ihe design of
the M BACT o geiiler nidl others,
which are used sl = 3K pecple a vear

Wayne Mewhmiiar, Ph, T
Dt ool Pabdimiicom Phyiics

MD AN ERSON proron flusnce and dose contours [arb units]
! CANCERCENTER

—_‘Eﬂ Nuclear Regulatory Commission
s Use of MCNP

Criticality Safety: Radiation Dosimetry:
1) fo assews the crincaliny safeny of 1] Assess plamned and unplanned
lceried faniites that handle worker radiation exposurey
trsapnane marenals. 2} Ansess public exposure from
planned foknging action.
Radiation Shielding
1) Tp benchenark ovher shislding and
dose calrulznon computer oades 1
Bl mathods vied by NRC all 1] i understand the radiat
ety impiacationt of wiang
T T werity lpermsees” thaekdog amdl
; sl radisgtion in medical diagnouin and

Cantinuing Sevelapment of MONP capabiiies is imporiant 1o improwes the code’y abidity to
magdel stuanons that currenily are modeled only approsimately particaledy in the arpa of

electron transport, whith s a very important comadersion in MBS dowmetry work - Lam I
Sherbini, Nudear Matenal Safety and Safeguands | NAC
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Applied

and Computaion MCNP is benchmark for Nuclear Reactor
M »
el Design codes
: VHTR
PWR Very High Temperalure

MIT ATR

Research Reactor Advanced Test Reactor

» Accurate & explicit modeling at multiple levels
* Accurate continuous-energy physics & data

Pressurized Waler
Reactor

Gas-Cooled Reaclor

Mal Z s .

gﬁﬁm‘m Future Vision — Top Ten List
Capebility Review
June B-10, 20i0

. Half are funded ( )

Several of them could involve

9 University R&D efforts /

B pannerships

i U. Michigan

4 + U. New Mexico

Texas A&M

5. Temperature Effects

5. Damage Effects

/ Belier physics

4. Improved vanance reduction
9.

10.

Waest Point/ AFIT
Brings “in-house” capabilities lhird
parties have been developing for
years

+ Visual Editor
U, Wisconsin
Oak Ridge
Japan Atomic Energy Agency

6/1/10



Applied Mathrematics

e ]The MCNP code and teamsfare world

Phrysics

Conaity heview, leaders in particle transport

June 8-10, 2010 »

« MCNP is a widely used and respected many-particle
transport code.
Extensive physics over large energy range
Extensive V&V efforts spanning many applications
> MCNP has a large sponsor / stakeholder base, which drives
the addition of new features.
Potential to find and develop synergies between sponsors
Furthering the ability to provide answers that affect decision making.
- MCNP has a large code development team of internationally

known experts, which strengthen its position for the future.

6/1/10
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Climate Models: A&
Integrated Applicati

Phil Jones . .
Fluid Dynamics and Solid Mechanies (T-3)
Climate, Ocean and Sea Ice Ma 0S|\

Computational Physics and Applil
Capability Review June 8-10, 201

Low Alamos

.--!'F p——te

—_—

- E e e s m Citpw o w_
- —

=T Los Alamos is a climate modeling
b 2
=n= ¥ center

« Climate, Ocean and Sea lce Modeling (COSIM)
Develops advanced ocean, ice models
-15 staff
$6.8M/year and growing rapidly (mostly DOE-SC)
Part of larger Community Climate System Model
{CCSM) - largest of three centers in US

- Since 1989
DOE Computer Hardware, Advanced Mathematics,
Model Physics (CHAMMP), the original co-design
Built on earfier reputation in nuclear winler

{2 amcs

e
eyt
—
B ] n i = P T
EMERGY i..-




S P50 Outline

Capabifity Review;
fune §-10, 2010

=]

Climate complexity — the real climate

Climate model applications — how do we use the
models?

Climate model development
= Computing implications
* Coming soon

Bl

Va2

HATIGNAL LATDRATORY

.......

Cperated by Las Alamcs Namional Seciily, LLC «r NHSA

Office of

@ ENERGY o

Computagonal

Mt | a What do we mean by climate?

Capatulity Review,
June 8-10, 2010

Not wealher
Wealher = properties at a specific
place and time
Typically daily to 10 days

Climate
Eanh system works to distribute heat
(tsmp), water, tracers
Mean, variability {(including extremes)
Multiple time and space scales

A
. QsAlamog

NATIONAL LAROBATOS
— T

Oporati=d by Lon Alsmos Hatonal Secully LLE kr NNSA

Offica of

@ENERGY O
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— .1Ir Climate change governed by
=== ¥ energy balance

b —

bt "_Ellmatn details are more
=u= % complex e
Dynamics N (.
Bingeochemsin l ?_.l_"i-".'-...u,. P
Human = =\__
i e
m e S At e, e s e
., W ST
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Sl ' Climate variability and response
=== % spans many tlmns:aiaa

« Interannual R

ENSO

« Decadal
PDO
NAO
AMO
BYO

e i O i .

‘ ==="" Climate variability and response
=== ¥ spans many timescales

L —

+ Centennial =2
. Millenial ‘
« Paleo

- B WA 2= .

bﬂ‘" s#ﬁ;-..-

[ ———

— -
— .. — — . o —
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g

==="" Climate dynamics includes |
l == % thresholds and abrupt change |

« Thresholds in
climate system

=== Climate dynamics spans many
=== ¥ spatial scales

i

s — L w—— . 1 e — ¥
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—— =1 Ocean mesoscale eddies
=% W impact global circulation |

ﬁnﬂwg-!ﬁai necessary for accurate simulabion of curmenis and Bair roie N s8a ice

=H.—-l—-“l—*'._""" B ---‘r |
e ppatrn f el
—— ey ]
e e i 4
Instrumental |1 Wt
record reveals T e —— I'
warming climate ! = g
.r- L 3
£ 1
T P : e
_ | ' 1
L T, GE"EMT"_ _‘



T - =X U
T =
fmm
i 3 & i
I"'-E‘_ 'J'J' .,"‘F i l'-;,'
£y — = —
- Los Alamos ===
A e ENEROY -
e Rl ' : - o w -
e T ) e -
Do il T By
[Ty, i I .&‘\/T;/H
Paleoclimate ] [— L

record shows
warming is
unusual

++++++++++

S R U]
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=r....-" Other P - |
==% W observations d L]

Asctic warming 2x fasier
* Ocean wamming to 3000m depth
»  Glackers, snow cover declined
*  |ge sheol losses accelerated

= Sea lce decreased r?-==l=='—t

Changes in precipitation pattems t J I}
{poeward and upward, snow pack ) ] I ‘
1 r

—— e ——
i-’ L ST
e

* Mare intensa, longer droughls in .

fropics, sublfopics -
* Freq. of heavy precip events increased it
* Cold days, nights, frost decreased; hot |

days moreased £l
* Increased water vapor 4
<" 29 000 ume senes, 75 studies " - “*

|

|
l% L
L

i == -

- ) - e - - rmm

H'Ath’ihuﬂnn: Recent warming is not
== % caused by..,

- e iT_._- —
ENERGY ...
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m— ==="" Greenhouse gas

“"""“ concentrations are high | |.—;,_{_/J ]
s j_,J

T
Isotopes: human
emissions and
land use change
£
Lk

----_'- Other forcings can supply
== W positive or negative feedbacks

LA ey (W e i SO
T T T T e
A
1 Lar iy S
Ty g i. i
Tq.l.u-.H. [— o
i = F L ] T . # E——
I . i g, | ™
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=== TW Climate models used for many
=== M. applications

=== Models are used for attribution

Doy A i Are el S e

-~ P e Wy R R G S e i
e

— i — —— — 48 11— .'“' _“' Tl
— -

10




---""'"'""- Models are used to project
== W future climate change

Multiple modeling
F OUpS
»  Ensambies

&
ATF)

"‘_" Emissions scenarios project
BT ‘ future GHG concentrations

Bonnarios genarated from
Intagrialed asspssmant
i s

6/1/10
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| St Climate modelers continually add
=== ¥ new processes

Dewelopment of Climate Models: Past, Present, and Future

6/1/10
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eorer sl Climate models are built from

Mathematics

e %p. base components

< Atmosphere
3-d Fluid equations

- Column physics (radiation,

clouds, convection)

» Ocean
3-d Fluid equations
- EOS, mixing
+ Sealce
Viscous-plastic
- Thermodynamics

» Land Surface
- Plant functional types
A Surface water, energy
. L?sAlamos

NATIONAL LARGRATON
0

oot by Lot Aamos Tatonal Scounty ULL tor NNSA

Office of

% eavarmaet ov
-ENERGY Sclence

Mathematics

erm 90 The Community Climate System
e 4. Model is one example

CAM

10 Fluxes
Once

per

hour

Atmosphere —
7 States 300+ Participants 4 siares

Land
CLM

6 Fluxes

houat
per

Once

6 States 7
6 Fluxes 9 iEI::S
4 Srales 6s
3 Fluy 1ates
uxes day wms
per Once
Once \wb
6 Fluxes 11 States our
10 Fluxes
Ocean Tee
POP (LANL) CICE (LANL)

Operatind by Lo Atareoe Nationa! Sacurity. LLC for NNSA,

Office af

@ ENERGY 2

6/1/10
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el Model components are joined
Mathematics

wwmre g by a coupler

CCSM as a typical coupled GCM
architecture.

Overview of CPL7 Design

processors

i
WQLWWle.A.ucuNNQ 5.5 SisusTuEnT 0¥ omed ot
@ ENERGY J

S T Climate, Ocean and Sea Ice
o % Modeling (COSIM) Project

- Develop advanced ocean and ice models for
climate science
+ Focus on high latitude climate change and
impacts throughout the globe
Ice sheets and sea level rise
Rapid ice retreat
Ocean circulation stability
High latitude biogeochemistry and clathrates

OQparsiod by Lo Nawca Naoeal Secudly LG e NNSA Office of

° E"i'éﬁ'G’Y Saence

6/1/10

14



6/1/10

=== Eddy-resolving Ocean
=== % Modeling

T SRR D IETLENSCH GOCREY AW rrpriind B iyt S g Peereugdey
T E - = =

l

@enency

| High resolution required for all
== W components of climate models

@ eneray

15
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| e
1 st '_ Ice sheets are
=== % new component

Largest missing mece of physical
chmale in curreni modeis

+ Naoded lor sea level rise
pradaction
&m of saa level risa i Greenland
mlis, Bm il W, Anlarchic ice
sheal malks

Sdow malt owar 1000 yaars or
mare rapid?

Threshald of no refum’?
Small-gcale oo sheel dynamacs,
ooean'ios interaction, disparaie
limascales

Varable coasilines, lopography

o s S BT
I |

bl

- Lo
——— e o
—r
¥ s e R s e B oy, o

rmnintey
L E ]

Palas warm almosl 2x faster
Large ice foedbacks

lod frae aummer oy 2050
Racord low arctlc e 0 2007

Impacts ==
Ecosystems (polar bears, walrug)  =o "
i, resmurce exiraction ———

Dicaar tharmshpline cinculphon =

Maad mechaniams for faster e ———
mill [algae, oracks, eio )

Mgty i Mo gegrtiterlrme gt
preciciad ty OO S (wilh LANL oon
e i i ) D tweser. J000- A0
much of i wilhir 3 decacde dus o e
Tanring combsned with puise of warr
walar inpul (A Holand of & )

 @eneroy =
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o ™1 Earth System Models add

=== W biogeochemical processes

OCEan hiogeochaemising
with axtensae
chemigiry and land
mogaochamising

Cartion and sullur cycles
Mesded ko assess shifty of corars
i fand 1o sequesiar carbon
farcend dirsctiindirect (raduced
pirsspilalion 7
Projsctions wilh soecilied
amigsinng
wn& fydratestclathrates
m acdilicall

Engineeread .:lin-:n:.- Flux of COy al ocean suface

- Many lracers Redlyallow - CO, lnaving ocean
100x atm, 20x ocean Grean'blus - ooaan uptake of CO,
Many 1eaclions

Mt agenomcs

ﬁ“__;_;“"Tha thermohaline circulation

Carrias large fraction of heat from
afuaior fo poles

Rirgponebla for mild climale of
Europs, NE LIS

Drivan by formalion of cold, sally
williad i M, Allanle and Antarclica
Abript Scenano:

Larpa influx of fresh waler gae 1o o8

=% % may experience abrupt change

oy 11 i . 2
wr ENERGY

6/1/10
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Computational P

ertm P50 Climate change impact on

Mathematics
capahlllvlnllw. wan

mamws W hurricanes remains uclegr

Hurricane peak wind speeds
increase due to ocean SSTs
= No evidence for increased
hurricane frequency
Could change if ENSO changes
> Power dissipation (and damage)
increases 4 [EERSTTT
Cube of peak wind speed
Longer duration of storms
Other severe storms, flooding
Falwell effect

ol
12M 10 1950 1860 19TD 1980 1IN0 JDOG 2010

’(~ Yo
Los Hurricane power dissipation index
NAT ‘U\ll\‘ll‘lﬂl Alan (V3 duralion)
Oparmint by Lo Aarmon National Secxey, LLC r NNSA From Emanuel 2005 OENERGY Office
JL NGy
Computational P

sopies #¥ Climate simulations will continue to

Mathei
Capsbility Review,

e 4. Need computational power

Resolution (103-105)

Number of scenarios/ensembles (x10)
Data assimilation (3-10x)

Data requirements have similar factors
35 TB currently, distributed
More for assimilation

=3
- Los Alamos

Opiatind by Lo Alamios Natonal Security, LLE (o NNSA Oiffice

L @ ENERGY O

x100 horiz, x10 timestep, x5-10 vert i
Regional prediction (10km) P t .
Eddy resolving ocean (< 10km) Shalm g
Completeness (10?)
Biogeochem (30-100 tracers, interactions) "% .-
lce sheels \"‘.‘:*.‘:—
Fidelity (10?) %
Belter cloud processes, dynamic land, etc. N\
Increase length/number of ensembles (10?) ,W}:’i T
Run length (x100) e 00 Easta— W Lo womion

I

6/1/10
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Computational Pi

ko T Computing transitions will provide

Mathamatics

rbee g New opBortunities

=3
- Los Alamaos
WATIONAL [ARORATONY

M)

v
Opdind try Lok Alncs National S6curty, LLC kv headA

']

Hybrids — Back to the Future
Transition like early 1990s
Permits re-evaluation of approaches, algorithms
— Co-design (see Andy White)
> Scaling
Time Integration
Ensembles

Uncertainty quantification (Higdon)

@ ENERGY 22

Compuiational P

Cotmer"¥ N Future Directions

Mathematics

Capability Aeview,
June B-10, 2010 ‘,.

al
- Los Mamos

o~

Oporationt Loy Loy Alamos Nasoral Seouy, LLC lor WNSA

+ Continued improvement
Reducing biases
Improving representations and accuracy
- Regional scales
Ultra high resolution
Variable resolution
- New processes
Ice sheets and sea level rise
Dynamic vegetation, disturbances, mortality
Integrated Earth System models

@EnNERGY 0 |

6/1/10
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Nuclear Weapons Applications (U)
Bill Archer*

Bob Weaver**

The Advanced Simulation and Computing (ASC) nuclear weapon applications are
the focal point where science results are integrated together to provide tools
that are useful to the analysis communities. This brief gives an overview for the
Computational Physics and Applied Mathematics (CPAM) review of how various

science results are being used to improve the analysis of various devices. (U)

*ACS-PO

**Laboratory Fellow
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Covmgatationa: Prysics and Appled
Capabidity Raraaw Juna 8-10, 2010

-

Los Alames

=¥ Uncertainty Quantification @ LANL
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':'-'--"" Brief history: simulation-aided
== J inference @ LANL

implosion calculafions mothate
firs! physics compulesr Simlabons

Compuling @volves o carmy oul
cosmplex implosion simulations

Analysls algorithms evolve from
LAML computing {e.g. Monla Carlo
ko)

Supercomputing, ASCI,
computational models in the era of
ne nuckear festing

NISA

| _Uﬂ is a fundamental integrator for
e ‘._ science at LANL

O has played a key rok in LANL scinaties that combina physical
expermenis/observations, computational modeling, and high
performance compuling.

+ U0 activibes require in-depth collaboration between subject matter
ascenbsis, computatonal sciantists, and statisboians (inclusding
macihne aming, applied math, compuler scaanca)

* LANL's compefifive advantage in this area slams from ils broad
range of axperts and its ability to allow significant, and desp
collaboration

«  Mealthods originally devaloped in Nuclear Weapon cerlificalion and
assassmanit have been appliad o a varkaly of scieniific
investigations (cosmology, nuckear anergy, climala, ...)

« LANL UQ researchers are leaders in the broadar LIQ community
(MR study, UQ warkshops, roadmapping research direclions,

°. Invited talks,...)

i S

[P —————— ” -Eﬂ




cosmological parameters

o m—ﬁm Example: Comblining physical observations
N— and n-body simulations to estimate

EE L il
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i corE ey by
Bl Ery e ol Pl
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i midRoe oo
rar il By
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LN b
Ml FREES o reillrd
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ealma gy
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L

F—a Simulating the large-scale structure

ey .

a9 of the universe

Puwn 1Mal
arve wla
witslr 1M
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S em—

MNISA
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=i="" Sloan Digital Sky Survey

 — e, T

data & simulated power spectra

oy Pk

e NISA

s TeModeling framework y(i) = (i, 0) + ¢
.:m rodal s proy ureeriairgy
= l. . L2 I|
: R
—r
045 1
Pomisnor uncsnnnly
i |
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Determining Input settings for model

et A
""._"_""E= ensembles — an DA-based Latin Hypercube

Ly

““““““

.....
i & @&
& B B
| & = @

" & &

o

--------

o Data, parameter ranges, and
— simulations
Physical obssrvations and simulstons DA-LHS 128 run desgn

o o = & &
.
[} i

B R
s - TR
Hew-»
SRR

hatlifospor SELpT T gy
fpecusl eniem BB d
R ] Rimil

e [T1 4] 1
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'mmmmumnmﬂnfmmt
‘ observations and computational model output

y(k) = n(0; k) + 6(k) + ex

Posterior density:

win(- k), 8(k),0.§) = L(ym(-;k),d(k),8,&) x w(n{; k)£
xw(d(k) x w(6) x w(£)

£ controls statistcal parameters governing likelihood and priors
Postanor explored via MCMC

w(0) = [ w3 K), 506, 0, €l db €
Los Adarmos

e ——
F—

— NOSA

=i 9l Basis representation of simulated

=== ¥ spectra
Basis representation for matier power specira.
By i Pl et & Pl

ey

-
r LY )
i i

g mardam
4% BE L]

i
1

B e s av  as a8 a8 oAb
o o e By S T TE gl
Power spectra are representad as a o Py
kunction of the 5-d nput parameters D ang (P L) = E oy @)y (4)
,Pcu-utmmw J=1
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. 'Gaussian process model to
==t % emulate simulation output

Gausstan process (GP) models are used 1o estimate the

- 5 iy
ﬂmﬁ Wﬂﬂjmum settings L) - zul*lﬂ}:uiki
T ’a
Lo 5 L g
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B i
W= i, aao n. _EI 'ln!'b "' “ ﬂ‘ ..E..'
iul & PCa i

I
Predhiction at new 0
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-
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Y = (T id
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“uz ¥ Response surface is sufficiently
==us % accurate for this application

|
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Coimiiarkarad - - b
“%a="¥ Simulator emulation and sensitivity

Capyiplep Parvrs,
wap L0 HLD

- -

-7 -l
Eulllh

- Changes in emulator prediction as each
parameter is varied while holding the others at

their midpoint

- Note, o8 QCDM have the largest effect on log P

MNISA

crmna~ P9 Calibration results using data from
=nsr W Tegmark et al (2004).

Postenor distribution of
msmc:Llec:al parameters

— 1= [ | ___'I.I...'_'_

Resulting fit and uncertaintiy
for the matter power spectrum

{M“‘%,

I‘H_

wusrarn (eIl

e iy i Sl by o, L e el

MNISS




::-_"Hnﬂmdulugy allows :nmhlﬁing multiple
== computational models and data sources

Sioan Digital Sky Survey Wilkingon microwave anisotropy

s i s e e
ol o lne jwl
88 e
I L. W BEW §_ e aaypaay
g oo w29 88 S
AR FAg. = . s,
. we. o
Bl bl o0seowr
Al _1 'JL:_J mee o =
|* s wes (AR NMS -
=
T — Sl iy N Corgrarsy ~hrmatior trom bt
. —— dals sourTeEs sharpens wierence
Lers Adarmcn an ACDM parameters
b s A
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pyp— '- This basic template for ::uln:mlugr is
. % applicable in other scientific investigations

G e

preillclion uncedainiies

‘.'.""...'.'.."'- UQ in support of NW assessment combines

i | e W
s - information from many data sources
S imalesan aida ik
¥ vl #apse shetTs e
- -
-
- : ;hm
LoSAlamos materah, seustoms of state (EOS). high mplower (HE)
e e =

6/1/10
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i ==~ Future Directions for UQ
—_—=

Conbirue engaging wedl-chosen applicabion nneas
m LANL s whisalhowss, nghl peophe and resources avaslsbie
Help broader U0 community map oul research neads

Conftinugé purswang research directions that suit LANL activities
Foundational ressarch

Linkng rrcdet to reakly, bowndeg smah prabahithes, Sermalsm o demng wilh
dplasoialinng

Maihods and algorithms
Apphcations wih a ‘daia assimilation® lavos
Ciresrier ki Gas, Doaar Modeling, Spate saaller ron piolitamion
Look Tor opporiunities ihal comiing novel approschias from
compuiational modeling and high performance compuling 1o snabla LG
Fulure Funding opporiunilies
Clmsaile, nuciear energy. Matenai scenco, greanhouss Gas mondonng,
siluabona awareness. data assimiaton
Los Alamos

- L e — W

Pl

‘:-""-..'E._"""'"'I Making use of multiple model

i b

mw W fidelities

High resalution Pedium regdlubon Liow regalution

« Infer about the physical system
» Make best use of limited computing resources
« May only need a few runs at highest fidelity

NS

11



W" Exchange traditional computational
cmees g Models for UQ friendly implementations

PDE Solver Markov Random Field

i
-r-||- o+ LIy —aln - 2000w~ L] - st & F - & P -
i R g l+ J w T w T T
R
=8 0 000 08 0 0 0oy

E:ﬂnstruming forward models and adjoints
* Very informative in high-dimensional problems
= Can help in building responseg surface

= Can facilitate BACME or other UG algarithms

Exploiting new, helerogeneous, high performance
,,x;-umputmg architectures
] l:H.Ah‘I‘HH

s d-H--q-n—l---lul-rlll ”J—E‘

....”""“’""’..... HUQ approaches differ depending on
= 9. the application

Physically based H Empirically based

Madel rich — data paor H Data rich — model s weaker

i

Extrapolate? (L »  Interpolate

6/1/10
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Future Directions for UQ

!

- Continue engagang i well-chosen apphcation areas
in LANL § whisshouss. nghl pEOpiE 5N resources Svisiable
»  Hielp broader UQ comemunily mag oul research needs
« Contnué pursuang research derechons that sull LANL actvibes

Foundational ieseanch
T LR TR N A ey e oralated e Ao ale e dedscd wil
L L

Meathads and algorithms
Apphcabong wilh & “dats sasimilabsn’ favos
¢ Oemmibous Cs Ocsan Moduing, igdcs assiner v prodrsen

Liook for opportunibes mal combine novel approaches from

compuisional modeling and high performance compuling o enable UD
* Future Funding opporunities

Climate, nucisar anangy, malerial sclence, gresnhouses gas manitoring,
& Siluabonal Pwareness dala aasmilalion

s i I _ sa |

13






6/1/10

Future Directions: A .

Capahllltlars e
omputational P and Applied

E‘:.:.'Lm“ E’.‘.‘.‘#. 10,3010

Andy White ;
Deputy Associate Director for
Theory, Simulation, and Computation

The Next Decade will be a Perfect Storm of
Opportunity: Understanding, Prediction &




Computational
and Applied
Mathematics
Capabiiity Review,

Juae 810, 2010 "

TRANSFORMATION OF
APPLICATIONS & TECHNOLOGY

P
=y
« Los Alamos

NATIDMAL LAGORATORY

Opscried by Loa Alarmos National Securtty, LLC o WNSA Nl‘%

a

vy e DOE mission and science imperatives require

Mathematics | simulation and analysis for understanding,

st ral prediction, policy & decision making

- Climate Change: Underslanding, mitigating and adapting
ta the effecis of glabal warming
~ Sea level rise
- Severe weather
-~ Regional climate change
- Geologic carbon sequeslration
= Energy: Reducing U.S. reliance on forgign energy
sources and reaucing the carbon foolprint of energy
proguction
- Reddeing time and cost of reactor design and deployment
- Ir':pmving lhe efficiency of (he exisling light waler reactor
lieet
National Nuclear Security: Mainlaining a safe, secure
and reliable nuclear stockpile
- Stockpile centlication and management
- Prediciive scieniific challenges
— Reaklime evaluation of urban nudear delonalion
= Maferials: Understanding and design of materials in
exireme conditions
- Prediclive muli-scale materials medeling. observalion (o
conlro)
- Effective, commercial lechnologles In renewable energy,
calalysts, and batteries

P
. L?s Alamos

RATIONAL LARORATONY

A

Operited Dy Los AlbMos Nolora! Securfty, LLT ot HNSA Biria e e ie Erarira a7 N‘V‘Sgg
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— We are at the beginning of a
vy technology transformation.

L

FH i i

Computanonsl phyics s Sepenident o the erabling

o e —— m

] This transformation provides
o~ challenges & opportunities.

tode periormancy | LG asT ™ . mw
B T o Tl
Mode ConcurY o OrLoon O Loy 8 30 ey
TOGRe | I TRA
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m'- Applications & technologies
by come together @ exascale

e

INTEGRATION & LEVERAGE

- Los Alamos

e S e




Computational

sndAgplied Integration and leverage are

Mathematits

s W critical to success of CPAM.

. Unoenamiy quantification
Predict ciimaie responsse 10 anargy lachnalogy
- Cenification of aging/evolving steckgile without
nuclear testng
- Erergy security

Storm track In ESM

- Responding 1o nawral and manmada hazgids
Understanding and "predicing” rare evenls

. MuID scale, mulli-physcs modeling
—  Multiple physics packages 1 earh system
model: ocean, lend surfaca, simosphere, e
~  Multiplg physics packages in modeling reactor
core neutronics, heal transfer, siruciures, Muids
~  Alomistc to everyday scales in nuclear energy.

malerials, ICF & MCF, biology,
- Aromrslic 1o unversal Bcales in asiropnysicd

and cosmology
- Co—de5|gr|
Applcaions
< Methods and physwal models
= Programming models
«  Operaling syslems
= Memofy hiararthy
= Processors
/\
=2
Los
MATONAL LARDRRTONY

Cparsted by Los Ammbs NufSonal Secury, LLC lor NNSA

Computational
and Applied _
Mathematics

Capadility Review,
June 8-10, 2010 .

UNCERTAINTY
QUANTIFICATION

/‘\

-
XATIOAW LAFOALTORS
e

Opanded by Los Alamos Nasona! Securty LLC e NNSA ) 4 gh w"m
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P*-'-"-".-'-"-"ﬂ Uncertainty Quantiiicaﬁﬁn i_s._p'laying

Cwer b B
e

-

L] has played a ey role n LANL
actrihes ha! combine
H‘gl'lll.'ll EEDErimentLobLeyators
coMpuiBtitnal modedhng
Fagh periormancs cormputag
UQ actwibes requine mn-depth
calaboraton
- pubpec! Matier acenbaty
- computabhonal scnhiis
siatishoians
LAML's compebtive advantage
stems from its broad range of
experts and its ability 1o allow
significant, and deep collaboration
+  LANL UQ researchers are leaders
e E the broader LI cormmunily

e o LR R Bl ]

w an increasingly key role at LANL.

e
B i
o g bl

Paremelric

There are u-il:ldl'ﬁﬂl'la-| opportunities
== % for uncertainty quantification

Aelational

Structural
L Svdl i B - el . T
Theary & models = adi wraidipd bam inaduly | ghymes sl
. SN
i | ke sigin sy ey
Algosithms Dbt it
AP AR | e el Hile ey ey
Applicationi code | i S—
Aisrliig o rian Eigin apig I e
Lomputation and ey EEre e
COmUA LAt R —
) it | 1 e
L] | p— | p— —
Operrating rysiem & e il e | g —
AT e m———— g
Otnervations & dis TIp— - -
[F = S WE Bomr e Swew o i e —
awamEation g e wpw
Lo Adsron
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Computational
and Applled
Mathematics

Capability Review,
June 810, 2010 d

MULTI-SCALE MULTIPHYSICS

Ala

AL LALDERTORY

Oparaces by Los Marmos Natiordd Secarty. LLG v SNSA »NA'S;‘

A

Computation:

otz Multi-scale and multiphysics are
wwme 9. key challenges for future.

Vi (1]

« Multiphysics methods and time [

integration errors:

— Accurate time integration for
multiphysics systems.

- Relationship between time integratior
error, optimal UQ and co-design -

Ty
i
|

9\;
) t
1 "I"llj

« Scale-bridging algorithms on e
exascale platforms: a test bed for "
computational co-design N

— Afinite-volume solver that is robust for / \

climate applications

, \
- Particle pushing for Viasov solve done \ }
on Cells to increase dynamic range \
=X \\ /
+ Los Alamos e L
05-"_— e by Loa Albrob taTans| Seoarty (LC for 543A o N"&
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CO-DESIGN

o Traditional one-sided approaches
. will not work.

Tt Model
t Algorithms
t Code

Fil wing S 1D
iy Te Bty

® architecture

o —

nNOSA
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Computational

and Appled ﬂ The trade space for exascale is
oo ﬁé very complex.

————

nodes

D

;I;T
iR

H

Computedonal
and Wkd

WCo-deSIgn can integrate all
m';;;*‘, aspects of mission & science.

WL TS L
R — 2
- CO-DESIGN

=
» Los Alamos
NATIONAL LARDAATOLY

e 131 A

COporsied by Las Alwmog Naxonal Secuky. LLC v NN3A




s T Los Alamos is pursuing a wide
Capability Review,

w9y variety of integrative activities

« Internal
— Computational Science WG
— Information, Science and Technology
— Roadrunner open science projects
— LDRD category in co-design
+ External
— Exascale Initiative Steering Committee
— CASL: Consortium for Advanced
Simulation of Light Water Reactors
— SPEC: Science Partnership for
Extreme-scale Computing
~ — HMC: Hybrid Multicore Consortium

-
> Los Alamos

Operntad by Los Alamos Nadona! Secuty, LLC Jor NNSA

NYSE
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