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HYDRID Sy/MONTE CARLO RESEARCH
AND RESULTS

R. S. Baker
Radiation Transport Group, MS 1226
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ABSTRACT

‘The neutral particle transport equation is solved by a hybrid method that iteratively couples regions
where deterministic (55 ) and stochastic { Monte (‘arlo) methods are applied. The Monte Carlo and
S~ regions are fully coupled in the sense that no assumption is made about geometrical separation
or decoupling, The hybrid Monte Carlo/Sy method provides a new means of soiving problems
involving both optically thick and optically thin regions that neither Monte Carlo nor Sx is well
suited for by themsclves. The hybrid method has been successfully applied to realistic shiclding
problems.

The vectorized Monte Carlo algorithio in the hybrid method has been ported to the massively
parallel architecture of the Connection Machine, Comparisons of performance on a vector machine
(Cray Y MP) and the Connection Machine (CM 2) show that significant speedups are obtainable
[or vectorized Monte Carlo algorithms on massively parallel machines, even when realistic problems
regairing variance redoction are considered. However, Lthe architecture of the Connection Machine
does place some limitations on the regime in which the Monte Carlo algorithm may he expectoed to
perform well,

INTRODUCTION

TWODANT/MCY Y is an extension to the existing Sy code TWODANT, TWODANT/MC Lolve
the neutral particle transport equation by a hybrid method that iteratively cauples regions whers
deterministic (Sxy) and stochastic (Monte Carlo) methods are applied. Unlike previous hyhrid
methods,* the Monte Carloand 8y regions are fully coupled in the sense that no assamption v made
thout peometrical separation or deconpling, TWODANT/NC pravides a new means of solving,
problems involving both optically thick and optically thin regions that neither Monte Callo nor Sy
in well suited fon by themselves, TWODAN I/MC s capable of solving forvarcd, inhomopeneons
soneee problems in XY and B Z peometries. This capability includes multigronp probleme,
volving upseatter and lission,

Fhe fully coupled Monte Cartlo/ S~ technigque used in FWODANT /MO consinta of defining, wpatial
and/or enerpy repions of a prablem in which either o Monte Callo caloulation o an S’y calculation



is to be performed. The Monte Carle .egion may comprise the entire spatial region for selected
energy groups, or may consist of a rectangular area that is cither completely or partially embedded
in an arbitrary Sy region. The Monte Carlo and Sy regions am then connected through the
rommon angular boundary fluxes and scattering/fission sources, which are determined iteratively
using the response matrix technique.

The hybrid method has been implemented in TWODANT/M(' by adding special-purpose vector-
ized Monte Carlo subroutines, and linkage subroutines to carry out the interface flnx iterations.
The common angular boundary fluxes are included in TWODANT as interior boundary sources,
leaving the logic for the §y solution of the transport flux unchanged, while the diffusion s¥nthetic
acccelerator remains effective in accelerating the Sy calculationa. The physical description of the
Monte Carlo region is derived from the standard 'TVWODANT input file, reducing the requirnd nser
input at some expense in generality, since this limita the Monte (‘arlo region to two-dimensional
X - Y and R - Z grids. The Sy cross sections are used o form multigroup cross sections for the
Monte Carlo region.

THEORY

Lot =g reprasent the flux entering the Monte Carlo region from the Sy region, and b e
flux entering the Sy region from the Monte Carlo region. ‘Then, the outgoing flux from the Monte
Carlo region is related to the incoming Hux from the Sy region by

+ 'l.'.""' Lk n:’". ."7:|l| + ¥ hfuul‘ (n

where '8 ix the exiting llux from the Monte Carlo region under vacunin boundary conditions

("' . 0) and "I, is the Maorte Carlo response matrix.

he Nluxes entering (&™) and leaving (! 4 ") the Monte Carlo region are ropresented numerically
as Ny, and Vo length voctors, respectively. Sinee the Monte Carlo/Sy boundary may consist
of both spatial and energy interfaces, V,, does not necessarily equal V.. That b, adthongh the
number of diseretized statex along Lhe spatial boundary (energy x spatial x diserete diteetion) are
the same for *o™ and ¢ the number of diseretized states along the enerey houndary (enerpy x
spatial X angular moment ) are aot, since a different number of Monte Carlo energy groups may be
reachable from collisions in the Sy groups than viee versa (vee Figure 1 for an example), Here, we
use an asterish (7)) 1o indicate a dimension of length .V, and a plus (') for a dimension of lepeth
|

Pogmation (1) 1. solved iteratively by

i ,','--n",ll 1) | T} '-"l ol':mull I ) .'1:""', "

whetn we s @ F om0 gt poe o0 Gl ained by wning an Sy solver (FWODANTY) with
the presctibed boandary flax o0 Nate that for problems involving upaeatter/lission, the Ny
calculation indudes multiple outer iteration:, as nsnal,

Sinee TR isan N v Ny, cazed matiix and, for maltigronp problemein two dimenaons, Vo,
and Ny e typieally on the ander of 10™ o 10", the ditedt calenlation ‘storage of the Monte
Catlo pesponse matnx is ot feasble, nstead, the response matos eoepie antedd by I onthaponal



interface basis vectors,” where P typically ranges from 1 to 8, This reduces the size of the Monte
Carlo response matrix 10 .V, X P. Furthermore, after P+ | iterations, a I’ x P representation of
the overall Sv/Monte Carlo response matrix can be obtained. Then, since I’ is small, the converged
interface boundary fluxes can be predicted using direct inversion,

IMPLEMENTATION

Fach interface state on the Monte (‘arlo/Sy boundary corresponds to a unique spatial cell, energy
gronp, and angular direction, for spatial interfaces, or angular moment, for energy interfaces, An
angular bin AQ™ is used to assign a range of continuous Monte Carlo directions to the discrete
Sy direction 8™, Since Sy quadrature sets specify the angular weight (the area subtended on
the unit sphere by AQ3™) for each Sy direction, but not its shape, there is considerable freedom
in defining the AG™. The system we use is depicted in Fig. . Note that as a particle streams
in R - Z goometry, ), remains constant. "The bin conliguration we have chosen preserves this
property, since streaming particles can only flow into bins whose quadrature directions have (he
same Q..

As explained in Ref. 1, the Monte Carlo region ideally comprises a zone of low seattering material,
surrounded by a boundary laver (~ | mfp thick) of highly scattering material. Although eliminating
the boundary layer from the Moute Carlo region would speed up the Monte Carlo ealenlations, it
would also require wning a higher quadrature order in the Sy calealation for acenrate results, since
the angular flux near a low scattering region can be a rapidly varying function of angle and position.
By including a boundary layer with the Monte Carlo region, a lower Sy quadrature order can he
used. Note that for multigroup problems, the imean free path may vioy from group to sroup,
resultingg in a Monte Carlo region of varying size (see Fig, 1),

The Monte Carlo rontines in TWODANT/MC use the macroscopic multigroup S~ cross sections,
so that no additional eross section iuput is required. The treatment of angular seattering is some

shat complicated, however, becanse the direct sampling of the group to group transfee moments
is usually not possible since they may be negative, Instead, TWODANT/MC generates |/ 1
equiprobable hins, with , bin boundaries, such that the L Legendre moments of the amgralar et

tering cross sections are (approximately) conserved. That is, in a Py approximation, the code wiil
geacrate three oquiprobable bins, with boundaries between g Fand g p 1L for saompling v

pular seatteringg diceetions, This approach is the same one currently used in the multigronp version
ol MONP and i tuether deseribed in Refl, 6,

e special purpose NMonte Catlo rontines implemented with TWODANT e basically analon
routines sinee, ideally, the Monte Carlo repion is low seattering, and should not require ey tensgae
varianee reduction methods. However, seceral hasie varianes reduction techinignes have heen in
cotporated, These include implicit capture, weipht catolls, peametey splittioe/ Russian roealette,
enerpy splitting/ Russian roulette, and source divection biasing,

I inerrase the efliviency of the Monte Carlo calounlations, the Monte Carla tontines have heen
vectorized throngh the formation of svent hased stacks,” where each stack leally consists ol o
rronp of 61 particles nwderpoing, an identical event, aach as a collicion. On the Gy, aseembly
Lanpiape rontines ane used to eneode pacticle dedination tayge words, and to mose particles hetween
stackhs, Vectorization resulted ina Factor of Tour ta five inereane o speed o the vectonged Monte

Carlotoutines over the non vectorized Monte Caddo ontines o a Cray Y NP



RESULTS

The hybrid Monte Clarlo/ Sy method has been successfully applied to a realistic eylindrical dnet
shielding problem. The problem consists of a duct (void) with an isotropic (9, > 0) neutron source
incident at z = 0. The duct is surrounded by an iron liner, and an iron and water shield (see
Iig. 3). Thirty energy groups are used in the problem, where the source neutrons are located in
group 2 (13.5-15.0 MeV').

For the TWODANT/MC calculations, the Monte (‘arlo option was used only for the souree energy
group (Group 2), while pure S was used in all remaining ‘nergy groups. The void region along
the centerline was designated as the Monte Carlo region, along with an additional 1 mfp boundary
layer, which, for Group 2, was equivalent to 6 cin. Thus, the actual Monte Carlo region consisted
of the void region, the iron liner (2 cm), and 4 e of the shield (see Fig, 3). Sy was used in the
remainder of the shield region for Group 2. The Sy caleulation used an 52 quadrature order, with
a Iy Legendre expansion.

The neutron fluxes from the TWODANT/MC calculations, as well as the results from a multigroup
MOND calculation, are shown at Table 1, for selected regions of interest, The relative error in the
MOND results is shown in parentheses, while the difference (in terms of standard deviations) from
the MONDP resnlts is shown for the TWODANT /MO results. Note that the Sy /Monte Carlo resulis
are all within three standard deviations of the multigroup MONP results, and that most fudl within
two standard deviations,

MASSIVELY PARALLEL SIMD IMPLEMENTANTION

The Monte Carlo algarithm in TWODANT/MC has been ported to th - massively parallel SINID
architecture of Phinking Machines Corporation's CM 2/CM 2008 Althongh the coding was rewrit
tecin CM FORTRAN, the Monte Carlo algorithm itself, which had already been veetorized as
deseribed above, was essentially unchanged. The most significant problem encountered in poirting,
the algorithm to the CM was the expense of communications, With the event stack method of
vectorizition, we have found that the time spent in moving particles between different event «tachs
typically averages aronnd 10% for most problems on a Cray Y M with shared memory. Due
to the distributed memory architecture of the CNM, however, particle movement. between stacks
nsttally requires peneral (“ronter™) commuaication, sinee a particle located in a particular position
in Stack A may need 1o be moved 1o a different position in Stack W, and the particle movement
gl bern is essontially random. Tinang tests reveled thal the problem time on e CX s en
tirely dominated by the time spent in moving particles between stacks, with an adverse allect o
perfonmance,

Levremedy this, a two step process wis wsed tomaove patheles between stacks, I0in moving a paiticle
Dom Stackh N to Stack B, the corpsiponding location i Stach B (e, the element in Stack 1 located
on the wame VI (Vietial Processor) as Stack Ay panticle) is empty, the particle i moved diectly
mto Stack Wowithout any requited communications Fhis s possible sinee all event stack arcaves are
allocatedd ag conformable arrays, I the corresponding location in Stack Bis aleeady Glled, anlyv then
are peperal - comnnications used to move the patticle toan empty location in Stack B30 Ty pically,
SO af the poctiel movement aceurs tin place™ lov most problene, and only 2000 egquices peneral
cotmmmnicationn. However, even with these canges, commmunivations <till consimmes over 5007 ol
the tatal time lor osd probilems,



Tw compare the performance of the vectorized Y -MDP version of the algorithm against the paral-
lolized (' version, we selected a sample two-dimensional well logging problem in £ - 7 geometry
(see Fig. 1), which we solved entirely by the Monte Carlo method, Given an (a.n) nentron sonrce
(AmBe) located in a tool positioned in the eenter of a horehole, the problem is to transport particles
from the source out into the surronnding formation, then back into one of two e detectors lo
cated in the tool, ‘The detectors are protected by shields to prevent any direet contribution from the
sonrce, From the relative response of the two detectors, an analyst can then determine the poros-
ity of the surrounding formation. 'The problem was run with geometry splitting/ Russian roulerte,
implicit capture, souree direction Liasing, a .1 eV energy cutoff (for epithermal neutron porosity
touls, the detectors are surrounded by cadmium foil), and thirty energy groups. At Figure 5, we
present the speed (Source Particles/Minute (SPM)) for various VI ratios and number of sonree
histories /bateh on the CM -2, normadized to the speed of the Y MP version (single processor). The
abscissa gives the VI ratio, where a VI ratio of 2 corresponds to a stack size of 1096 particle
ovent s, since all (M 2 calculations were perfonned on a 2048 Processing Element (PE) machine,
The ordinate is the ratio of the spesd on the CM 2 to that of the Y MP. The lines represent
viarving numbers of source histories/barch, from 80,000 to 2,560,000. We see that at low VI ratios
(= 163, 1he performance of the CN 2 suffers. As the VI ratio inereases for a lixed numnber of
souree histories/bateh, the performance of the CM 2 increases, passes through a maximum, and
then decreases. Also, although the performance at low VI ratios is relatively unallected by the
number of souree histories/bateh, that at higher VP ratios vares Jdramatically. In general, how
ever, the performane s of the massively parallel algorithim on the CM 2 is compatable to that of
the vectorized version on a single processor Y M,

T'he performance of the CX 2 on the left hand side of the graph is doe to the nature of the €M 2
hardware, sinee each Floating Point Aceelerator associated with a I'E han a veetor length of 1.
Fhis, eflicient use of the M 2 requires a minimum VP ratio of 1, To amortize the overhead
avociated with code exeention, actual peak elliciency for the CM 2 i not asually achieved unul
VP ratios of 32 o 61, This is evident from the top (solid) line in Figure 5.

However, as the VP ralio goes ap, the stack length also increases, and thus more particies are
necessary o Billa stack, A\t some point, one runs ont of souree particles, and is foreed to execnte
w bess than full stack. This results in o degradation in stack efficiency. Obviously, the fewer the
amonnt of sonurce particles, and the more the last remaining particles “strapple™, the lower the
overall stach eflicioney.  As an example, the averape collision stack ofliciency for R0.000 -ouree
particles/hateh ranged from 795%, at a VI ratio of 2, to jud 6077 at o VI ratio of 2R In contrast,
the eollidion stach eflicieney for 2,560,000 souree particles/bateh only vagied from 1005, ar a VP
ration of 2, ta 2 aea VI ratio of 19X, Stack eflicieney accounts for the drop offin performance
o the teht band side of the praph,

Currently, lor actial hvbrid Monte Catlo/ Sy calenlations, the Mante Catlo caloulation runs on the
Connection Machine, while the Sy rans on the SUN front end. Thu., the total calenlation time
on the CXL T hvbrid problems isorreater than that ona Cray, due ta the much dower proces sine
of the Sy calenlation by the SUN, However, we have tecentlv develol a version of the conle
where the 8¢ caleabation i petformet on a Cray, the Monte Carl. dation o 0 CML ad
AN Paralle] Votnal Maclme) isonadd to link the calonlabions Pl o o i opetational and
nrpdereming testimge, and we hope to peport tesultecin the near Tuture,



CONCLUSIONS

TWODANT/MC provides a new means of solving inhomogencons source problems in X' - Y or
R — 7 geometry that neither Monte Carlo nor 8y is well snited for by themselves, These problems
typically consist of those with a singular type souree, such as a point or beam source, and for larape
amountz of streaming through voids, which pose dillicnlties for S~ calenlations, and also contain
resions with Large amounts of scattering, which increase the expense of Monte (farlo calenlations,
Tor these types of problems, the hybrid Monte Carlo/ Sy methaod can perform more officiently than
cither the 5y or Monte Carlo methads can alone. Since the Monte Carlo and Sy regions are Tully
coupled through the response matrix technigue, the hybrid Monte Carlo/5y method can he used
even in situations where the Monte (arlo and Sy regions are closely coupled,
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Fable 1
Neutron Fluxes for Cylindrical Duct Problem

Region Flux MCNP /MG TWODANT/MC
l Group 2 2.06-3 (.00:3) 2.05-3 (-1.6o)
Total 5.11-3 (.006) 5.15-3 (0.3a)
T Group 2 317 (022) 3.35-7 (0.5a)
Total 9. 16e-6 (.015) 9.04-6 (-3.00)
11 Grou,. 2 1125 (.019) 1285 (-1.70)
Tota. 2.28-1 (.021) 2.20-1 (-1.70)
IV Group 2 1.11-8 (.012) 1.03-8 (-1.Ter)
Total 1.07-7 (.038) 3.92.7 (-1.0a)
v Group 2 T.0R-6 (.0141) 6.92-6 (-0.9er)
Total 2.20-5 (.069) 1.915 (-2.20)
Vi Grovp 2 THONG (L02%) 3825 (-1-1a)
Total 501 5 (.032) 1.635 (-1.5a)
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Figure o3

The Sv Augular Bin Arrangement for V.- 6
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