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Abstract

A method which is capable of an efficient calculation of the three-dimensional flow field pro-
duced by a large system of vortons (discretized regions of vorticity) is presented in this
report. The system of vortons can, in turn, be used to model body surfaces, container bound-
aries, free-surfaces, plumes, jets, and wakes in unsteady three-dimensional flow fields. This

method takes advantage of multipole and local series expansions which enables one to make
calculations for interactions between groups of vortons which are in well-separated spatial
domains rather than having to consider interactions between every pair of vortons. In this
work, series expansions for the vector potential of the vorton system are obtained. From such

expansions, the three components of velocity can be obtained explicitly. A Fortran computer
code FAST3D has been written to calculate the vector potential and the velocity components
at selected points in the flow field. In this code, the evaluation points do not have to coincide
with the location of the vortons themselves. Test cases have been run to benchmark the trun-

cation errors and CPU time savings associated with the method. Non-dimensional truncation

Q errors for the magnitudes of the vector potential and velocity fields are on the order of 10-4
and 10-3 respectively. Single precision accuracy produces errors in these quantities of up to

-5
° about 10 . For less than 1,000 to 2,000 vortons in the field, there is virtually no CPU time

savings with the fast solver. For 100,000 vortons in the flow, the fast solver obtains solutions

in 1% to 10% of the time required for the direct solution technique depending upon the con-

figuration. _,_i_ _ _ i_
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Nomenclature

m

A ,, = coefficient in multipole expansion

Aj = coefficient in shifted multipole expansion

B_ = coefficient in local expansionD

Bj = coefficient in shifted local expansion

D 1 = domain 1

D 2 = domain 2

D 3 = domain 3

D4 = domain 4

DF = field domain

Ds = source domain
m

D n = coefficient defined by Equation 11
_&

es = unit vector in the direction of As

i = index or

Ja_ = coefficient defined by Equation 10

Jab_ k = coefficient defined by Equation 15

Jbkn,m = coefficient defined by Equation 18

j = index

k = index

l = index or box level

m = index

mh = limits defined by Equation 12

ml = limits defined by Equation 12

N = order or precision of multipole and local expansions

N E = total number of evaluation points in the field

" NF = maximum number of field evaluation points in a box

Ns = maximum number of vortons in a box
¢

Nv = total number of vortons in the field

Nvc = Ntr = N s = N w. for all benchmark tests



Nomenclature (continued)

n = index

P = field point

,n = associated Legendre functionPn

q = variable defined in Equation 46

R - ring radius

RE = radius of the field domain

Rs = radius of the source domain

r = radius in spherical coordinates

, S t = box dimension at level l

tcp u = CPU time

x = cartesian coordinate, argument of associated Legendre function

xj = cartesian coordinate in the jth direction

y = cartesian coordinate

z = cartesian coordinate

Us = self induced velocity

= velocity vector

U l = velocity vector from list 1 boxes

U3 = velocity vector from list 3 boxes

24 -" velocity vector from list 2 and 4 boxes

U+ = non-dimensional velocity

IUlei = magnitude of velocity vector at point i using direct method

IUli = magnitude of velocity vector at point i using fast method

Ynm = spherical harmonic defined by Equation 4

tx = angle in spherical coordinates or constant in Equation 47
.th

Ot i = angle in spherical coordinates associated with t vorton

= angle in spherical coordinates or function defined by Equation 50
.th

_i = angle in spherical coordinates associated with t vorton

e = constant in Equation 39

ev = truncation error in the velocity vector defined by Equation 54



Nomenclature (continued)

e¢ = truncation error in the vector defined by Equation 54

F = circulation strength
O

.th

(FAs) l, i = magnitude of o)Av in the l th direction of the _ vorton

. (FAs)j = magnitude of (oAv in the jth direction

As = vorton length, arc length

Av = incremental volume

_v = core function for the velocity vector

_,_ = core function for the vector potential

0 = angle in spherical coordinates (see Figure 3)

p = radius in spherical coordinates or ratio of radius r to core radius a
th

Pi -- radius to i vorton

a = core radius of vorton

_) l -- 1th component of

= vector potential

_l = vector potential from list 1 boxes

_3 = vector potential from list 3 boxes

_24 = vector potential from list 2 and 4 boxes

(I). = non-dimensional potential
+

(I)s = seJf induced value of (I)+

[(b[ei = magnitude of the vector potential at point i using direct method

I la = magnitude of the vector potential at point i using fast method

= angle in spherical coordinates (see Figme 3)

I_ = vorticity vector

co = magnitude of
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1 INTRODUCTION

I.I Motivation for Work

Motivation for the present work results from a need to be able to perform fast yet accurate
• calculations of the three-dimensional flow field produced by large numbers of vortons. A vor-

ton is simply a mathematical representation of a discretized region of vorticity. Vortons m'e
, often referred to in the literature as "vortex blt_bs." Such systems of vortons can be used, in

turn, to model body surfaces, container boundaries, free-surfaces, plumes, jets, and wakes in
unsteady flow fields. Simulations for most of these flows require that the flow su'ucture
evolve as a function of time, even for "steady flow" calculations. Large numbers N v of vor-
tons (1,000 to 100,000) are required for such simulations. Since the flow must be convected
as part of the evolution process, the velocity perturbations from all vortons on all other vor-

tons must b_jcalculated at each time step. This requires an amount of work which is propor-
tional to N v- for each time step using direct calculation methods. The goal of this project was
to reduce the amount of work to N v or even NvinN v in order to save significant CPU time in
large simulations.

1.2 General Methodology

The general method comes from work done by Greengard [l ] in which an algorithm to calcu-
late potential fields for a large system of particles was developed. In that work, it was shown

that the asymptotic CPU time was of order N v for two-dimensional problems. A break-even
point on the order of 100 particles was achieved for single precision accuracy for a uniform
field in a square box. In an axisymmetric fast multipole method developed by Strickland and

Amos [2] a break-even point on the order of 100 particles was achieved for slightly less accu-
racy. This was contrasted to CPU times of order N v when traditional methods were used.
On the other hand, Greengard found that for particles placed uniformly in a cube, the break-
even point did not occur until one had about 16,000 particles. A subsequent improvement to
the algorithm by Greengard and Rokhlin [3] reduced the break even point to about 1,500 par-
ticles. These methods take advantage of multipole and local series expansions which enables
one to make calculations for interactions between groups of particles which are in well-sepa-
rated spatial domains rather titan having to consider interactions between every pair of parti-
cles. In the present work, the spatial domains in which vortons are located are obtained in an
adaptive manner which is a three-dimensional extension to the two-dimensional scheme used
by Cartier, Greengard, and Rokhlin [4]. Also in the present work, the locations of the source
particles (vortons) need not be the same as the locations of the field evaluation points. The
present work is also complicated by the fact that the potential associated with a vorton field is
a vector, not a scalar. In addition, one needs to obtain the velocity vector at a point in the flow
field. This is done by taking the curl of the vector potential which requires differentiation of
the series expansions for the vector potential.

As indicated, the present method takes advantage of source point (multipole) and field evalu-
" ation point (local) series expansions which enables one to make calculations for interactions

between groups of vortons and field evaluation points which are in well-separated spatial
domains rather than having to consider the interaction of every vorton on every evaluation
point. For instance, consider the two domains Ds and D_. which are depicted in Figure 1.
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Domain D s contains a set of vortons which are acting upon (producing perturbation veloci-
ties at) a set of evaluation points contained in domain DF. In some cases, the set of evalua-
tion points in domain D E might also represent the centers of a second set of vortons, In other
cases they might simply represent an arbitrary set of evaluation points.

Q

Field Domain DF

Source Domain Ds

Figure I. Source and Field Point Domains

In order to implement this method, a multipole series expansion for the vector potential about
the center of the source domain D s is first obtained. This expansion includes all of the vor-
tons which are inside Ds. The series converges for field points which are outside of Ds. In
order to be somewhat conservative, the expansion about the center of the source domain is

used only for field points which are separated by at least Rs from the boundary of the source
domain. Thus, for field points which are within a sphere of radius 2R s with respect to the
source domain center, the influence of vortons in domain Ds on the field point is computed
directly. The center of the source domain may be shifted without actual evaluation of the mul-
tipole series in order to allow one to form expansions efficiently for larger source domains
which contain Ds.

A local or Taylor series expansion for the vector potential can also be obtained about the cen-
ter of the field domain DF. The series converges for field points which are inside DF. The
expansion about the center of the field domain is used only for source points which are sepa-

rated by at least RF from the boundary of the field domain. Thus, for source points that are
within a sphere of radius 2R F with respect to the field domain center, the influence of any °
vorton in domain D s on a field point is computed directly. The center of the field point
domain may also be shifted without actual evaluation of the local series which allows one to
form expansions for smaller field point domains contained in D F .
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In summary, the method allows one to calculate efficiently the influence of all of the voxtons
in Ds at all of the points in DF when the two domains are "well separated" as defined above.
There is additional efficiency inherent in the method if one exploits the possibility of moving
the centers of expansion without actually having to evaluate the multipole or local series.

Source Grid Field Grid

Figure 2. Adaptive Domain Mesh Scheme

The method used to divide the flow field into domains is an extension to that used by Carrier,
Greengard, and Rokhlin [4] for two-dimensional fields. The method requires that an adaptive
domain mesh be generated that encloses all the vorticity and field evaluation points in the
flow. A cubical box is first constructed which encloses all of the vortons in the flow as well as

all of the field evaluation points. This box is then subdivided into eight equal boxes. Unlike
any previous scheme, the source (vorton) and field (evaluation) points ,are considered sepa-

o rately in subsequent steps. If any of the eight boxes contain more than a specified number of
vortons, that particular box is subdivided into eight more boxes. This process is continued
until all of the boxes contain less than the specified number of vortons. The grid for the field

g

evaluation points is generated in a similar manner. Figure 2 illustrates generation of the
source and field grid. Each box size is associated with a box level with the original box level
being equal to 0. At each level, empty boxes are ignored. The ability to ignore regions of the
flow-field in which vortons or evaluation points are not present is a feature of the method

13



which provides significant time savings. Boxes which can be subdivided are parent boxes and
those which cannot are childless boxes.

A somewhat involved procedure is used to define the separation condition between a particu-
lar field box and each of the source boxes in the flow. This procedure determines the way in a

whiclh vortons in a particular source box influence the vector potential at evaluation points in
a particular field box. In general, each field box at each level has five possible relationships
with each source box in the mesh. A formal description of these "box lists" will be given in a
subsequent section. In general, the five lists produce the following types of restrictions on the
use of the series expansions:

• Direct calculations must be made. Multipole and local series expansions cannot be
used.

• Both multipole and local series expansions can be used.

• Multipole series expansions can be used, local series expansions cannot.

• Local series expansions can be used, multipole expansions cannot.

• Contributions from distant source boxes reside in the parent of the field box.

It should be pointed out, that the adaptive domain meshes which are generated here are not to
be confused with the adaptive meshes which are generated for conventional CFD formula-
tions. In the present case, the meshes represent a domain decomposition which is very simple
when compared to meshes generated for conventional CFD formulations. Mesh generation
for conventional CFD formulations is for the purpose of writing difference or element equa-
tions which satisfy the governing differential flow equations whereas the domain meshes gen-
erated here are for the purpose of grouping vortons or evaluation points. The domain meshes
in the present case do not have to conform to any flow boundaries, they extend only to
regions where vortons or evaluation points reside, and they are generated using a very simple
algorithm. Generation of adaptive domain meshes is achieved using a very small amount of
CPU time whereas adaptive mesh geraeration for conventional CFD problems can be quite
CPU time intensive.

14



2 SOURCE AND FIELD-POINT EXPANSIONS

As indicated previously, the basic solution method requires one to be able to write series
expansions for source and field evaluation point domains. In addition, one must be able to
translate the centers of the source and field point domains without actually having to evaluate

• the series expansions themselves• This section provides a description of the requisite expan-
sions for the vector potential in a three-dimensional vorton field.

" We begin by considering a single vorton whose vector potential _ is given by"

= _FAses ' (1)4xr

where F is its circulation strength, As is its length, r is the distance from its center to the
point of evaluation, and e.a is the unit vector in the direction of As or the local vorticity vec-
tor _. The product FAse s is another way of expressing the product of vorticity and incre-
mental volume _Av. Equation 1 represents a core-less vorton which is singular for r = 0.
For the purposes of generating the multipole and local series expansions r will never be
equal to zero and thus, this singularity will not be encountered. A core function will be added

later to accommodate the direct calculations where r may approach zero. The contribution of
this vorton to the velocity field is given by"

=v×a;. (2)

2.1 Multipole Expansion About the Source Domain Center

For a cluster of vortons as shown in Figure 3 a multipole expansion can be obt_ned which is
valid at a field point P outsid_ of a domain D 1 enclosing the cluster. The N t order expan-
sion for the Ith component of • is given according to [1] as:

mAn Ynm(O,*) (3)_l = ___ _ '
n=O m=-n r

m

where Y,_(0, ¢) is a spherical harmonic which can be defined in terms of an associated Leg-m

endre function Pn (x) as:

(n + Iml) v eim¢ " (4)

The coefficients A mn are given by:
n

k (ras)l,i Pi Y:m(lxi, _i ) . (5)m £.=.

• An 411:
i=1

o Here, Pi, O_i' _i are the spherical coordinates of the i th vorton with respect to the center of
• t/l . . tit

expansion. The term (FAs) l, i is the magnitude of ¢oAv in the l dtrection of the i vorton.
The first summation in Equation 3 is truncated to order N, subsequent results show that rea-
sonably accurate results are obtained for values of N on the order of 4 or 5.

15



x

Figure 3. Multipole Expansion About Center of Source Domain

It should be noted that Greengard's [1] definition for the spherical harmonic given by Equa-
tion 4 is not the standard definition. The standard definition [5] differs from Equation 4 in that
the absolute value of the index Imlin Equation 4 is replaced by m and Equation 4 is multi-
plied by the factor ,J(2n + 1)/4n. Greengard's definition is entirely appropriate for the
present problem but requires consistent use in place of the standard definition. It should also

be noted that only the real part of the right hand side of Equation 3 is used in computing _l"

Calculations of the associated Legendre functions are obtained from the following stable
recurrence relationship [6]:

m m
(l-m)P_ = x(21- l)Pt_ l- (l+m- l)Pt_ 2 . (6)

Starting values required for Equation 6 for general l are given by:

m m ( / (7)Pm = (-1) (2m- 1)!! l-x 2 m/2

6
m m

Pro+ 1 = x(2m+ I)P m .

Where the notation n!! denotes the product of all odd integers less than or equal to n.
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2.2 Translation of the Source Domain Center

As indicated previously, it is advantageous to be able to move the center of the expansion
given by Equation 3 such that the coefficients of the multipole expansion in domain D 1 can
be added to the coefficients of other domains contained in a larger domain D 2 . This situation

" is depicted in Figure 4. From reference [1] the multipole expansion for domain D 1 can be
expanded about the center of domain D2 according to:

j= k=-j

where the coordi_tes of point P with respect to the center of domain D 2 are (r, 0, _) and
the coefficients Aj are given by:

_ _ k-m k-m mDk-m n -m
~k Aj-n Jam On y-n P Yn (a,_)

aj = Dk" . (9)
n=O m=ml j

The Ja m coefficients are given by:

jam= { (-llmintlml'lnl), if(m.n)<01 otherwise " (10)

m
The Dn coefficients used in Equation 9 are given by:

m (-1) n
Dn = . (11)

,,[ (n - m) ! (n + m) !
m

It should be noted that in the shifting operation it is undesirable to use values of An which
have indices outside of the range suggested by Equation 3. This constraint can be expressed
by placing the following limits on the second sum of Equation 9:

ml = max(-n,k-N) and mh = min(n,k +N) . (12)

P

11

Figure 4. Translation of Source Domain Center
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2.3 Local Expansion About the Field Domain Center

A local (Taylor series in r) expansion will now be obtained about the center of a field evalu-
ation point domain D 3 due to the influence of vortices in D2 . Referring to Figure 5, it can be
seen that this expansion will be valid at field points inside D 3 if Dr and D 3 are well sepa-• th z
rated. The local senes for the l component of the vector potential at point P resulting from

the expansion about the center of D 3 can be written as:
N j

j=0 k=-j

where the coordinates of point P with respect to the center of domain D3 are (r, 0, q_) andk
the coefficients B) are given by:

. _n, m m D k m-k_v n a m ja t_k D n j yj +n (a, _3)B =g g m-,
n=Om=-n DJ +n pj+ ! . (14)

The Jab_ k coefficients are given by:
n rain (Ikl.Iml)

[ (-1) (-1) ,if(m-k) >0
Jab_ k =

(- 1) n, otherwise " (15)

It should be noted that the coordinates (p, a, 13) are the location of the center of the multi-
pole expansion with respect to the center of the local expansion.

Figure 5. Local Expansion About Center of Field Domain o

2.4 Translation of the Field Domain Center

The last series expansion involves the translation of the center of the field evaluation point
domain. As Figure 6 depicts, the expansion for the domain D 3 can be used for any domain
D4 which is inside of D 3 by performing a simple translation of the expansion center. The

18



local seriesexpansion for the Ith component of the vector potential atpoint P about the cen-
terof D4 is:

. j=o k =-j

where the coordinates of point P with respect to the center of domain D4 are (r, 0, _) and
, the coefficients Bj are given by:

N n m m m- k k m-k n-j

= E E s. o._:Di
n = j m =-n Dmn

k coefficients are given by:The Jbn, m

(-l)n(-l) m, ifm.k<0

jbk,,,m= (-1)" (-l) k-m, ifm. k >0 and Ikl<Iml _18)
(- 1) n, otherwise

Figure 6. Tramlation of Field Domain Center
O

It should be noted that in the shifting operationthatthe sphericalharmonic Ynm-jk(_,13) is
, equal.,to zero for values of (n-j) < [m-kl since the associated Legendr_ function

p_-_xl (x) is equal to zero for those cases according to equation 8.753(3.) of reference [71
Tl_eJcoordinates (p, t_, 13) are the location of the "old" center of the local expansion with
respect to the "new" center of the local expansion.
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2.5 Local Series Expansion Due to Single Vortons

As we shall see later, there will be a need to obtain a local series expansion for a set of vonon

sources using the vorton centers in place of the center of the source domain D 2 . This occurs
for situations when one cannot use the domain D2 multipole expansion in domain D3 since
they are not well separated. This could be accomplished by formally applying the operations
indicated in Equations 3 and 14 to each vorton in D2 but would not be very efficient since
only A o is non-zero _n Equation 3. Using this fact, one can show that the appropriate values
for the coefficients B_ for use in Equation 13 which account for the m vortons in domain D2
can be given by:

-k

m (]"As) 1,i Yj "(¢Xi'_i ) (19)
i =1 Pi

As indicated in Figure 7, the coordinates (Pi, ¢zi,[3i) are the location of the vorton centers in
domain D2 with respect to the center of the field domain D 3 .

r.

Figure 7. Local Expansion for Individual Sources
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3 METHOD OF SOLUTION

The present work is implemented by the computer code FAST3D developed at Sandia
National Laboratories. This code requires that one specify a distribution of vortons by their

positions (in Cartesian coordinates), and the three components of FAse_ or _Av and place
" such information in an input file. Positions of all field evaluation points are placed in a sepa-

rate input file. The code also requires that one specify the domain of interest (the position and
, size of the cube which encompasses all vortons and field evaluation points, the maximum

number of vortons in a box N s, the maximum number of field evaluation points in a box Nt_.
and the order N of the series expansions to be used. FAST3D output consists of vorton input
data and the values of the three components of the vector potential and velocity at all speci-
fied field evaluation points. The following describes the methodology used in the FAST3D
code.

3.1 Adaptive Mesh

As mentioned in the introduction, the spatial domains in which vortons are located are
obtained in an adaptive manner which is a three-dimensional extension of the two-dimen-
sional scheme used by Carrier, Greengard, and Rokhlin [4] for a field of charged particles.
The spatial domains for the field evaluation points are obtained in an identical fashion. It
should be noted that the only inherent commonality between the source and field meshes is
that they both are derived from a common box (cube) which contains all of the source and
field points of interest.

3.1.1 Mesh Generation

The method requires that an adaptive mesh be generated that encloses all the N v vortons and
all of the N e evaluation points of interest in the flow. A cube with dimensions S o is first con-
structed which encloses all of the chosen vortons and evaluation points. If there happen to be
vortons or evaluation points outside of the chosen box or even on the box edges, they are dis-
carded and an appropriate warning is issued. This box is subdivided into eight equal boxes. If
any of those eight boxes contain more than a specified number of vortons Ns that particular
box is subdivided into eight more boxes. Vortons residing on mesh surfaces are associated
with the box whose center has a more positive x, y, or z value than the x, y, or z value
defining the mesh surface. This process is continued until all of the boxes contain less than
the specified number of vortons. The process is repeated for the field evaluation points. Each
box size is associated with a box level l with the original box level being equal to 0. There-

fore at a particular level l, the box dimension S t is given by:

SO

S t = 2t. (20)
o

At each level, empty boxes are ignored. The ability to ignore regions of the flow-field in
which vortons or evaluation points are not present is a feature of the method which provides

' significant time savings. Boxes which can be subdivided are parent boxes and those which
cannot are childless boxes. A list of vortons or field points residing in each parent or childless
box at each level is maintained. Each vorton or field point is identified by a unique label
(number).
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The mesh generators in the FAST3D codf_ allows a maximum level of l = 10. The box

dimension Slo at that level will be 1/1024 tn of the original box dimension. In some instances
there will be more than the specified number of vortons or field points in some boxes at
l = 10. In such cases, a warning is issued and the code proceeds leaving the extra vortons or 4'

field points in the boxes. It should be pointed out that the solution resolution is not limited by
the maximum level l since interactions between vortices within the smallest box are still con-

sidered. It may also be possible that a maximum number of parent or childless boxes at a
given level may be exceeded. This number is currently set at 1000 in the FAST3D code. If

this number is exceeded a warning is issued along with a request to increase the value of Ns
or NF .

3.1.2 Box Lists

The purpose of defining a box list for each field point evaluation box at each level is to define
the separation condition between the selected field box and all source boxes in the source box
mesh. This in turn allows one to efficiently calculate the influence of vortons in a particular
source box on the vector potential and velocity in the field box. In general, each field box at
each level has five possible relationships with each source box. The five lists define restric-
tions on the use of the series expensions between domains defined by the source box and field
box.

in order to formalize the box list definitions, let NBOXI refer to the field box for which a box
list is being developed. As mentioned previously, parent boxes am boxes which can be subdi-
vided into eight smaller boxes, while childless boxes cannot. Thus, parent boxes contain
more than Ns vortons or N F field points. Empty boxes contain no vortons or field points,
while childless boxes contain from I to Ns vortons or from 1 to N F field points. A colleague
box of NBOXI is a box which is adjacent to NBOXI and which has the same size (level) as
NBOXI. There are at most twenty-six colleague boxes associated with NBOXI. Definitions
for the five box lists are as follows:

• Box List I- In order for NBOXI to have any list 1 boxes, NBOXI must itself be child-
less. If NBOXI is a childless box, then list I boxes consist of all childless source boxes
at all levels which are adjacent to NBOXI and all childless source boxes which are
either contained within, congruent with, or which contain NBOXI. This list defines
childless source boxes which are not sufficiently separated from NBOXI to allow any
of the series expansions to be used. Direct calculations must be made for this list.

• Box List 2- List 2 boxes of NBOXI are source boxes which occupy the same positions
that would be occupied by children of the colleagues of NBOXI's parent that are well
separated from NBOXI. Note that the colleagues of NBOXI's parent do not actually
have to exist or to have children. NBOXl and its list 2 source boxes can be either par-
ent or childless boxes. NBOXI and its list 2 boxes will be the same size (level) and will
be separated by at least the dimension of one of their sides. For this case both source
domain (multipole) and field domain (local) scales expansions can be used.
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° Box List 3- In order for NBOXI to have any list 3 boxes, NBOXI must itself be child-
less. List 3 boxes can be either parent or childless source boxes. List 3 boxes occupy
the positions that descendants of the colleagues of NBOX would occupy. Note that the

, colleagues of NBOX do not actually have to exist or to have descendants. The parent
of the list 3 box must be adjacent to NBOXI but the list 3 box must not itself be adja-
cent to NBOXI, List 3 boxes will always be smaller than NBOXI. NBOXI will be sep-

" arated from the list 3 box by one box which is the same size as the list 3 box. Source
domain series expansions (multipole) can be used, field domain (local) expansions
cannot.

• Box List 4- NBOXI can be either a parent or childless box. List 4 boxes must be child-
less source boxes. NBOXI is in the position that a descendant of the colleagues of any
list 4 box would occupy. Note that the colleagues of the list 4 box do not have to exist
nor do they have to have descendants. The parent of NBOXI must be adjacent to the
list 4 box but NBOXI must not itself be adjacent to the list 4 box. List 4 boxes will
always be larger than NBOXI. NBOXI will be separated from the list 4 box by one
box which is the same size as NBOXI. Field domain (local) series expansions can be
used, source domain (multipole) expansions cannot.

• Box List 5- List 5 boxes consist of all source boxes that are well separated from
NBOXrs parent. No calculations are necessary. Contributions from these distant
boxes reside in the parent of NBOXI

In order to demonstrate how the set of box lists brings information into the field box NBOXI,
consider the example given in Figures 8 and 9. These figures represent a slice through the
source mesh. The field box NBOXI is shown as the cross-hatched box in Figure 8 a). Assume
that the indicated mesh has been generated for a set of vortons and that there are no empty
boxes. It should be pointed out that although the field box NBOXI is congruent with one of
the source boxes in this example, this need not be the case in general. Since there are vortons
in every source box, one would expect every box to contribute to the vector potential and
velocity in NBOXI. From Figure 8 a), it can be seen that there are contributions from
NBOXrs own box list and that this list contains box lists 1-4. As indicated previously, box
list 5 does not contribute directly and is thus not even indicated in Figures 8 and 9. In Figure
8 b), there are several list 2 and 4 boxes that contribute to NBOXI's parent. Since this is a par-
ent box, it does not have any list 1 or 3 boxes associated with it. The information from
NBOXrs parent is fed into NBOXI by translation of the field domain center of the parent of
NBOXI to the center of NBOXI. Information from NBOXrs grandparent's list boxes (see
Figure 9 c)) were previously fed into NBOXI's parent in the same fashion. As indicated in

• Figure 9 d), NBOXrs great grandparent has a null box list and therefore does not contribute
in this case. It can be noted that every box in the mesh has contributed to NBOXI. In general,

, it can be seen that the box list concept allows infolrnation to be passed down through succes-
sive levels in an orderly and efficient fashion.
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3.2 Generation of Series Coefficients

As mentioned previously, the series expansions are used only in cases where the source list
box associated with a field box NBOXI is a list 2, list 3, or list 4 box. Information from the
multipole coefficients (the A coefficients) is used in cases where NBOXI has list 2 or list 3
boxes, while information from the local coefficients (the B coefficients) is used in cases
where NBOXI has list 2 or 4 boxes. A set of A coefficients is obtained for each source box

(may be either a childless or parent box) whereas a set of B coefficients is obtained for each
field evaluation box (childless or parent).

3.2.1 Multipole Coefficients
m ~m m

The An or An coefficients defined in Equations 5 and 9 are used to calculate the Bn coeffi-
cient when the source box is a list 2 box. Also, for list 3 boxes, the A coefficients are used

directly in the calculation of field variables. The A coefficients are calculated by first using
m

Equation 5 to generate values of A n for all childless source boxes. The centers of expansion
for the smallest (highest level) source child boxes are then shifted to their parent's centers
using Equation 9. The contributions from the child boxes to the parent box are added together
producing a set of A coefficients for the parent box. This process is repeated for decreasing
levels (larger boxes) until the A coefficients are calculated for all parent and childless source
boxes at all levels. This process may be thought of as the process by which information con-
cerning source domain expansions is promulgated from smaller domains into larger domains.
It should be noted that there a set of A coefficients for each component of the vector potential
for each source box.

3.2.2 Local Coefficients
m

The B coefficients are only used for list 2 and list 4 boxes. For list 2 boxes, the Bn coeffi-
cients can be calculated from Equation 14. For list 4 boxes, the contribution from each vortex
must be considered separately since the source domain is not well separated from the center
of the field box NBOXI. For this case Equation 19 is used. Therefore, the B coefficients are
calculated by first using Equation 14 for list 2 boxes and Equation 19 for list 4 boxes to gen-re
erate values of Bn for all boxes. Next, the centers of expansion for the largest (lowest level)
parent boxes which have list 2 or list 4 boxes associated with them are shifted to their chil-
dren's centers using Equation 17. The contribution from the parent box to the child box is
added together with the list 2 and list 4 contributions associated with the child box itself. This
produces a set of B coefficients for the child box. This process is repeated for increasing lev-
els (smaller boxes) until the B coefficients are calculated for all parent and childless boxes at
all levels. This process may be thought of as the process by which information concerning
field domain expansions is promulgated from larger domains into smaller domains. It should
be noted that there are a set of B coefficients for each component of the vector potential for
each field evaluation box.

3.3 Calculation of Field Variables

The field variables _ and _ at a point P are calculated according to the type of list box con-
taining the source information. For list 1 boxes, the field variable at point P must be calcu-
lated by considering the influence of each individual vorton in the source box on the point P
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in the field evaluation box. For list 2 and 4 source boxes, a local series about the center of the
field box is used. This series uses the B coefficients. For list 3 source boxes, a series contain-
ing the A coefficients is used.

3.3.1 Vector Potential
,ib

The vector potential at a point P in the field box for list 1 source boxes must be calculated
directly. Contributions from each source in each list 1 box are added together. Each source
contributes according to the following equation which is simply Equation 1 multiplied by a
core function _, (r/a) :

$ rAs _ (21)
= _r_O

Here, o is the "core.radius" associated with the vorton. The purpose of _o is to regularize
the expression for _ when r = 0 (i.e. • should be finite) and to cause Equation 21 to
asymptotically approach Equation 1 for r greater than a few a. A more detailed discussion
of the core function will be given in a subsequent section.

The contributions from all list 2 and 4 source boxes at a point P in a given field box are
obtained by simply using the local series expansion given by Equation 13. Each field box has
its own set of B coefficients which contain all of the necessary information from its list 2 and
4 source boxes as well as from list 2 and 4 boxes associated with its parent, grandparent, etc.
It should be remembered that the coordinates (r, 0, _) of the point P used in Equation 13
are with respect to the center of the field box.

The contributions to the vector potential from list 3 source boxes at a point P in a given field
box are obtained by using the multipole expansion of Equation 3. This requires that at a point
P that contributions from the multipole expansions from all list 3 source boxes be added
together.

In summary, the contribution to the vector potential at a point P from list 1 and list 3 source
boxes is obtained by adding the contributions from all list 1 and list 3 boxes together. The
contribution from all list 2 and 4 boxes is inherent in the B coefficients which are associated
with the field box itself. This contribution is added to the contributions from all list l and list

3 source boxes. This may be illustrated by the following equation:

-- E $1 + E_3 +$24 , (22)
listl list3

where the subscripts (1,2,3,4) indicate the source box list number.

3.3.2 Velocity

' The velocity at a point P is calculated using box list information in a manner similar to that
for the vector potential. For example, the contribution to the velocity at a point P from list 1
and list 3 source boxes is obtained by adding the contributions from all list 1 and list 3 boxes
together. The contribution from all list 2 and 4 boxes is inherent in the B coefficients which
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are associated with the field box itself. This contribution is added to the contributions from all

list 1 and list 3 source boxes yielding the following equation:

..)

i_ '- Z _1 + Z _3+ U24 , (23)
listI list3 •

wherethesubscripts(I,2,3,4)indicatethesourceboxlistnumber.

The relationshipbetweenthevectorpotentialandthevelocityvectorisgivenby Equation2
whichcanbewrittenas:

t j k

= /9 i9 /9 . (24)
/gx /gy bz

_x _y _z

For list 1 source boxes it is convenient to write Equation 2 in component form in terms of the
r partial derivatives of the components of the vector potential:

Since the individual potential components are radially symmetric, partial derivatives with
respect to 0 and _ are zero. It should be noted that the indices (i, j, k) represent the
(x, y, z) (y, z, x) or (z, x, y) coordinate axes. Using Equation 21 in Equation 25 results' ' th

in the following expression for the i component of the velocity vector for list 1 calcula-
tions:

Ui = 3 [xk (FAs) ,-xj(FAs) k] , (26)
4/tr

where

_U- _,-(_)_', • (27,

Equation 27 provides the relationship between the velocity core function and the vector

potential core function. The velocity core function _v (rl_) will have the properties that it
will cause the velocity to be equal to zero for rl_ = 0 and will approach unity for r greater
than several _.

I,

We next address the problem of obtaining the velocity vector for situations where the A and
B coefficients for list 2, 3, or 4 source boxes are available. Representation of the sources con-
mined in these boxes is in terms of multipole or local series expansions which are not radially
symmetric. This means that a simple expression such as Equation 25 is not valid for this situ-
ation. In order to develop a valid expression similar to Equation 25 which includes the addi-
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tional angular dependencies we obtain the partial derivatives _gdPtl_gxj and use them in
Equation 24 to calculate the velocity components. The method for doing this is to first obtain
the set of partial derivatives in spherical coordinates and then transform these (using the
chain role) into cartesian coordinates. This transformation is given by"

lb

/_tl't " cos0cos_ sin¢ /gtbt
. /9"_ sin0cos¢, , "-r rsin0 Or

' /gtbt ' = sin0sin¢, cos0sin¢, cos_ ' ig@t ' . (28)
r rsin0

_t cos 0, - sin.___._0, 0 _ l
r

_z " /9¢

The vector on the right hand side of Equation 28, is obtained by symbolically differentiating

the multipole and local series expansions. The partial derivative ig_t/igr for the multipole
expansion is obtained from differentiation of Equation 3 resulting in:

/)_l N n m
Yn (0' ¢) (29)"_ :____ __, (n+l) An mn+ 2

n= 0 m= -n r

For the local expansion, Equation 13 is differentiated, resulting in:

_)1:i)i N j

"_r = Z E jBk Y_j(O, ,)/-1. (30)
j--O k=-j

Partial derivatives with respect to 0 and ¢ require one to differentiate Y_n(0, ¢). The differ-
entiation with respect to _ is the easiest and is given by:

_-_(Y_n (0, t_))= iml_n (0, _). (31)

Using Equations 3 and 13, the partial derivative i_tbt/i)_ for the multipole and local series
expansions is given by:

_-_ = im ynm( o, 0) ,
n=0 m=-n r

(32)

_9_t N j

-_ = _ _ imB_ _(O,O_)r ).
o j=O k =-j

respectively, where i is the imaginary number ,fL"_.
It
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Upon examination of Equation 4, it can be seerl that differentiation of Y_n(0, 0) with respect
to 0, requires one to obtain the derivative of p_l(cos0). Defining a new variable _,--=cos0
allows one to write:

__ a_ a a miniPlnml({) = _-_Plnml(_)_-_ = -sinus, n (_). (33) .

Inl
There are several possible differentiation formulas for the function Pn (_) • The following
formula obtained from equation 8.733(1.) of reference [7] was chosen for its eventual ease of
use in the series expansions:

a Dlml 0pinml+ 1 lnlsin 2(0)_--_, n (_) = -sin ({) - Imlcos0Pn(_) . (34)

Combining Equations 33 and 34 yields:

aDIml
(_) + Iml_P_ ._'. (_) = p_l. _ I(_) (35)

The derivative of l_n (0, _) with respect to 0 is then given by:

('n Iml)
!(Pn ({) + Iml )e 'm_ (36)
[ Iml+ 1 cosO ,Iml •

l_n (0, 0, )= d (n +Iml,- s-i'h"Orn (_) "

Using Equations 3 and 13, the partial derivative aot/a0 for the multipole and local series
expansions is given by:

"_ X An ynm(O' ¢)= "_;i ' '
n=O m=-n r

(37)

j=o _ =4

It should be noted that the transformation matrix in Equation 28 is undefined for r = 0 and
for sin0 = 0. Therefore, each of these occurrences must be treated as special cases. The
possibility that r = 0 occurs only for the local expansion. For that case, the derivatives

a,_t/ax j can be written directly as:

0., I(BI 1)
_"_ = --_ I+B1 , ,,

)1

_"_¢_I)l --_i (= B 1 -BI' J , (38) '

aot o
"Uzz=Bl"
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It has been verified that these limits are approached in a smooth fashion as one allows r to
approach zero. The case where sin0 = 0 cannot be treated quite so cleanly. This case was
treated by never allowing sin0 to be exactly zero. The following sqheme was used w[tich
forces [sin0[ to be greater than zero by forcing 0 to be greater then 0 but less than 180 :

' 0 = 0 + coos0 for [sin0[ < e . (39)

g

A value of 0.001 was arbitrarily chosen for e which dictates a range of 0 values between
0.057 o and 179.943°.

In summary, the contribution to the velocity vector at a point P from a source in a list 1 box
is obtained using Equation 26. The contributions to the velocity vector at a point P from 1_[
list 2 and 4 source boxes are obtained by first calculating the partial derivatives Oeb.lOx. fromt y
local series expansions using Equations 30, 32, and 37 or Equation 38 in Equation 28. These
partial derivatives are then inserted into Equation 24. The contributions to the velocity vector
from list 3 source boxes at a point P in a given field box are obtained by first calculating the
partial derivatives O_llOx. from multipole series expansions using Equations 29, 32, and 37. ./
in Equation 28. These partial derivatives are then inserted into Equation 24.
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4 CORE FUNCTION AND SELF INDUCTION

4.1 Core Functlons

A complete discussion of the suitabilityof core functions is beyond the scope of the present
8

work.An excellent presentationof such mattersis given by WinckelmansandLeonard[8]. In
the presentwork, we choose to use a Gaussiansmoothing scheme. One of the reasonsfor
choosing thisscheme is thatboth _u and _ are equal to unityafterp a r/o increasesabove
a relatively small value (p > i.75 ). Othersmoothingschemes tendto have values of _u and
_ which approachunity at somewhat greater values of p. ForGaussian smoothing, the
equationfor _u is given by:

3

_u = I - e-p . (40)

Inorderto obtain_¢, Equation27 is firstrewrittenas:

--P

or

U+ = -__.d(b. (42)
dp "

where U+ ¢ +m_ulP 2 and _ _/p. Solving Equation42 for _ + yields:

q_+ + f= _o- U+dp ' (43)

( ')/P_where U. . • .- I - e-p Since must be equal to zero for p = _ then;

Oo-so('-/),,i,,,dp. (44)
P

+

Numerical integration of Equation 44 yields a value of • o = 1.354. Equation43 is next
integratednumerically with the results shown i:l Figure 10as the "exact" curve. The function
_, was then obtained from _,_ = pO + and is shown in Figure 11 as the "exact" curve. The
numerically obtained representationof _a, was then fitted with the following curve:

_ep = 1 - e -qp , (45)
w,

where

2
q = 1.354 + 0.842p + 0.559p . (46)

The fitted data for • + and _ are shown in Figures 10 and 11respectively.
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4.2 Self Induction

4.2.1 Velociff

Due to the nature of the core function, the velocity of a vorton at its center due to self induc-
tion is zero as calculated by the FAST3D code. Self induction must be added by the user as is
appropriate. For instance, in order to properly simulate the self induction of a vortex ring by
using vortons alone, the cores must overlap by at least one core radius. However, if one uses !

a small number of large vortons then the vortex ring may possess an artificially thick core
which will cause the ring to move at the wrong speed in the fluid. To overcome this, one may
use a large number of vortons for cases whom the core radius to ring radius is small. An alter-
native _lution is to use cores whose sizes are based upon the physics of the flow but which
may not overlap and then apply a local correction term.

One such local correction scheme is based upon Kempka's [9] "Local Induction Approxima-
tion" which provides the self induced velocity of a small segment of a ring whose arc length
is As and whose local radius of curvature is R. This correction uses a modified low order

algebraic core function which is given by:
3

_lJ = (p2_-ff, l,_ " (47)
The modificationconsistsof replacingthe number I in thedenominatorof the low orderalge-
braic core functionas given by Winckelmansand Leonard [8| with cx. The constant cx is
equal to 0.413 for Oaussian cores and 0.223 for constant vorticity cores. This core function
gives rise to the following equation for the magnitude of the self induced velocity Us :

&s
2 2

..........S .... ds (48)

or 2

,[, ,=-4"_ [_+_ln [_+1 ' (49)

where [3 is defined as:

An example ploblcm is shown in Figure 12 for a circular ring which is simulated by 40 vor-
tons. The solid line represents the desired solution and is obtained from an equation due to
Strick!and and Amos [2] for circular rings with constant vorticity cores (o_ -- 0.223 ). The
diamond shaped symbols represent the uncorrected dam using 40 vortons while the circular
symbols represent the corrected data. As can be seen from this figure, the correction given by
Equation 49 works very well.
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4.2.2 Potential

Due to the natureof the core function,the potentialof a vonon at its centeris not zero as cal-
culated by the FAST3D code. For instance,when Gaussian smoothing is used, the value of

. at p = 0 is equalto 1.354 as indicated in Figure 10.This value is not, however, indica-
tive of the integratedvaluefromsegmentsmaltinguptheelementwhichthevortonrepre-
sents.In general, it is too highespecially if the cores do not overlap.The local potentialmust
therefore be adjustedby the user as is appropriate.A local con'ectioncan be developed by
integrating the potential over the element in question. For instance, for a vortex filament
where As/R is small, theself inducedpotential _s on the arcof length As is given by:

As
2o

. 4x'sa2al'As _r)
0

Ifoneusesthemodifiedlowordercorefunctionthen:
1

Q

. 2Oln + qk,,,2_
' _s = _s "' " C53)
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The original computation for the self induced potential may be corrected by subtracting
1.354 from Equation 53 and applying the correction to the original result. Figure !3 illus-
trates the error associated with a ring comprised of 40 vortons whose directions are tangent to
the ring. The "exact" solution is obtained by placing 2000 vortons on the ring while using the
Oaussian smoothing. The "corrected" solution is obtained using oc = 0.413 in Equation 53.
As can be seen from this figure, the corrected potential is reasonably well predicted while the
potential which uses a self induced value of 1.354 is about 30% too high for a ring radius to
core radius of 30. For 20 vonons the error increases to about 90% while the corrected calcu-
lation is virtually the same as for 40 vonons.
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°.91 t
o.7 0 Corrected 0 0 0

f ...... o o - _,o.o 0
• /r o.s

0.4

0.3

0.2

0.1

0.0
o _ IO IS 20 2_ 30

R/o

Figure 13. Potential on a Circular Ring

Several remark.swill be made in closing this section. First of all, if one desires only the veloc-
ity field and does not need values of the potential then the local corrections for the potential
are unnecessary. Calculation of the velocity field using FAST3D is not dependent on these
local corrections. Secondly, it should be noted that a somewhat more complicated correction
algorithm has been developed using Gau_ian smoothing in place of the modified low order
algebraic core function. Results of this correction are only slightly better than those shown in
Figure 13. The reason for this is that the correction is not very sensitive to the exact core
function used since values of Aslo tend lo be large where the correction is important (i.e.,
large RIo ). The value of • . for p greater than about 2 or 3 is independent of the core func-
tion and thus the integral expressed in Equation 51 is somewhat invariant to the core function
for cases where As/o tends to be large.
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5 BENCHMARK TESTS

5.1 General Description of Benchmark Tests

The important dependent variables in the bench mark tests are the CPU mn times and the
" truncation errors associated with the calculation of field variables. The independent variables

are the number of vorton sources and evaluation points in the field, the distribution of the
, sources and evaluation points in the field, the number of terms used in the multipole and local

series expansions, and the maximum number of source and evaluation points allowed in any
childless box in the source and field meshes respectively, In view of the large number of para-
metric variations which might ultimately be useful, we have run a somewhat limited set of
test cases to examine truncation error and CPU run times. Three general configurations of
vorton and field evaluation point placements have been studied as indicated in Figure 14. We
lack motivation at this point in time to be more exhaustive since we plan to enhance the algo-
rithm during the next fiscal year which should reduce the CPU times significantly. The
enhancements will consist of adding Greengard's and Rokhlin's FFT shift algorithm [3] and a
change in the procedure to calculate field variables produced by list 3 source boxes.

I II Ill I Illl _ I I [ I Illll - Ill Ill

uniform distribution of
vorton and evaluation

point positions

Cube 10:1:1 Paralleleplped

evaluation points
(uniform distribution)

vorton positions
(uniform distribution)

_t

, Separated Cube Domains

- I I i HI iiiiiii iiiill I IIII ...... I I

Figure 14. Benchmark Configurations

37



Before presenting the results for the various benchmark cases, a metric for the truncation

error must be defined. One s_ch measure of the error incurred by truncation of the multipole
and local series after the N t order terms can be obtained for the magnitude of the vector
potential and velocity vector fields by means of the following equations:

- Nv 1

am
V

- 1=1

(54)

N v 1

Ell = V

i=1

Here, andlul are the magnitudes of the vector potential and velocity vector at point i
as calculated from the truncated series. The quantities and are the magnitudes of
the vector potential and velocity vector at point i as calculated exactly using the direct
method. As indicated, these error calculations are obtained from summations over all of the

N v vortons in the flow. Assuming that singleprecision accuracy means that any number
stored in the computer will be accurate through 6 significant digits, t_h_ensingle precision

round off errors will produce values of e_ and e u up to about 1 _ 10 -. Therefore, errors
calculated from Equation 54 which are equal to or less than 1 × 10" imply that the machine
round off errors are possibly as large as the truncation errors. For such cases, one should not
continue to add terms to the series expansions for added accuracy unless the machine preci-
sion is also increased.

5.2 Results From Cubic Configuration

Truncation and accuracy data obtained from a number of cubic configuration simulations are
given in Appendix A. 1. In each case, a uniform distribution of vortons was placed in a cube
with sides equal to 4 with one comer at the origin and another at (4,4,4). The vortons along
the box border were shifted toward the inside of the box by a distance of 0.02 to avoid their
rejection by the mesh generator. Evaluation points were also placed at the same points. Trun-
cation errors, as defined by Equation 54, for the magnitude of the vector potential and the
velocity vector fields are plotted in Figure 15 for a field of 9261 vortons. This allows one to
gain some insight into the magnitude of such errors. These errors are plotted versus N which
is the order of the last term in the multipole or local series expansion. From Figure 15 it can
be noted that the truncation error is independent of the maximum number of vonons Nvc in a

cell or box. For values of N equal to 4_a_d 5, the errors associated with the vector potential
are on the order of 2 × 10-5 and 4 × 10 respectively. Thus, truncation errors for the vector
potential with N equal to 4 or 5 are of the same order of magnitude as possible machine
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round off errors and are therefore acceptable for single precision accuracy. Truncation errors

associa__d with the vjlocity vector for N equal to 4 and 5 are approximately equal to
8 x 10-- and 1 x 10" respectively. For the magnitude of the velocity vector, one must
decide whether or not errors of such magnitude are acceptable since they are one or two
orders of magnitude larger than machine round off errors. One would suspect that, in mostJ

cases, velocity calculations that are accurate to within 0.01% to 0.08 % wiil be acceptable.
Deciding whether one should use N equal 4 or 5 is also a trade off between truncation error

, and CPU time tcpu• In order to gain some appreciation for the difference in tc_u for N = 4
versus N = 5, consider the plot shown in Figure 16. As can be seen from this figure, tcpu
increases by roughly 60% between N = 4 and N = 5.
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Figure 15. Error Plots for Uniform Distribution of 9261 Vortons in a Cube
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Figure 16. CPU Times for Uniform Distribution of 9261 Vortons in a Cube
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The next task is to optimize the maximum number of vortons in a box. For instance, for the
9261 vorton case, the optimal value is somewhere between 200 and 900 vortons as evidenced
by Figure 17. The optimal range of values for Nvc coincides roughly with a division of the
large cube of dimension 4 into 64 smaller cubes. This would indicate a range for Nvc of
between Nv/64 (145) and Nv/8 (1158). It should be noted that the optimal range is indepen
dent of the order N. For the N v = 21952 case, the optimal range for Nvc with N equal to
both 4 and 5 is between 400 and 2700. For the N v = 91125 case, the large cube of dimen-
sion 4 is optimally divided into 512 smaller cubes. Therefore, the optimal range of Nvc is '
from 178 to 1424. From this limited set of data, the optimal range for Nvc is between 400 and
900. A value of 750 was arbitrarily chosen from this range as an optimal value for Nvc. This
value is considerably higher than those used in two-dimensional planar [4] and axisymmetric
fast solvers [2] where Nvc is equal to 20 to 30. The fact that the geometry is three-dimen-
sional would boost the expected optimal values to only 90 to 164. The high optimal value of

Nvc is at least due in part to the relatively expensive cost of shifting the series expansions as
discussed by Greengard and Rokhlin [3]. Their FFT shift algorithm applied to the present

work will most certainly lower the optimal value of Nvc and produce smaller CPU times.
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Figure 17. CPU Time Versus Maximum Number of Vortons in a Box

In summary, if we assume that we may use an expansion with order equal to N = 4 and a
value of Nvc = 750 then the CPU time versus the number of vortons N v in the cube is given
in Figure 18. The runs were all executed on a SUN Sparc 10 workstation. The CPU time for
the fast solver for the cubic configuration may be approximated by:

-3 1 21

tcpu = 7.97 X 10 "N v" (55) ,

The truncation errors for the vector potential and velocity vector are given in Figure 19 as a
function of the number of vortons N v in the cube. As can be seen from Figure 19, the order
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of magnitude of the truncation errors are relatively independent of the number of vortons for
N v greater than 6000 (8x750) which is the demarcation between a direct solution and a fast
solution. For N v < 6000 the 4x4x4 cube is divided into only 8 smaller cubes which makes
the 8 source boxes list 1 boxes relative to the 8 field evaluation boxes. Thus the calculation

, should yield single precision accuracy which it does.
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Figure 18. CPU Time For Uniform Distribution in a Cube
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Figure 19. Truncation Errors For Uniform Distribution in a Cube
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5.3 Results From 10:1:1 Parallelepiped Configuration

Truncation and accuracy data obtained from a number of parallelepiped configuration simula-
tions are given in Appendix A.2. In each case, a uniform distribution of vortons was placed in
a parallelepiped with sides equal to 4.0, 0.4 and,0.4 with one comer at the origin and another
at (4.0,0.4,0.4). The vortons along the box border were shifted toward the inside of the box by
a distance of 0.02 along the x axis and by 0.002 along the y and z axis to avoid their rejec-
tion by the mesh generator. Evaluation points were also placed at the same points. Examina-

tion of the data in Appendix A.2 reveals that in most cases, the optimization for Nvc from the
cubic configuration is also valid for the parallelepiped configuration. Using a value of

Nvc = 750 and a value of N = 4, the resulting CPU time as a function of the number of
vortons in the field as shown in Figure 20 may be approximated by:

-3 1 32

tcpu = 1.99 X 10 N v . (56)
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Figure 20. CPU Time For Uniform Distribution in a Parailelepiped

A comparison of Figures 18 and 20 reveals that the "break-even point" is lower for the paral-
lelepiped configuration (i.e. the fast solver is faster than the direct solver with N v > 2500 for
the parallelepiped and N v > 6000 for the cube). This occurs since the parallelepiped is bro-
ken up by the meshing process into well-separated domains at a lower value of N v. For
instance, for N v slightly in excess of 1500, the parallelepiped is broken into 4 domains and
the cube into 8 domains. None of the 8 domains of the cube are well separated from each
other and thus all calculations are direct. Each of the 4 domains of the parallelepiped, on the
other hand, are well separated from 1 or 2 of the other domains thus allowing a more efficient
calculation to be made. At N v = 100,000 the CPU times are very nearly the same for both
configurations. The differences in Equations 55 and 56 are perhaps worth noting. The con-
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stant coefficients differ by factor of 4 while the exponents differ by about 8%. It is unclear

what the CPU time trends for the two configurations might be for N v > 100, 000 especially
since an extrapolation of Equations 55 and 56 predicts a crossing at N v = 300, 000. One sus-
pects that the two curves will merge, hopefully displaying the exponent of 1.21 instead of

, 1.32.

The truncation errors for the parallelepiped are shown in Figure 21. The errors are seen to be
independent of N v over most of the range. Single precision errors occur until N v increases
above 1500 at which point the parallelepiped is divided into 4 domains and the fast solver
begins to work. These truncation errors are somewhat higher than for the cube configuration
but are probably still acceptable for most engineering calculations.
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Figure 21. Truncation Errors For Uniform Distribution in a Parallelepiped

5.4 Results From Separated Cube Dog, tin Configuration

Truncation and accuracy data obtained from a number of "separated cube domain" configura-
tion simulations are given in Appendix A.3. In each case, a uniform distribution of vortons
was placed in a cube with sides equal to 1.0 with one comer at the origin and another at
(1,1,1). The vortons along the box border were shifted toward the inside of the box by a dis-
tance of 0.005 to avoid their rejection by the mesh generator. A uniform set of evaluation
points was placed in a separate cube with sides equal to 1.0 with one comer at (3,3,3) and
another at (4,4,4). The evaluation points along the box border were also shifted toward the
inside of the box by a distance of 0.095. For all of the cases presented herein, the number of

• evaluation points is the same as the number of vortons. The computational box used by the
FAST3D code for this case is a cube with sides equal to 4 with one comer located at the ori-
gin and the other at (4,4,4).

if

The most efficient calculation for this geometry would require one to not subdivide either the
of the two small boxes which contains the vortons and the evaluation points. However, since
the present FAST3D code creates domain boundaries by requiring that less than some speci-
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fled number of points reside in any childless box, then some value somewhat less than N v
but greater than Nvl8 is used for NVc. This causes the two cubes to each be subdivided into
8 smaller cubes. If we had used Nvc > N v then both the vortons and the field evaluation
points would have resided in congruent (4x4x4) boxes which would have made the w_rton
source box a list 1 box of the field evaluation box forcing direct calculations to be made. it
should be noted that only a very small time penalty is paid for the subdivision into 8 source
boxes and 8 evaluation boxes. One might also add an alternate input feature to the FAST3D
code in which the source and evaluation domains are meshed by specifying a fixed level with
respect to the global domain (i.e. the 4x4x4 cube in this case). Thus, a level 2 mesh applied to
the 4x4x4 global domain would isolate the lxlxl vorton box and the Ixlxl evaluation box
without subdividing either of them.

The CPU time for the direct and fast calculation for this case is shown in Figure 22. The CPU
time for the fast solution technique is approximated by:

• 1.00

topu = 8.66 x 10-3/vv . (57)

As indicated by Equation 57, the increase in CPU time for the fast solver is linear for this
case. The "break-even" point is at about I()00 vortons and the fast solver is seen to be an
additional order of magnitude faster than the direct solver with each order of magnitude

increase in the number of vortons. Thus for N v = 100, 000 the fast solver will obtain solu-
tions in about 1% of the time required by the direct solution technique.
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Figure 22. CPU Time For Uniform Distribution in a Separated Cube Domain
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The truncation errors for the separated cube domain are shown in Figure 23. The errors are
seen to be independent of N v over the entire range. The truncation errors for the velocity cal-
culations are somewhat higher than for the cube configuration and slightly higher than for the
parallelepiped. The velocity errors are still probably acceptable for most engineering calcula-

, tions. The truncation errors for the vector potential, on the other hand, are considerably lower
than those for the parallelepiped configuration and slightly smaller than for the cube configu-
ration. One explanation for such behavior is that the vector potential is almost constant across
the evaluation domain which reduces its truncation errors. On the other hand, the velocity
vector tends to be small which may increase its truncation error. It should be noted that the
resultant direction of the vector potential for each of the vortons is parallel to the diagonal of
the 4x4x4 global domain box which connects the Ix Ix 1 vorton source domain and the lxlxl
field evaluation domain. The resultant velocity field in the evaluation domain is one which
displays a weak rotation about this connecting diagonal.
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Figure 23. Truncation Errors For Uniform Distribution in a Separated Cube Domain

5.5 Lessons Learned form Benchmark Test Results

From the three sets of benchmark tests it is apparent that the CPU times are very dependent
upon the configuration. A major factor is the fraction of source domains that are well sepa-
rated from the evaluation domains. For example, the CPU time was lowest for the last set of
benchmark tests (the "separated cube domain") in which 100% of the source and evaluation
domains were well separated. On the other hand, the poorest CPU performance came from
the first benchmark test in which the fraction of well-separated source and evaluation
domains tends to be the lowest of the three configurations studied. Consider for example, anqt

interior evaluation box in the uniform cube configuration. The interior box has 27 neighbor-
ing source boxes that are not well separated. If there are 64 source boxes, then interactions

• from 42% of the source boxes must be computed directly. As the number of boxes in the
domain increases, the fraction of direct calculations decreases which is why the CPU times
for the cube configuration and the parallelepiped configuration tend to approach each other
for larger values of N v (larger N v implies larger numbers of boxes for optimum results).
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From the three sets of benchmark tests it is seen that the accuracy of the velocity vector is not
greatly affected by the configuration, always being on the order of ix 10.3 for a value of
N = 4. For the same precision, the accuracy of the vector potential is on the order of Ixl() "s
for the cube and separated cube configurations and on the order of l xl0 "4 for the parallelepi-
ped configuration. One explanation for this behavior is that the vector potential for the paral-
lelepiped is more variable across the evaluation domain which increases its truncation errors
since the higher order terms in the series tend to die out legs rapidly. The accuracy is no doubt
affected by the orientation and relative magnitudes of the vortons as well as their placement
in the source domains.

There are at least two time-saving features which should be incorporated into the present
FAST3D code prior to its use as a production fast solver. The first of these requires the use of
Greengard's and Rokhlin's FFT method [3] to speed up the operations associated with shift-

ing the multil?ole and local series expansions to new centers. These s_ift operations currently
require O(N') CPU time whereas the FVF method requires O(N-IogN) CPU time. For
N = 4 it is estimated that the calculations for the uniform cube configuration would be 2 to 3
times faster. Greengard and Rokhlin found that using the FFT's on the same configuration
with N = 8 was 8 times faster. The optimum maximum number of vortons in a box will no
doubt decrease with a corresponding increase in the number boxes. The second feature is
simply a rearrangement of the procedure for calculating field variables, especially for calcu-
lating the contribution of list I and list 3 boxes. The present arrangement for searching for list
l and list 3 boxes becomes very inefficient for situations where there are a large number of
source boxes. Presently, the searches are conducted while calculating contributions to each
evaluation point. The new method will require searches to be made for each evaluation box
not each evaluation point. The expected impact of this change will be to allow the code to
optimize with a larger number of source boxes and thus allow the potential gains from the
FFT shift algorithm to be realized.

The last general observation which can be made regarding the benchmark tests is that values

of Ns and Np, which are the maximum number of vortons in a box and maximum number of
evaluation points in a box respectively, need to be optimized. It is clear from these limited
benchmark tests that this optimization is configuration dependent especially when one begins
to consider source and evaluation configurations which are not congruent. Optimization algo-
rithms need to be developed which consider the configuration aspects of the problem. One

may find that there are more appropriate criteria for subdividing a domain other than N s and
N F. It should be pointed out that any optimization scheme must be able to deal with the large
quantum jumps associated with subdividing a cube into 8 smaller cubes. For example, with
the present scheme, a box which is slightly overpopulated will be divided into 8 boxes, sev-
eral of which, if not all of which, will be grossly underpopulated.

t
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6 SUMMARY

The work accomplished can be summarized as follows:

s A Fortran computer code FAST3D has been written to generate solutions for the vector

. potential and velocity vector fields for an arbitrary three-dimensional distribution of
vortons and an arbitrary three-dimensional distribution of evaluation points. Multipole
and local series expansions written in terms of spherical harmonics were used to make

' calculations for the influence of groups of vortons on well-separated groups of evalua-
tion points. Simple adaptive domain decomposition algorithms were used which dis-
miss regions of the global domain in which no vortons or evaluation points are present.
Labeling methodology associated with source box lists was extended to be able to han-
dle the non-congruent nature of the vorton and evaluation point fields.

• Preliminary benchmark tests were run on three basic configurations of the vorton and
evaluation point field. A total of 195 runs were made in which the CPU time as well

truncation errors were obtained. For multipole and local seres expansions of order
N = 4 the error associated with the velocity vector was on the order of 10.3 whereas
the error associated with the vector potential was on the order of 10.4 or better. No
improvement in CPU time was obtained for less than 1000 vortons. For 100,000 vor-

tons, the CPU time using the fast solver was from 1% to 10% of that required by the
direct solution technique.

Suggestions for future work can be summarized as follows:

° Two time-saving features should be incorporated into the present FAST3D code prior
to its use as a production fast solver. The first of these requires the use of Greengard's
and Rokhlin's FFT method [3] to speed up the operations associated with shifting the
multipole and local seres expansions to new centers. If one uses multipole and local
series expansions of order N = 4 it is estimated that the calculations for the uniform

cube configuration would be 2 to 3 times faster. The second feature requires that the
procedure for calculating field variables be modified. The present arrangement for
searching for list l and list 3 boxes becomes very inefficient for situations where there
are a large number of source boxes. The new method will require searches to be made
for each evaluation box instead for each evaluation point as is presently done. The
expected impact of this change will be to allow the potential gains from the FFT shift
algorithm to be realized.

• More advanced dynamic algorithms need to be developed to better optimize values of
N s and N F which are the maximum number of vortons in a box and maximum num-
ber of evaluation points in a box respectively. Optimization algorithms need to be

, developed which consider the configuration aspects of the problem. One may find that

there are more appropriate criteria for subdividing a domain other than Ns and N F. In
addition, any optimization scheme must be able to deal with the large quantum jumps

• associated with subdividing a cube into 8 smaller cubes. For example, with the present
scheme, a box which is slightly overpopulated will be divided into 8 boxes, several of
which, if not all of which, will be grossly underpopulated.
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APPENDIX

A.I Datafor CubicConflluratlon

. Table I: CubicConflllurat!on
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TaMe !: Cubic Contlluration
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Table 1: Cubic Conllguratlon
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L II t lit i lITn , ,,i,,,ii

68921 68921 I 37901 O.OxI0"° O.OxI0"°

68921 750 4 6477 7.7x10 m4 3.1x10 "'s

68921 5000 4 10268 i.2xlO"3 3.3xi0"5
llltlllHillllll i ii ii !i

91125 91125 1 66216 O.OxlO"° O.OxlO"6

91125 750 4 7962 7.6x10.4 3.IxI0"5 ,
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A.2 Data for 10:1:1 Parallelepiped Configuration

Table 2: Parallelepiped Configuration
,, ,i, i ,1 i i ii I i iii iiii ii i i I iiiiiiiiiiiii i iiii i i i i iii I ill I [i

N v Nvc N top. (see) eu e¢,
,d

.................. : : _' ]"][ .... _' J [ ._" ' ' ................. ' I I I II I I I : : _'_'II' !, ] '....... ] ......... ' ...... 1, r , , lii.! , ' '_ _

1250 1251) I 14 O.OxI0:0 O.Ox!0"°
- - iii ..... .I .,will

1250 350 4 19 1.Ix 10.3 1.5x li):4 '
i ii i ii i ,1111 i irr nl i i i i lulllt I / I I

1250 160 5 97 7.9x10-4 4.IxI0"5
Ill

1250 160 4 55 1.7xlO "3 1.7xlO "4
i , , , -_ • ,, l i , , , ,,, .....,,, ,r .............

1250 100 5 121 8.2X1()"4 4. ix 10.5
ii i ii i [ iilliil i [[ i i Hiiiuill i i i ii i ii ii ...... i

1250 250 4 17 1.7xlO "3 i.7Xlo "4
ill i -_ __ iiiii ii i LJ_ ]l i i HI llll[[

1250 I00 4 62 1.8Xlo"3 1.7x10"4
-- 11 , ,,,,,,,,,,i,,, ,, , , ,

1250 300 4 35 1.3x 10.3 i.6x 10"4
lll,ll i '_ l i i , ,fl i , ,, i ,

1250 200 4 17 1.7x 10"3 1.7x 10-4
, , , ,, ,, t , ,

1250 180 4 17 1.7x 10.3 1.7x 10.4
I , i ! ] i i - i i ,. ! ,, , ...... , ,, , ,,

1250 170 4 53 1.7xlO"3 1.7x10-4

1250 280 4 17 1.7x 10"3 1.7x 10"4

1250 290 4 17 1.7xlO "3 i.7xlO '4
i ii i ..... i i iii i i i i iii i ] iiiiiiiii iii ii i i i i

1250 750 4 24 1.2x 10.6 I.Sx I06
, , ,,, ,,, ,,, , .......

1250 170 5 97 7.9x10 "4 4.1xlO -5

1250 180 5 25 7.9x 10"4 411Xlo"5
..... iim_l rll I i i i i

1250 250 5 25 7.9x 10'4 4. Ix I0"5
iii i - i i i ]1 ] L _ . ii iiii ii

1250 290 5 25 7.9x 10-4 4. Ix 10-5

1250 300 5 58 5.0x 10-4 3.7x 10"5
. . i _ i ii IIIIIIIDIH I III

1250 310 5 58 5.0x 10-4 3.7x 10.5
' ' b" ' '" I' '" '

1250 320 5 58 5.0xlO "4'' 3.7x10 "5

1250 330 5 25 4.3x'10 .4 3.5x lO"5

' 1250 350 5 25 4.3x10 "4 3.5x10 "5
iii i iiiii i i i i

1250 320 4 35 1.3x10 -3 1.6x 10-4 "
i I j ii ii i ii)111iii i ii i jlll i ii i ii i ii

1250 360 4 19 1.Ix 10.3 1.5x 10-4
. m .

5120 5120 1 208 O.Ox10"° 0.Ox10"0
i I ,,, , , ,,,=,
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Table 2: Parallelepiped Configuration
....... , , i • i ,, ,, i J l i illl

N v Nvc N topu (see) _u l_
hilL1

5120 250 4 136 l'5xl 0 "3 1.6x I0'4

5120 250 ........... 5 '212 ...... 6.7x'10"4 ......4.OxlO"'5
,, i ,,,,,, i , |l

'¢ 5120 350 4 136 1.5x 10"3 1.6x 1()"4
i i i ...... ii i i i ii i iiiii iii ii i

5120 400 4 136 1.5xlO"3 1.6xlff 4'
ii i iii i i i

5120 500 4 136 1.5x 10.3 1.6x 10-4
,,,i,,,i ,i ,,i , ,i , ,,, ,,,,,,, ,

5120 600 4 136 1.5xlO "3 1.6xlO "4
,,,,, , , i,i, , i

5120 700 4 118 1.3x 10-3 1.6x 10-4
.,i i t ,,,i i,,, t r,

5120 900 4 118 1.3x10"3 1.6xl() "4
i ,i , J , , i • ..........

5120 1200 4 119 1.3xiO"3 1.6xlO "4
,, , , , ,,,,,,,,

5120 1300 4 174 8.5x 10-4 1.4x 10-4
, , ,,,,, L,,, ,.I, , ,,,,, ,, ,

5120 1500 4 174 8.5x10 "4 1.4xlO"4
,,,,,, , , ,

5120 2000 4 194 8.5x 10-4 1.4x 10-4
i it i i ,,.,, ,, ,,,,,i,

5120 2600 4 252 1.3x10-6 1.3x 10"6
i ,, ,, ,,,

5120 150 4 136 1.5x 10-3 i.6x 10.4
i ii, i _,J H i i , ,,.,,, , i

5120 1O0 4 1724 1.6x 10-3 i.6x 10-4

5120 150 5 212 6.7x 10-4 4.0x 10-5
,, i , ,,,.., , ,,.

5120 600 5 211 6.7xi0 "4 4.()xlO15
i,

5120 700 5 142 6.7x 10.4 4.0x 10.5

5120 1200 5 143 6.2×10 -4 3.9x10 "5
i m,,ii H ..... i,

5120 1300 5 197 3.2x 10'* 3.2x 10.5

5120 1500 5 196 3.2x'i 0"'* 3.2x 10.5
,, .....

5120 2000 5 199 3.2x 10.4 3.2× 10.5

5120 2600 5 270 1.3x 10"6 1.3x 10"6

10000 10000 I 779 O.Ox'l0"° O.()xI()"()

- 10000 250 4 497 1.5x 10.3 1.7x 10"'J"
_ , ,,, • ,,, ,,.... ,

10000 500 4 291 1.5x 10-3 1.7x 10-4
i i i i

10000 750 4 293 1.5x i0-3 1.7x 10"4
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Table 2: Parallelepiped Configuration

N v Nvc N tcp. (sec) eu e,t,

10000 1000 4 291 1.5x 10-3 1.7x 10-4 I

10000 1400 4 362 1.3x 10-3 1.7x 10-4

10000 1250 4 532 1.3x 10-3 1.6x 10-4 r

10000 200 4 12i7 1.6x 10-3 1.7x 10-4

10000 250 2 261 1.7x10 -2 1.3x 10-3

10000 500 2 191 1.7x 10-2 1.3x 10-3

10000 350 4 290 1.5x 10-3 1.7x 10-4

10000 1150 4 289 1.5x 10-3 1.7x 10-4

10000 250 5 696 6.0x 10-4 4.0x 10-5

10000 350 5 382 6.9x 10-4 4.0x 10-5

10000 750 5 398 6.9x 10-4 4.0x 10-5

10000 1150 5 384 6.9x 10-4 4.0x 10-5

10000 1250 5 667 6.4x 10-4 4.0x 10-5

10000 1400 5 400 6.3x 10-4 4.0x 10-5

10000 250 3 380 7.0x 10-3 8.0x 10-4

10000 350 3 228 7.0x 10-3 8.0x 10-4

10000 750 3 227 7.0x 10-3 8.0x 10-n

10000 1150 3 227 7.0x 10-3 8.0x 10-4

10000 1250 3 397 6.0x 10-3 7.0x 10-4

21970 21970 1 4157 O.Ox10"° O.Ox100

21970 750 4 958 1.5x 10-3 1.8x 10-4

21970 1000 4 959 1.5x10 -3 1.8x 104

21970 500 4 2717 1.5x 10-3 1.8x 10"n

21970 600 4 959 1.5x 10-3 1.8x 10"4 "

21970 1500 4 959 1.5x 10-3 1.8x 10-4 ,.

21970 2300 4 958 1.5x 10-3 1.8x 10-4

21970 2500 4 958 1.5x 10-3 1.8x 10-4
i iiiii i i

54



Table 2: Parallelepiped Configuration

N v Nvc N tcpu (sec) ev e_

21970 2900 4 1492 1.3xlO °3 1.8xlO "4

" 21970 2700 4 958 1.5xlO -3 1.8xlO "4

• 21970 500 5 3658 6.9x10 -4 4.4x10 "5

21970 750 5 1100 6.8x10 "4 4.4x10 "5

21970 2000 5 1100 6.8x10 "4 4.4x10 -5
,,,

21970 2700 5 1117 6.8x10 "4 4.4x10 "5

21970 2900 5 1636 6.2x10 -4 4.4x10 5

68590 68590 1 38811 O.OxlO"° O.OxlO°

68590 1800 4 7833 1.5xlO"3 1.7xlO-4

68590 750 4 8141 1.6xlO"3 1.7xlO "4

68590 500 4 5501 1.7xlO3 1.8xlO '4

68590 1800 5 7803 6.5x10 "4 4.4x10 -5

68590 750 5 12258 6.8x10 "4 4.4x10 -5

68590 12258 5 8808 6.8x10 -4 4.4x10 "5

92610 92610 1 75542 O.OxlO"0 O.OxlO-°

92610 750 4 7167 1.7xlO -3 1.8xlO"4
,,,,

92610 750 5 10522 6.8x10 -4 4.4x10 "5
i
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A.3 Data for Separated Cube Domain Configuration

Table 3: Separated Cube Domain Configuration
,i i

N v Nvc N tcp u (sec) e U E_ .
.,. ,, ,,, ",,,, ,,,,

1000 1000 1 9 O.Ox10"° O.Ox10"0
,,, , , ,,,, ..

1000 750 4 9 3.7x 10-3 1.3x 10-5 r
,, ...,,,.,,

1000 750 5 14 5.2x10 "4 2.8x10 -6

1000 100 4 13 3.7x10 "3 1.3xlO'5 ...........

4096 4096 1 139 O.OxlO_° O.OxlO"°

4096 750 4 36 3.4x10 "3 1.1xlO "5

4096 750 3 22 2.1xlO "2 8.6x10 "5
, , , , ,,,,,

4096 750 5 53 4.6x10 "4 2.0xlO "6
, , ,,,,

8000 8000 1 519 O.OxlO"0 O.OxlO"°

8000 750 4 80 3.3x10 "3 1.1xlO 5

8000 750 4 70 3.3x10 3 1.1xlO-5

8000 1500 5 115 4.4x10 "4 3.2x10 6

8000 1500 5 104 4.4x10 "4 3.2x10 "6

17576 17576 1 2483 O.Ox10"° O.OxiO°

17576 3000 4 153 3.2x10 -3 1.OxlO5

17576 750 4 169 3.2x10 3 l.OxlO "5

17576 750 5 243 4.3x10 -4 3.0x 10-6

17576 3000 5 226 4.3x10 "4 3.0xlO "6

32768 32768 1 8594 O.OxlO"° O.OxlO"0

32768 6000 4 284 3.1xlO "3 l.OxlO "5

32768 750 4 308 3. Ix 10-3 l.Ox 10-5

32768 6000 5 418 4.2x10 "4 2.9x10 "6

32768 750 5 447 4.2x10 "4 2.9x10 "6

64000 64000 1 32676 O.OxlO"0 O.OxlO"0 "
,

64000 12000 4 558 3.1xlO "3 l.lxlO "5

64000 750 4 930 3.1xlO "3 l.lxlO 5
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Table 3: Separated Cube Domain Configuration

N v Nvc N tcpu (sec) e U e_

64000 12000 5 818 4.1x 10-4 6.3x 10-6

64000 750 5 1227 4.1x 10-4 6.3x 10-6

97336 97336 1 75538 O.OxlO"0 O.OxlO-°

97336 15000 4 843 3.0xlO "3 9.8x10 "6

97336 750 4 1437 3.0x 10-3 9.8x 10-6

97336 15000 5 1269 4.0x 10-4 4.0x 10-6

97336 750 5 1845 4.0x 10-4 4.0x 10-6
i
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