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I. Board of Advisors Activity

The ISRI Advisory Board will meet next during our 1994 Symposium,

IT1. Symposium Activity

The 1994 Symposium will be held on Monday, Tuesday, & Wednesday,
April 11-13 at the Alexis Park Hotel in Las Vegas. Of the 60 papers
submitted, 25 were accepted for presentation and 9 more were accepted as
"poster” papers. Four invited talks will be delivered by Dr. C.K. Chow, Dr. G.
Salton, Dr. G. Toussant, and Ms. D. Harman. The preliminary program was
mailed in February (see Appendix A). Both the Proceedings and the 1994
Annual Report have been sent to the printer.

Currently we have 80 pre registrations which is about 40 more than in
previous years at this time. Almost all preparations are complete.

ITI. Staff Activity

Recruiting
We are not recruiting at the current time.

Travel/ Meetings
In January, T. Nartker and K. Taghva traveled to San Diego, CA to attend
a briefing at UCSD concerning the NSF "Digital Libraries" program.
In February, T. Nartker, K. Taghva, and F. Jenkins traveled to San Jose,
CA to attend and present papers (3) at the annual SPIE Conference.
In March, S. Rice and L. Gewali traveled to Boca Raton to attend a
Conference and present a paper at Florida Atlantic University.

Papers accepted or presented
A paper by K. Taghva, J. Borsack, A. Condit, and S. Erva on the "Effects of
Noisy Data on Text Retrieval" was published in the January issue of JASIS.
T. Nartker delivered a keynote address, "On the Need for Information
Metrics,” before the 1994 Symposium on Elecironic Imaging Science &
Technology in San Jose, CA. in February.



A paper by J. Kanai and F. Jenkins titled, "Use of Synthesized Images to
Evaluate the Performance of OCR Devices and Algorithms," was presented at
the 1994 Symposium on Electronic Imaging Science & Technology in San Jose,
CA. in February.

A paper by K. Taghva, J. Borsack, and A. Condit titled, "An Expert
System for Automatically Correcting OCR Output,” was presented at the 1994
Symposium on Electronic Imaging Science & Technology in San Jose, CA. in
February.

A paper by K. Taghva, J. Borsack, B. Croft, and Steve Harding titled,
"Evaluation of Retrieval Effectiveness of Simulated OCR Text," was accepted
for presentation at the Third Annual Symposium on Document Analysis and
Information Retrieval.

A paper by K. Taghva, J. Borsack, and A. Condit titled, "Results of
Applying Probabilistic IR to OCR Text," was accepted for presentation at
SIGIR94.

IV. Document Analysis Program

OCR Devices
Six companies have submitted OCR devices for the 1994 technology
assessment tests. One company (TRW) has submitted a new system based on
a "majority-voting" algorithm. This is the first "voting" based system we have
tested except, of course, for the ISRI developed voting system.

OCR Test system
Version #4 of our experimental system will be used for our 1994 tests.

OCR Databases/GT1

Both the magazine sample and DOE sample #2 (used last year) will be
used for our 1994 tests.

OCR Databases/Foreign languages

We have prepared ground-truth text for a set of 57 pages from printed
Chinese documents. A preliminary report on Chinese OCR systems will be
included in our 1994 Annual Report.

OCR Experiments
Our 1994 Technology Assessment tests have been completed. As was
true last year, the report of these tests is part of our 1994 Annual Research
Report which will be first distribuied to attendees at the SDAIR Symposium,

OCR Technical reports/thesis
None



Interaction with OCR vendors
In January, John Martinez, president of CTA Corporation visited our lab
for a demonstration. CTA is an OCR vendor with home offices in Barcelona,
Spain.
We have been in close contact with Phil Cheatle of Hewlett Packard
Laboratories in Bristol England. We expect they are a good candidate to join
our Industrial Affiliates program.

Interaction with OCR research organizations
None

V. Text-Retrieval Program

TR Databases
We have completed minimum document verification (MDV) for
approximately 900 of the usable documents in GT1. There are about 400
more documents which can be recovered. We are also collecting information

such as relevancy judgments, concept information, keywords and key
phrases.

TR Experiments/Projects
Our project to design and implement a new user interface to enable
interaction between images and text has made significant progress. We
expect to have a usable system in June.
We are beginning to examine the effect of SGML tagging on retrieval
efficiency.

TR Technical reports/thesis
None

Document Routing Project
None



VI. Institute Activity

Institute visitors

Date Visitor Agency
01/12/94 John Martinez CTA
01/13/94 B. Courtney, J. Arcos, &

M. Smith TRW
01/21/94 S. Dennis & R. Wenzel DoD
02/18/94 M. Buchman & D. Hurry DoD
03/05/94 Dr. Abraham Kandel USF
03/21/94 Dr. Don Morrison UNM

Institute seminars

"Intelligent Hybrid Systems," Professor Abraham Kandel, University of
South Florida.

New agency contacts/ new research proposals

Current work on our Ft. Meade contract is focused on demonstrating our
tools for testing foreign language OCR systems (i.e., with wide characters) via
preliminary testing of Chinese OCR systems. We have also begun preparing
Japanese "ground-truth" test data.

T. Nartker and K. Taghva have continued to discuss possible cooperative
research with Los Alamos National Labs.

T. Nartker, K. Taghva, and J. Kanai have submitted a four year/multi-
million dollar proposal to the "Digital Libraries" research program of NSF in
cooperation with SRI International, the Desert Research Institute, and the
Univ. of Nevada, Reno (see Appendix B).

VII. Goals Achieved/Goals for Next Quarter

Goals from last quarter:

1) We have begun preparing Sample#3 from the DOE documents. We are
also beginning work on a "business letter" data set for 1995 tests.

2) Preliminary programs for SDAIR94 were mailed in February.

3) We have been unable to locate software support for managing unicode
text files.

4) The third meeting of the Industrial Affiliate's program will take place
during SDAIR94. No new members were added during the winter
quarter.

5) The new user interface for text retrieval systems will be tested during
the Spring quarter.

6) About 100 additional documents have passed MDV.

4



Goals for next quarter:

1) Conduct SDAIRY94.
2) Conduct the third meeting of the members of the Affiliate's program.

We will continue to recruit new members for this program.
3) Continue work on Sample#3 and a business letter test dataset.
4) Test the new user interface for text retrieval systems.
5) Continue to search for software to manage unicode text files.
6) Continue MDV for the remainder of GT1.
7) Prepare a plan for the 1995 technology assessment test program.



APPENDIX A.

Preliminary Program for SDAIR94
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CONFERENCE SCHEDULE

. Sunday, April10,1994
7:00pm - 10:00pm Alexis Park
Reception
~ Monday, April 11,1994
7:00am - 8:20am Alexis Park
Registration
8:20am - 8:30am Alexis Park

Welcome

Theo Pavidis, Chairman
Leading Professor
Department of Computer Science
State University of New York at Stony Brook

Robert C. Maxson, President
University of Nevada, Las Vegas

William R. Wells, Dean
Howard R. Hughes College of Engineering
University of Nevada, Las Vegas

8:30am - 9:15am
Invited Speaker

Alexis Park

Recognition Error and Reject Trade-off
C. K. Chow, IBM Research Center (Emeritus)

9:15am - 9:30am Alexis Park
Refreshment Break
9:30am - 10:30am Alexis Park

Session 1 Chair: Jonathan Hull
Adaptive Logic Networks for Machine-Printed
Character Recognition
Robert C. Vogt, John J. LoPorto, John M. Trenkle,
William Cavnar, Environmental Research Institute of
Michigan

A Comparison of Two Learning Algorithms for Text
Categorization

David D. Lewis, AT&T Bell Laboratories;

Marc Ringuette, Carnegie Mellon University

Learning the Optimal Parameters in a Ranked
Retrieval System Using Multi-Query Relevance
Feedback
Brian T. Bartell, Garrison W. Cottrell, Richard K. Belew,
University of California at San Diego

Pattern Classification Based on Adaptive Self-
Organized Neural Network
Yuan-Yan Tang, Ching Y. Suen, Tao Li, Concordia
University; L. Y. Fang, Bell-Northern Research

10:30am - 10:45am Alexis Park
Poster Break
10:45am - 11:30am Alexis Park

Session 2 Chair: Robert Korfhage
An Evaluation of Information Retrieval Accuracy
With Simulated OCR Output

W. B. Croft and S. Harding, University of Massachusetts-

Ambherst; K. Taghva and J. Borsack, University of
Nevada, Las Vegas

Validation of Simulated OCR Data Sets
George Nagy, Rensselaer Polytechnic Institute

Validation of Page Defect Models for Optical
Character Recognition
Yanhong Li, Daniel Lopresti, Andrew Tomkins,
Matsushita Information Technology Laborotory

11:30am - 11:45am
Poster Break

Alexis Park
11:45am - 12:55pm
Lunch (no host)

12:55pm - 1:00pm _
Announcements

Alexis Park

1:00pm - 1:45pm
invited Speaker

Alexis Park

Text Retrieval Using the Vector Processing Model
Gerard Salton, Cornell University

1:45pm - 2:00pm Alexis Park
Break
2:00pm - 3:00pm Alexis Park

Session 3 Chair:
Keyword Selection From Word Recognition Results
Using Definitional Overlap
Paul Filipski, Jonathan Hull, State University of New
York at Buffalo

N-Gram-Based Text Categorization
William B. Cavnar, John M. Trenkie, Environmental
Research Institute of Michigan

Lexicon-Based Word Recognition Without Word
Segmentation
Gregory K. Myers and Chien-Huei Chen, SRI
International



2:00pm - 3:00pm
Session 3

Alexis Park
(Continued)

An Automatic Indexing of Compound Words Based
on Mutual Information for Korean Text Retrieval
Pan Koo Kim, Yoo Kun Cho, Seoul National University

3:00pm - 3:15pm Alexis Park
Poster Break

3:15pm - 4:00pm Alexis Park
Session 4 Chair: David Lewis

The Role of Visualization in Document Analysis
Robert R. Korthage, University of Pittsburgh; Kai A.
Olsen, Molde Ccllege. Norway

About the Logical Partitioning of Document Images
Andreas Dengel, German Research Center for Artificial
Intelligence

A Context-Based Approach to Text Recognition
T. G. Rose, L. J. Evett, Amanda Caryn Jobbins,
Nottingham Trent University, Nottingham, England

4:.00pm - 4:15pm
Poster Break

Alexis Park

5:45pm - 11:00pm
Buses to Lake Mead
Dinner/Dance Cruise
on the Desert Princess

Lake Mead

7:30am - 8:20am Alexis Park
Registration
8:20am - 8:30am Alexis Park

Welcome

Theo Pauiidis, Chairman
Leading Professor
Department of Computer Science
State University of New York at Stony Brook

8:30am - 9:45am
Invited Speaker

Alexis Park

Computational Geometry for Document Analysis
Godfried Toussaint, McGill University, Montrea!l, Canada

9:45am - 10:00am
Refreshment Break

Alexis Park

10:00am - 11:00am
Session 5

Alexis Park
Chair:Henry Baird

Script and Language Determination From Document
Images
A. Lawrence Spitz, Fuji Xerox Palo Alto Laboratory

Binarization and Multi-Thresholding of Document
Images Using Connectivity
Lawrence O'Gorman, AT& T Bell Laboratories

Direct Extraction of Topographic Features From
Gray Scale Character Images
Seong-Whan Lee and Young Joon Kim, Chungbuk
National University, Korea

An Alternative to Vectorization: Decomposition of
Graphics Into Primitives
J. E. den Hartog, T. K. ten Kate, G. van Antwerpen,
TNO Institute of Applied Physics; J. J. Gerbrands, Delft
University of Technology; The Netherlands

11:00am - 11:15am Alexis Park
Poster Break
11:15am - 12:00pm Alexis Park

Session 6 Chair: Lamy Spitz
Asymptotic Accuracy of Two-Class Discrimination
Tin Kam Ho and Henry S. Baird, AT&T Bell Laboratories

Use of Constraints As A Second Stage Character
Classification Technique
George Sazaklis and Theo Paviidis, State University of
New York at Stony Brook

Performance Evaluation of Two OCR Systems
Su Chen, Suresh Subramaniam, Robert M.
Haralick, University of Washington; lhsin T.
Phillips, Seattle University

12:00pm - 1:10pm
Lunch (no host)

1:10pm - 1:15pm Alexis Park
Announcements
1:15pm - 2:00pm Alexis Park

Invited Speaker

The Text REtrieval Conference
Donna Harman, National Institute of Standards and
Technology

2:00pm - 2:15pm
Break

Alexis Park



2:15pm - 3:15pm
Session 7

Alexis Park
Chair: Robert Korthage

An Approach to Interactive Retrieval in Face Image
Databases Based on Semantic Altributes
Venkat N. Gudivada, Ohio University; Vijay V. Raghavan,
Guna S. Seetharaman, University of Southwestern
Louisiana

Marking of Document Images With Codewords to
Deter lllicit Dissemination
J. T. Brassil, S. Low, N. F. Maxemchuk, L. O'Gorman,
AT&T Bell Laboratories

Modelling and Exploiting Traceability Between
Software Development Documents
Jean-Pierre Queille, Anne Richermo, Jean-Francois
Voidrot, Matra Marconi Space; Florence Sedes,
University of Paul Sabatier

Development of a Full-Text Information Retrieval
System
Keizo Oyama, Akira Miyazawa, Atsuhiro Takasu,
National Center for Science Information Systems
(NACSIS); Kouji Shibano, Tokyo International University

3:15pm - 3:30pm Alexis Park
Poster Break

3:30pm - 4:30pm Alexis Park
Sesslon 8 Poster Papers

Low Level Structural Recognition of Documents
Abdel Belaid, Y. Chenevoy, CRIN-CNRS/INRIA
Lorraine, France

Document Characterization, Authentication and
Retrieval Based on Medium-Embedded Random
Pattemns

D. Brzakovic and N. Vujovic, Lehigh University

Information Retrieval for a Document Writing
Assistance System
Marie-Louise Corral and Amaury Simon, Matra Marconi
Space (MMS) - Aramiihs; Christine Julien, Institut de
Recherche en Informatique de Toulouse (IRIT); France

Issues in Automatic OCR Classification
Jeffrey Esakov, Daniel P. Lopresti, Jonathan S.
Sandberg, Jiangying Zhou, Matsushita Information
Technology Laboratory - Panasonic Technologies, Inc.

Correlated Run Length Algorithm (CURL) for
Detecting Form Structure Within Digitized
Documents
Michael D. Garris, National Institute of Standards and
Technology

Experiments in Automatic Word Class and Word
Sense Idenification for Information Retreival
Susan Gauch, University of Kansas; Robert P. Futrelle,
Northeastern University

Estimating Errors in Document Databases
Jaekyu Ha, Su Chen, Robert M. Haralick, University of
Washington; lhsin T. Phillips, Seattle University

Retrieval of Line Drawings
Oliver Lorenz and Gladys Monagan, Swiss Federal
Institute of Technology (ETH)

A Paper Form Processing System With an Error
Correcting Function for Reading Handwritten Kanji
Strings
Katsumi Marukawa, Kazuki Nakashima, Masashi Koga,
Yoshihiro Shima, Hiromichi Fujisawa, Central Research
Laboratory, Hitachi, Ltd.

5:30pm - 10:00pm

Happy Hour Great Hall

Dinner Thomas Beam

Tour of Facllities Engineering Bldg.
UNLV

8:20am - 8:30am
ISRl Welcome

Alexis Park

Thomas A. Nartker, Director
information Science Research Institute
Howard R. Hughes College of Engineering
University of Nevada, Las Vegas

8:30am - 9:45am Alexis Park
The 1994 ISRI Technology Assessment Reports

ISRI Staff
9:45am - 10:00am Alexis Park
Refreshment Break
10:00am - 12:00am Alexis Park

ISRI Research Reviews
ISR Staff
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C. K. Chow is aResearch Staff Member Emeritus of IBM. He joined IBMin 1964 atthe Thomas J. Watson Research Center
where he did research and had various managerial, staff and international assignments. Prior to that he worked at the
Burroughs Research Center. He received his Ph.D. degree from Comell University and served as an assistant professor at
Penn State, a visiting professor at MIT, an adjunct professor at Columbia and UC Santa Barbara. His professional experience
included membership on the IEEE Computer Society Governing Board, conference chairmanship and associate editorship of

several journals. He is a life fellow of the Institute of Electrical and Electronic Engineers.

Gerard Salton is a Professor of Computer Science at Comnell University. He received a Ph.D. degree in Applied
Mathematics from Harvard University in 1958 and remained on the Applied Mathematics faculty at Harvard until 1965 when
he moved to Comell. Dr. Salton has been a visiting protessor at the University of Grenoble (France), at the Swiss Federal
Institute of Technology (ETH) in Zurich and (EPF) in Lausanne and at the University of Konstanz (Germany). Dr. Salton has
worked inthe area of natural language text processing, including, in particular, automatic text analysis and information retrieval.
From 1965-68, he was editor-in-chief of ACM Communications; from 1969-70, editor-in-chief of the ACM Journal. Between
1972 and 1978, he served on the ACM Council as Northeast Regional Representative. Currently, Dr. Salton is an editor of
Information Systems and of the ACM Transactions on Database Systems. He was a Guggenheim Fellow in 1963 and has
received the first ACM-SIGIR Award for contributions to information retrieval in 1983, as well as a Humboldt Foundation Senior
Scientist Award in 1988 and the ASIS Award of Meritin 1989. He has published a large number of articles and several books
on information retrieval and related areas. The most recent text is "Automatic Text Processing” (Addison-Wesley, 1989).

Godfried T. Toussaint received his B.Sc. degree from the University of Tulsa, Tulsa, Oklahoma and his M.A.Sc. and
Ph.D. degrees from the University of British Columbia, Vancouver, B.C., Canada, in 1968, 1970 and 1972, respectively, all
in Electrical Engineering. Since 1972 he has been with the School of Computer Science at McGill University teaching and doing
research in the areas of information theory, pattern recognition, and computational geometry. Dr. Toussaint is past council-
member of the North American Branch of the Classification Society and past Associate Editor of the IEEE Transactions on
Information Theory and of the IEEE Transactions on Pattern Analysis and Machine Intelligence. Presently, he is Associate
Editor of the Plenum Press Series on Advanced Applications in Pattern Recognition, Associate Editor of Pattem Recognition,
Associate Editor of Computational Geometry: Theory and Applications, Associate Editor of the International Journal of
Computational Geometry and Applications and Associate Editor of the Visual Computer. He is also on the Editorial Boards
of the Joumals Discrete and Computatational Geometry and Forma as well as on the Advisory Board of the IEEE Transactions
on Pattern Analysis and Machine Intelligence. He is a member of several learned societies including the IEEE, The Pattern
Recognition Society and the New York Academy of Sciences. He recently edited two books published by North Holland,
Comgutational Geometry in 1985 and Computational Morphology in 1988 as well as three special issues on computational
geometry, one of The Visual Computer (May, 1988), one of the Proceedings of the IEEE (September, 1992), and one of Pattern
Recognition Letters (September, 1993). In 1978, he was the recipient of the Pattern Recognition Society's Best Paper of the
Year Award and in 1985 he was awarded a Killam Fellowship by the Canada Council to carry out a two-year research project
on movabie separability of sets.

Donna Harman has been involved in research in new retrieval techniques for many years. She works at the National
Institute of Standards and Technology (NIST) and has built a large-scale prototype of an advanced retrieval system for testing
in several government agencies. Currently, she is involved in running the Text Retrieval Conferences (TREC), including
developing a new test collection involving over a million documents, with appropriate topics and relevance judgements. She
received an M.E.E. degree in electrical engineering from Cornell University, and worked with Professor Gerard Salton on the
SMART project. Before comingto NIST, she was aresearcher atthe National Library of Medicine in the areas of expert systems
in medicine and informational retrieval systems.



Third Annual Symposium on

Document Analysis and Information Retrieval

INFORMATION SCIENCE RESEARCH INSTITUTE
University of Nevada, Las Vegas
April 11-13, 1994

Conference Registration Form

Name:

Title:

Company:

Address:

City: State: Zip:

Telephone Number: ( )

E-mail Address:

Registration Fees Pre-Reg Regular Amount
before 3/11/94 after 3/11/94

Conference Registration $375.00 $450.00 $

(Includes dinner Tuesday, 4/12/94)

Dinner (Tuesday Dinner for Spouse/Companion) $ 10.00 $

Dinner/Cruise on Lake Mead (Monday Dinner) $ 50.00 $

(Pre-registration is recommended since seating is limited)

Conference Proceedings (Extra Proceedings) $ 50.00 $
(One Proceedings is included in the price of the registration)

Make checks/money orders payable to: UNLV Board of Regents

Mail completed conference registration form and check/money order to:
Symposium Manager

Information Science Research Institute Telephone (702)895-4571
University of Nevada, Las Vegas Fax (702)895-1183

4505 Maryland Parkway

Box 454021 All checks/money orders should be in U. S. Dollars

Las Vegas, NV 89154-4021 and checks must be drawn on a U.S. Bank.



HOTEL REGISTRATION FORM

Rooms Reserved Under the Name: Third Annual Symposium on Documentation

Reservations received after March 10, 1994 will be accepted on a space available basis only.
Please reserve accommodations for:

NAME:

HOME ADDRESS:

CITY: STATE: 2IP:

HOME PHONE:

COMPANY NAME:

COMPANY ADDRESS:

CITY: STATE: 2IP:

BUSINESS PHONE:

SINGLE OCCUPANCY - $ 79.00 DOUBLE OCCUPANCY - $ 79.00

WILL ARRIVE: , 1994 TIME:

WILL DEPART: , 1994  TIME:

Reservations will not be held after 30 days without a deposit. Credit Card Numbers are taken as a guarantee
only, not as a method of payment.

Enclosed is my one night's deposit payable by: Check (Circle One) Credit Card
Mastercard Visa American Express
Carte Blanche Diners Club
CREDIT CARD NUMBER:
EXPIRATION DATE:

PLEASE PRINT NAME AS IT APPEARS ON CARD:

Room Reservations: (800) 582-2228 Fax: (702)796-4334
Or mail your reservation to:
Alexis Park Resort

P.O. Box 95698
Las Vegas, NV 89193-5698
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APPENDIX B.

The Automated Recovery and Organization
of Scientific and Technical Information
from Microform Archieval Documents

A Proposal
submitted to:
the NSF/ARPA/NASA Digital Libraries Program



DIGITAL LIBRARIES: THE
AUTOMATED RECOVERY AND ORGANIZATION
OF SCIENTIFIC AND TECHNICAL INFORMATION

FROM MICROFORM ARCHIVAL DOCUMENTS

submuted To:

The RESEARCH ON DIGITAL LIBRARIES Program

Prepared By:

T. A. Nartker. K. Taghva, & J. Kanai
The Information Science Research Institute
University of Nevada. Las Vegas
Las Vegas, Nevada

P. Mulgaonkar & J. Hobbs
SRI Intemational
Menio Park. California

R. Wharton & J. Hastings
The Desert Research Institute
Reno, Nevada

S. Zink

University of Nevada. Reno
Reno. Nevada

February 1994
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PROJECT SUMMARY

The opjectves of this researcn ure 1o identiry ana deveion e technologies needed to support end-
‘0-end. LUIOMAteQ rIeovery nd organization of sJienufic ana tecnnical informaton from
TICTOroMmMm documents. | Hsionoiy, Grge soay Of exisung informauon nas oeen produced on
1ra Copy and archivea on oo, LLithougn curTent gocument processing systems are capable
't converung ciean priated .ooCcwments 1Into aigitizea form. recognition of text trom poor quality
LOCUMEnts 1S erTor ¢rone. [ :rin2rmore. Liese systems cannot automaticaily organize extracted
:nformation. Theretore. .::ormation recovery rrom microtorm documents iS an appropriate
-esearch area.

In this project. researcn rropiems in the tollowing rour stages of document conversion are
investigated: pre-processing, recognition of document objects. rewieval of information, and
browsing and discovery. Preprocessing steps serve two roles: 1) they remove scanning artifacts
from images prior to recognition. thereby improving recognition rates: 2) theyv partition the image
into regions based on information modality so that each region can be processed by suitable
recognition svstems. In parucuiar. Jorrection of geometric distortion. removal of photometric
noise. und page decomposttion propiems wiil be investigated.

Currently. text regions are converted into ASCII using optical character recogniton (OCR) systems
Since errors generated bv OCR systems propagate to down stream applications they strongly affect
the overall performance of intormation processing svstems. Thus, text-based methods for
correcting OCR errors will be studied.

Graphic regions are usually manuaily indexed. Thus, information that does not correspond to a
predefined a set of keywords can be neither extracted nor accessed. To overcome these problems, a
model-based approach to automated extraction of information and methods for automated linking
of text and graphics will be examined.

Although the text-based correction methods are expected to correct many QCR errors, it is highly
likely that some cnaracter crrors wiil remain in OCR generated text. Hence. the effect of OCR
translation errors on informauon retrieval must be investugated. Furthermore. 1o deal with OCR
¢ITOTS. approximate matching techniques will investgated.

To make extracted information useful. methods to automatically organize the information will be
explored. Some of the proposed research topics include: 1) automatic markup of the structure of a
document, 2) automated indexing of documents, 3) natural language-based query construction, 4)

natural language-based precision refinement, and 5) automated generation of hypertext links for
browsing,

Progress made in this project will be measured using prototvpes ot an end-to-end data recovery
svsterm. a set of real worid (ocuments. and a set of real world queries. In particular, technical
papers in the NSF Antarctic tierature database will be used in the evaluation process. Knowledge
obtained from this oroject il be anpiicable to canversion of other corpora ot printed/microform
Jdocuments.



EXECUTIVE SUMMARY
e voal of the NSF/ARPN NASA Digitan Libranes nttatuve @s to acnieve an economically
“casinle capapility to digitize ihassive corpora of information (rom neterogeneous sources such that
eV Can pe storeq. manasoi. ceurcnad. Jid remevea automancaily. To this ena. the Information
‘cience Researcn Instuteie !SRI) Lt tne Umiversity of Nevaaa. Las Vegas (UNLV), SRI
aternauonal (SR, the Desert Researcn Institute (DRI, ana the University of Nevada, Reno
UNR), propose to underake & coonerative project ot appiied research to identity and develop the
‘cchnoiogies needed to suoport cna-to-end. automated recovery and organization of scientific and
‘echnical information from microtorm archival Engiish language documents.

\We know that researchers ao not read documents in a linear tashion and that many users prefer
“rowsing through information. jumoing trom topic to related tooic. Hypertext systems permit such
:nformation access by providing tinks between reiatea portions of a document, and between related
information in different documents. Hypertext authoring systems allow information creators to
produce such links while the information 15 being generated.

However, there exists a iurge Podv of existing information that has historically been produced on
nardcopy. Formats, document structures. and styles tollowed in these documents have been
driven by visual aesthetics or by the linear torm dictated by the medium. Document processing
svstems today are capable ot converting much of this information trom hardcopy into digital form.

Current document understanding svstems cannot organize the converted information into the new
structures required by users of digital information. Further, recognition of text from poor quality
(old) documents is error prone. and the resulting character errors can affect the recall and precision
ot the information retrieval processes that operate on the recognized results.

We propose a focused research program that addresses these issues. Specifically, we propose:

« Selecting a well defined corpus: the 40,000 microform English language
documents in the NSF Antarctic research database that covers all known
publications in diverse but related scientific tields (geology, biology,
atmospheric science. etc.) on the continent.

«  Working with researchers who use this information now and will be the
beneticiaries ot the digital corpus when it is created. to identify the
information access mechanisms that wiil be most useful to them

+ Developing and characterizing document processing techniques that scan,
preprocess, recognize. und organize the information extracted from the
microforms based on the inputs from the user community.

« Developing a testbed with progressively increasing capabilities that: (a) the
users can use, evaluate. and critique: (b) that can support the needs of the
research team by providing accurate and representative data for evaluating
and extending processing algorithms: and (¢) that can serve us a testbed for
integrating new research ideas and algorithms in a controiled and
cooperative manner,

At the end of the four veur research program. we expect 10 have added new and significant
<nowledge to the Informauon Storage und Retrieval literature. Specifically, techniques using
natural language for extracting und linking information in documents: cataloging techniques that
can be tailored by users to present specific views of the retrieved information: and techniques for
adapting to and correcting errors caused by incorrect recognition.



blur research will also wad footne terature oo otne document understanding arena. making
anaamental Progress in modeiny noIse ana ¢2Iraaalon in micrororm images: trainable domain-
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Pertormance of browsing < <iems taithougn nzcessaniy subjectiver wiil also be published for the
TESearcn Community 1o eviiuLie.

The ulgorithms and prototvoe svstems that we develop wiil be made available to several
communtties: First, the cioit fibrary researcn community will benetit by having the large corpus
avatlable for experiments in autornauc indexing, information organization, retrieval, and similar
studies. Second, the document understanding community will benetit from the large volume of
dccurately truthed images that wiil be available to test new algonthms and systems. The lack of
sufficient data, especially in the science and tecnnoiogy fields is orten cited as a key restraint on the
development of improved document understanding systems. Third. the researchers who study the
polar Antarctic region. wiil benetit by having a compiete compendium of knowiedge in their
research field avaiiable at their fingernos. [t would be interesting to study how their research habits
<hange once this source becomes readiiy accepted. Finaily, commercial information providers will
benetit by virtue of having a system that can be used to automatically (hence cost effectively)
convert, organize and setl other corpora of documents that currently exist only in hardcopy form.

\We propose providing tree access to the tirst three communities and licensing the technology to the
commercial information providers.

Our research plan is focused on the technoiogy voids that we have identified. The plan is
subdivided into four elements: preprocessing technology, recognition technology, postprocessing
technology, and use of natural language for browsing and cataloging. This research plan is backed

by a well defined experimental methodology for characterization of algorithms and measurement of
performance,

Over the past three vears. the experimental environment required to compare. evaluate, and
experiment with competing technoiogies in both optical character recognition (OCR) and
information retrieval (IR) has been developed and used at ISRI in Las Vegas. The operation of
such large scale test tacilities requires a significant investment in both equipment and personnel.
ISRI has developed a management intrastructure to conduct annual technology assessment tests of
competing OCR systems. New performance merics. new test datasets, and facilities to create new
test datasets have been deveioped. The mechanism of publishing the results of this competition is a

Symposium, "the Symposium on Document Analysis and Information Retrieval,” held each year in
Las Vegas.

Our team is strong and uniquely capable of conducting the proposed research. The Information
Science Research Institute (ISRI) at the University of Nevada. Las Vegas was established in 1990
by a grant from the United States Department of Energy. The overall mission of ISRI is to foster
the improvement or automated technoiogies tor document processing. Since 1990, ISRI has been
conducung large scale experiments 1n gocument understanding using its automated experimental
;avironment. NO other renenren institute h ine worid currentiv has such capabilities. We have a
rack record in characterization of OCR tecnnology and in investigation of the interaction between
the recognition and rewrievai tasks.

SRI International is the world's largest independent nonprofit research institute, chartered in the
state of California. performing a broad spectrum of problem-oriented research. Groups at SRI that
are involved in the proposed work have a significant track record in OCR and image understanding
(e.g.. forthe US Postal Service). hypertext and muitimedia. artificial intelligence. and distributed



nrormation storage and rewtevil, Uur naturdd language svstem (FASTUS). developed in 1992,
Va8 AmMong the (op 1Wwo Or ree 2Lders i Hwo rectnt evaluanons ot wntten tuinguage systems. and
.1 Order 0f MagnItuae foster IRAn Comnarianie svsiems,

The Desert Researcn instiite voneg wornd's largest muindiscininary organization conducting
avironmental researcn in wna Lwnas. ORI was recenny awaraed o o-vear grant to study the
~1eMurao Dry Vailevs recion or Antarcuca - .« cold desert ecosystem - as part of the NSF's Long-
Term Ecological Researcn i TER) rrogram. Over 23 seninr investigators and graduate students
.re involved in this LTER rrorect. making DRI home to the majority of active researchers in this
wrea. Project staff are inumately famiiiar with the Antarcuc literature regarding the Dry Valleys:
ey nave studied ail or it. una developed a great deal of it: thev are the domain expers.

DRI originally grew out ot the University of Nevada. Reno: and the two institutions maintain a
-lose working reiationsnin todayv. not only in science. but in service tacilities as well, including
their Libranes. For a numper ot vears. the UNR Library has aggressively pursued electronic
storage and retrieval for uts holdings, which include a large collection of Government doecuments,
on environmental matters in particular. Library staff are protessionally interested in the effects of
information technology on scienasts research habits and scientific productivity.

Under this program. ISR wiil conduct research in OCR techniques. information retrieval, and
document markup. ISRI wiil also be responsible tor the generation of image and truthed character
data for supporting the teams research activities. [n cooperation with the other team members,
[SRI will design, deveiop. document. operate. and maintain the experimental testbed. SRI will
focus on preprocessing algonthms. graphics understanding techniques, and natural language
techniques based on SRI's FASTUS syvstem. DRI will provide the team access to the documents in
the Polar Antarctic database and access to researchers who use the information. DRI scientists will
also serve as test users of the data as it is converted and throughout the development cycle, work
closely with the team in defining needs and evaluating technical approaches to meet the needs.
UNR will provide bibliographical knowledge that will be required to organize the extracted
information according to accepted conventions and patterns. UNR will also have the responsibility

to obtain all required copyright releases and other administrative protocols for providing users
controlled access to the data.

The entire team is commutted to achieving the proposed goals and is enthusiastic about the program
potential. Both the administration at UNLV and UNR as well as the management at SRI and DRI
strongly support the proposed project.

[n summary, we confidently look forward to achieving the proposed goals. The end results of our

research will benefit the entire infrastructure of information extraction and organization on which
the future of digital libraries will be based.
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[. INTRODUCTION

One goal of the NSF/ARPA/NASA Digital Libraries [ninative is to achieve an economically
feasible capability to digitize massive corpora of information trom heterogeneous sources such that
they can be stored. managed. searched. and retrievad automatically. To this end, the Information
Science Research [nstitute (ISRD at the University of Nevada. Las Vegas (UNLV), SRI
[nternational (SRI), the Desert Research Institute (DRI), and the University of Nevada, Reno
(UNR), propose to undertake a cooperative project ot applied research to identifv and develop the
technologies needed to support end-to-end automated recovery and organization of scientific and
technical information from microtorm archival English language documents.

The large amount of extant archival information that is available only in microform makes this a
particularly interestung problem domain from the digital libraries perspective. Unlike new
information that can be organized trom its creation to take advantiage of the search capabilities of
digital media. microtorm documents are rerlections or the organization imposed by their hardcopy
originals. We propose to study the methods by which end-users access such archival information
and to reflect these needs in the document processing steps. This will allow us to automatically
organize extracted information in ways that provide user triendly search capabilities which
significantly improving the usability of the retrieved information. Because information access
requirements can vary with the type of materials used. we propose to focus our research efforts on
a well-defined subset of archived knowledge: the upproximately 55,000 papers in the NSF
Antarctic literature database and on the collection of users that have an interest in that data.

The selected problem domuin has major significance rrom the perspective of document recognition
systemns as weil. Iinages recorded on microforms media are frequently low resolution and contain
much noise and distortion. Consequently, such images present more difficult problems for
preprocessing and recognition algonthms than do umages captured from paper documents. The
resedurch that we propose il devetop techniques that use detatled charactenzaton of algorithms,
methods for automaucally seiecting algorithms with characterisuics that suit the image quality, the
use ot natural language to improve recognition resuits and prestructure the information to support
advanced access methods such as browsing and complex yuertes. and will make significant
contributions 1o the tield of intelligent document understanding. \We believe that algorithms to

solve all of these problems either already exist or can be created in the time frame of the Digital
Libraries program.
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\We expect that successtul compietion of this research would make possible the automatic creation
ot archival databases which wouid provide users both trowsing capabilities and powerful graphic-
based queries to retneve intormauon. Because both the tnput image domain and the domain of
output users 1s weil detinea. we wiil be able 10 address tundamental research issues such as:

|. models for user interactions with the information.

=. dutomanc techniaues that use these models in the process ot extracung and
storing inrormuation.

(OP)

expentmental charactenzauon of document processing digonthms.

4. algorithms that cun be optimized to work on specific types of document
images. and

5. interaction between search methods and techniques for accessing and
representing results of the search.

The research proposed here i3 grouned according to the technoiogies that are needed to provide
automatic recovery of such intormation. These areas are pre-processing, character recognition,
graphic recognition. and post-processing. There ure both commercial and research prototype
systems available 1o perform many or these tasks. [t is our intent 1o evaluate and incorporate as
many of the available systems into the proposed testbed as possible. Thus. the final technology
incorporated in the testbed produced as the output of the proposed research will be a combination
of commercial elements. prototype elements, and new algorithms deveioped as part of this project.

In order to automate the task of comparing competing algorithmic approaches to each of the
recovery steps needed. specially designed experimental environments will be constructed. The
design and construction of such test environments has been discussed by [Kanai93].

Experimental "testbed” vnvironments to evaluate both Opticai Character Recognition (OCR) and
[nformation Retricvai (IR) <vstems have been puiit ang have been 1n operation at ISRI for the past
three vears tsee [Ricev3] und [Taghvavdal). These experimental svstems are available for the
research proposed herein. We expect 10 buitld and operate similar svstems 1o compare and evaluate
pre-processing and grapnic-recogmnon technologies s part of the proposed project.

Experimental environments to evaluate and compare image processing algorithms, recognition
algorithms, and retnevai algonithms require some form of "ground-truth” test data. ISRI has also
deveioped a laboratory for preparing such test data as part ot its research for the U.S. Department

of Energy (DOE). The facilities of this laboratory will be available to prepare test data for the
proposed proiect.

()
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[n the remainder ot this pronosal. e rirst describe tin Section [1) the domain that we have selected
for study (the NSF Polur ..ntarcuc catabase) and the rationaie tor seiecting that particular domain.
In Section IIT we present tre outline of an automatic system that. upon compietion of our research,
will be capable ot convertng and organizing the information in the selected domain. In Section IV
we idenuty the researcn that must be undertaken to develop technoiogy required for achieving the
system vision presentea in Section 1. Sectuon V describes the rigorous testing environments that
\we propose constructing 1o guide and manage the research. Section VI presents our phased plans
for distributing the fruits of our research (both in terms of digitized corpora and information
capture algorithms) into the relevant user and research communiues. We also identify how these
communities can provide feedback to inrluence the course of our own research erforts under the
proposed program. The remaining sections cover (in order), the equipment required, project
responsibilities, and the proposed schedule and budgets.

II. THE PROBLEM DOMAIN

Since 1951, the Library ot Congress, under contract to the National Science Foundation, has
accumuiated a microform based archival library containing Antarctic research literature.
Approximately 55.000 articles have been scanned and catalogued through mid-1993. It is
estimated that between 35.000 and 40.000 of these research reports are printed in the English
language. The microform iibrary contains a (scanned image) copy of each page of each article in
the collection although use of the coilection is still subject to copyright restrictions. This Antarctic
literatwre is, of course. only a tiny traction of the world's scientific literature, but it contains
representative titles from ail biological and geoscience disciplines. Furthermore. it represents the
totality of work which has been conducted on a large and scientifically compeiling world region.

An especially interesting subset of the Antarctic research literature can be identified. This subset is
the (approximately) 500 articles, pertaining to the so-called Dry Valleys in the McMurdo Sound
area. As it happens. the McMurdo Dry Valleys are currently the focus of a Long-Term Ecological
Research (LTER) site, being actively studied by the Desert Research Institute. part of University
and Community College System of Nevada. also under contract to the NSF. Approximately 25
scientists and students are affiliated with this LTER project. making Nevada home to the majority
of pracricing researchers in this tield. Thus, an ideal subset or documents for study (an

experimental/training set) exists and most of the experts on this set are directly available to this
project.

Through preliminary discussions with this scientific community. we have identified several modes
of access to information wnich are especially important. First. user triendly svstems for efficient
browsing uand discovery in such a collection are desirable. Also. queries based upon combinations
of four basic parameters- who' authored the study, “what" did hesshe measure. “where" were the

measurements taken. and/or “when” were the measurements taken- will satistv the majority of
more detailed retrievals.

1,2
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Note that document uccess by name ot author 1s not supported by most most automated
document understanding svstems. Access by geographic and temporal based queries is not
<upported by any current retrieval technology. Simiiarly, uccess to sections of documents
;ontaining technical (tabulur/erapnical) intormation is not supported. \We believe that these types
of retrieval modes can be devetopead in the ume trame of the Digital Libraries program. The
availability of appropniate technology to support the automatic creation of efficiently searchable
document databases would significantly help the Antarctic research community and subsequently,
be valuable technoiogy tor ine broader sciennfic research community.

[II. OVERVIEW OF TECHNOLOGY NEEDED

We have seen (in Section I} how the Antarctic research community would like to interact with the
information present in the NSF  Antarctic research papers database. The key elements of their
research strategies can be summarized by a combination of queries of the form: Who (did the
research), When (was the data coilected). Where (was the data collected). and What (type of data
was collected). The objective of such queries is to correlate information in different documents in
the collection. and produce 4 composite view of the knowledge.

Clearly, in designing a system to answer such complex queries, simpie string searches of the
textual knowledge will not be sufficient. Information present in the hardcopy document must be
extracted; separated from unnecessary tactors such as page formats and layouts; correlated and
connected; and stored in ways that allow easy retrieval and browsing. The volume of documents
that have to be processed necessitate the development and use of an automatic end-to-end system.
And finally, as the users’ experience with the digital library grows. new needs and requirements
will be generated. The conversion svstem must be adaptive and able to grow as requirements
erow. Figure | shows a diagram of just such a system.
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Figure {. Automutea Enc-to-end Microtorm information Extraction System

The general process will consist of scanning the microtorm documents. recognizing characters and
graphics in the documents. {ollowed by postprocessing for error correction and knowledge
organization. Users wiil use the knowledge base (called digitali library in Figure 1) in an interactive
manner. Their experience ‘with the library will result in improvements in our understanding and
representation of the kinds ot queries the users make. This in turn will atfect the way in which
information is extracted. processed. linked. and represented.

Many of these functions are performed by document understanding systems today. In general,
given a specific microform collection, current film or fiche handling equipment and current
scanning hardware can produce satisfactory digitized images at reasonable cost. The quality of
page-images produced is mostly a function of the quality of images on the microform media and
not of the scanning equipment utilized [ Bradford94]. Thus. in most cases today, automated access

o (and use of) large quanuues ot archivai intormartion is limited by current image and text
processing capabilities.

Given high quality page-images. current technologies for "Optical Character Recognition” (OCR)
produce output character accuracy's greater than 99.5% [Rice93]. The authors of this proposal
have conducted a number of recent studies which increase this accuracy to above 99.9% [Rice92],
[Taghva93a]. Further, we have demonstrated that. with some additional processing, the residual
errors do not significantly atfect the performance of current Information Retrieval (IR) systems

[Taghva94b). Thus, at least with good page-image input, currently available technologies will
support automated information recovery.

However, significant advances are required in two areas to achieve the vision described by the
ubove model. First, the character accuracy's produced by current OCR systems fall off
dramaucally as page auaintv aecreases. even though such pages are easily readable by a human

reader {Rice92), [Ricey3]. ~ccond. current IR technoiogies do not support several simple types of
access to information which ire needed.

The next section (Section i\ desenibes our research plan tor addressing and solving these critical
1ssues. Section VI describes our experimental methodology that will guide and evaluate results of
the research. Section VII describes how the user community and the external research community
will interact with our proposed svstem and provide feedback during its development.

o]



V. RESEARCIH PLAN
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First, 10 cevelop 4 tully  comatce cocument conversion crocess. uptimal image processing
Hgonthms must be selecia.l without anyv numan interventon. “or examnpie, at this time, the best
~ay 10 ChOOSE a Dreproce: ing ilgoritnm. sucnh as a binamzation aigonthm. 1s by experimenting
vitn the aifferent metnocs .ot examining therr results {O'Gormany2]. Our proposed research into

Jutomaticaily measuring :ave quality wiil lead to the development of schemes for automatcally
-electing opumal image rrocessing alcontnms.

second. :oday's document understanging svstems provide minimal support for exrracting and
representing information i the document. We feel that conversion ot text to ASCII that can be
-earched using stnng oatching toust @ Hrst siep 1in the process. We need systems that
‘understand’ the informat:on at a .evel ¢eep enougn to AssIst tne end-users rind information that
they ure looking ror. comnine fragments of information to gain new insights into the informaton
corpus: and organize retrieved information in an understandable manner. For example, our
proposed approach findiny domain speciric phrases using a natural language svstem and linking

them 1nto a nypertext representation wiil provide users functionaiity that goes well beyond string
searching.

Finally, characterizing the lurge number of algorithms that are either available commercially or in
the research community 15 4 significant area where focused research is lacking. Researchers in
communities such as information retrieval, message understanding, and character recognition,
understand the value of well organized. accurately ground-truthed corpora. However, many areas
of algorithm development are not adequately characterized. An example of such characterization
problems can be illustrated bv examining the current literature on skew detection algorithms.
Almost all of the publishea algorithms have been tested using small scaie experiments. We expect
'0 pertorm such charactenzaton and place the resuits into the literature,

This section is broken out into four subsections corresponding to the four processing phases
described in Section 1. Section V.1 deals with preprocessing issues such as measurement and
correction of distortion 1n scanned microtorm images. Section IV.2 describes recogniton issues; in
particular character recognition for converting and encoding the text portion of the images and
issues dealing with recognizing information in graphical elements. Section V.3 describes
postprocessing issues related to the use of lexicons for error correction and automatic markup to
support document retrieval. Section [V 3 deals with natural language based systems for extracting
and tagging complex information required tor structured queries. automatic creation of hypertext
links between complex information elements to allow browsing, and the creation of catalogs that
show users the resuits of aueries without overioaaing them with raw data.

fn euch subsection. we aisciss the backgrouna that the probiems are 11 the context of microform
conversion), the current =.:¢ o1 the 2. ana the nroposed researcn 101 soiving remaining problems.

IV.1 PREPROCESSING ISSUES

Preprocessing steps serve two roles: they (1) remove scanning arufacts from images priqr to
recognition. thereby improving recognition rates: and (b) they partition the image into regions
hased information modality rie. text grapnics. halftonesi so that each region can be processed by



AlLabie recognition SVSIems. LIXDHCILY O IMDICIY. Freprocessing siens measure characteristics

tthe image (e, smage Uiy or notse Yo that e rec aniion svstem parameters can be suitably

TICHL nrenTocessing soon ANIsta TIAnTLL SN, LOITeCnon O S2omenne Cistonion, removal or
ORTENSION OF DROMOMZI . IsC. L LIy TRUe C2COomTesiiion. foimis section (as in the
TOCOSEQ 72SEArcnht. e 1 Jun onIv oo inaoaner tnres areas c2cause we tzei thar binarization
2Cnniues are sunably aan L nrLd ana nin e voone ol the prorosea research we will not be able
D make 2av reasonaple conimunons nonatarca

IV.l.1 Correction o1 (Geometric Distortion

‘What 1s geometnc cistornon’

(Geometric distoruions resuit rom improper presentation ot the nardcopy to the scanning device.
The different types of distoruions that can occur depend on the geomerric relationship between the
THCTOIorm document and (2 enies i torm e image on the scanner. [n scanning devices that
move the nardcopy tn rrant of the HNALINg vvsiem. Mechanicil erors aiso produce geometric
Jistortions. Detection of distortions tvpically invouves detecting known geometric patterns in the
Jata. analyvzing the appeuarance ot these seometric patterns. and computing an inverse
iranstormation that maps the distorted image back to 1ts normal appearance.

What are the sources of distortion?

The most common form ot geometric distortion is called skew. [t is the resuit ot a misalignment of
the document relative to the scanner. [n the image, the document axes appear rotated relative to the

image axes. There are many commercial and published algorithms for detecting skews as smallasa
few tenths of a degree (Baird92).

Warping of the original hardcopy refative to the scanner axes can cause higher order distortions.
Consider. for example. tii¢ copler image or a page near tne spine of a hardcover book (Figure).
Similar distortions can occur it the micrororm being scanned does not lie flat in the image plane.
Phvsical damage to the mucrotorm (tolds or bent comers) can produce similar distortions.

Non-uniform motion of the microform in front of a scanning imaging system can produce
geometric distortions that vary with position in the document. Such distortions can give rise to

apparent changes in the size of characters in the document, change the aspect ratio of graphics in an
unpredictable manner, etc.

What methods can be used to detect distortion?

Tvnic..ll methods for deteciinye and correcting distortion are based on recognizing easily detectable

eometric antifacts with & ~nown shape. For exampie. tvpreal skew correction alzonthms assume
‘mt the baseline o the iines of text 11 a document are tairiv uniform and straight. Skew causes
these baselines 1o rotate reative to the unage axis, [Kanungov?? cual. have published detailed

natnematical modeis or the image tormation process in pnotocopiers and have demonstrated how
these models can be used to measure compiex distortions.

We cun make use of the fuct that microforms typically have geometric indexing marks (punch
holes) to align the rorms with the scanning stage. However, there 1s no guarantee that the original
hardcopy that was used to muke the microtorm was properly aligned. Features (such as the blank

spaces between page images in a microform therefore may not be sufficient for detecting
Jdistortions.
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“What are the researcn tssue:

(jlven the current $taie o0 =0 lonnology. the Kev reseuarcn issues that we wiil address are as
‘ollows:

. Mathematicai noaeiing of distortions: .\s described above. certain classes
of distortion moaels are available in the iiterature. However, to our
knowiedge, 1o svstemauc erfort has been made to model compound
distortions. We pronose deveioping detailed phyvsical models of the imaging
systems used tfor rcanming the microtorms and develop parameterized
models or the istortion sources. This wiil invoive making accurate
measurements ot phvsical dimensions of the scanning system. Other
factors. such uas distoruons induced bv nonhomogeneities ot the imaging
system tlens distornons and such) will be calibrated by scanning documents
printed with known calibration targets such as gnds and lines.

2. Determination of measurable geometric features: We will develop a

semiautomatic svstem to identify key geometric elements in the page
images. Automatic systems will be used for detecting features such as text
lines. Semiautomatic systems will allow the operator to designate repeatable
identifiable features such as rules. boxes. and other graphic elements that
are typically found in the Antarctic literature, We will develop robust
estimation techniques for computing the parameters of the composite
distortion mode! bused on measurements trom the image. Robust data fitting
techniques are being uctively studied by the computer vision community
(see for exampie. proceedings of the Robust Computer Vision workshop

1992) and such twchnigues will be adapted for use in the distortion
estimation svstem.

3. Domain specific distortion correction algorithms: Distortion correction
depends on three tactors: (a) the modality of the information affected. (b)
the processing mechanisms that extract information from the affected areas,
and (c) the criticality of the information.

(a) Textinformation. line drawn graphics. and photographs will be
atfected in dirferent ways by the same distortion patterns.
Different correctuion methods will be needed for these three
classes or 1rormation. For exampie. preservanon of high
frequency rormanon wail be more important tn text regions
than in grav icvei photographs. Preserving linearity ot segments
in scanned graphs is more important and can be traded off
against preserving high frequency components. \Ve will define
models for the information content ot different tvpes ot
information regions in a document and experimentally identity
the applicability of various distortion removal techniques.
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(¢) Documents .re redundant encodings of information. Text
contains ~ion words that do not contribute to the intormation
content. Rules ana other graphical elements are used for styiistic
reasons and (o not convey information. Word-based analysis
can allow racoverv of certain errors made during character
recognition. l{owever, entmes in tables. annotations on a graph,
and otner uiar eiement have a high informauon content
because they are tvpicaily not repeated within the document or
present unijue retanonships with other information elements in
the document. Ve wiil focus our research on techniques to
idennty tne crincatity of the information in various regions ot the
document and devetop methods for concentrating the distortion
correction ettorts on such regions.

IV.1.2 Noise Removal/Enhancement

Geometric distortions discussed in the previous section are one form of noise that makes a page
image appear different from the original document. The second class of noise is photometric noise.

There are many sources ot photometric noise (or noise tor shorr) that all contribute to the changes
in the appearance ot the imuuc.

\Why noise removal’

Noise removal is required for precisely the same reasons as geometric correction discussed earlier.
Noise can cause significant changes in the apparent shape of objects in the image. For exun?le.
change in the value of a few pixels from light to dark can change a character "c" to "o".
Conversely, a line drawing can change from a series of connected regions to a group of
disconnected regions if a few pixels change from black to white.

Further. different OCR devices use different approaches to recognize characters. some devices are
rmmune 10 a particular kind ot noise while others are not. The avalability of metrics to measure

noise ti.e., speckle and shews wiong with document quality (i.e.. character brokenness) should
make possible expertments 1o seiect npumai recogniiion systems.

Thus the goal of noise estmation und removal is to reduce the noise in the image and attempt to
make the image look as close (o 1ts 1deal representation as possible. and 1o provide information to
downstream recognition processes about optimal recognition algorithms and parameters.

Noise removal methods?
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SrIOMMING NOISE removil & ~rocessing gray ievel images of the cocument with more complicated
‘liters such as gray ievel mormnological operaiors or topoiogicai operators |Paviidis93]. Although
‘ngse methods may work on ne average, ey <urfer rrom the fact that many documents contain
vaild information eiements tnat may resemple nowse tn other documents. For exampie, documents
vnere (Xt is printed on & .:.unt colorea background may present 2 low contrast or broken text
~haracters that mav look like sult ana pepper noise: ¢ots In a haiftone may have the same size as
speckle noise: and other similar contusions may occur. In such cases, ad-hoc techniques may
accidentally delete information that 15 relevant and shouid be preserved.

~1 Noise model based techniuues.

Such techniques use a parameterizea notse mogel that represents the sources of noise, and uses a
nung process to match the onservea image “uaiues to estimate the parameters. Once the noise
process 1s modeled. its effect cun pe reguceda. or 1deally. eliminatea.

In digitizing microforms. noise can be induced in two stages. First. the process of converting the

paper document into tilm can be noisyv. Second. the process of converting the film data into digital
tform can introduce noise.

Noise modeling is an active area of research in the document understanding community today.
Two of the most well known noise models are due to Baird (AT&T) [Baird92], and Haralick
(UW) [Kanungo93]. Baird's model. which is the most elaborate. focuses on modeling as many of
'he rnysical parameters invoived in going ‘rom an ideal character to its scanned digital
representation. [t inciudes terms that model. :mong other things. :he spread of ink on paper, the

ran@om Jitter ot the paper retative to the scanner. and the random thermal noise that is introduced in
‘he scanning process itself.

Work at SRI has focused on « mode! that captures the variation of the appearance of characters
without separating and correlating the variations with specific physical aspects of the scanning
process. We have found this method to be more useful than the composition of physical models

because the number of parumeters required to span the significant changes in appearance are
smaller, and consequently, estimating the parameters is possible.

\'n research has been conducted to empiricaily or theoreticallv model the noise that would be
nroauced In the process of digitizing microtorms. \We rropose following a methodology similar to
matoutined in the previous section to produce @0 empiricai noise model, We wiil digitize and scan
wrspecial calibration patterns. by blank una known areas of exisung micrororm documents. and
J1nnerotorm versions o e calibration patterns. “Ve wiil deve:op suntable parametric noise
nodels based on tne argitized v alues.

Another area of research that we will uddress 1s the development of noise models for line graphics
:nd halftones. No such models currenuy exist. The necessity for such noise models will be driven
hv the class of queries that the  Antarcuc research community is likely to make. In general. if the
nontext regions are only stored on disk without further processing., no noise removal (hence
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removai. As discussed eariior. e role 0f noise removai is to reduce errors in the interpretation of

ne ¢ocument INTormaten. e role of postprocessing s to remove the errors based on all the
‘NfOrMation that 1s avatiac...

SRUhas been acave 10 geveroning techniaues 10r caaracter recognition that are insensitive to noise
*hat s wypically founa i roor quality document images. Poor quality documents give rise to
.rufacts commoniy called -.cementation problems in which individual characters cannot be
separated from each other. or in which individual characters break apart into small elements. In
such cases, conventiona: :hape-tempiate based OCR systems cannot read the underlying
.nformation. We have devetopea tecnniques called segmentanon-tree OCR and segmentation-free
vord recognition {Cheny2. Cheny3a, Chenv3b] in which lexicons. OCR performance models, and
language models are combined to piece together the most likely interpretation of the data. We are

investigatng extensions of these methods to incorporate natural language understanding techniques
10 produce turther iImprovements In noise immunity.

[V.1.3 Page Segmentation

Page segmentation is the process that breaks down page images into areas that represent .ugmﬂcant
information blocks. Typically. a page in the Antarctic database will consist of several significant
fields: main document text. graphics. headers, footers. and logical blocks such as author, title, etc.

There ure three keyv ciements in page segmentation: separating the page into (usually)
nonoveriapping blocks to produce a cover. classifving each block by the tvpe of information it

conveys, and finally linking clocks into a iogicai ordering. Page segmentation is also referred to in
the literature as page decomnosition and zontng.

Most commercial document understanding systems do a reasonable job of page segmentation when
the puge structure is simple (1.e.. single column of text with some graphics). As the structure
becomes more complex (siy a Jupanese newspaper with different writing styles, read orders, and

muitiple columns) the problem becomes extremety difficult and no general solutions exist (and
indeed. none may be possible).

Issues in page segmentation.

\We ure interested in the provess of segmenting images drawn from o zirly well detined field. The
resedarcn papers ot imerev' T s sdy are pimaniy drawn (rom a handtul of journals with

vetl derinea styles ana sirtctures. Conseauentiy, we wiil bypass the general page decomposition

nrobiem and focus on semiutomatic metnods for segmenung pages drawn from a manually
fetined cluss of structures.

Text grapnics separation.

The tirst step in page decomposition is the separation of text regions from graphics. This is usually
accomplished by image processing techniques that look for the aistinctive characteristics of text

11
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_lassitving nontext recion

€ZlassITving nontext rowions s (N2 Grawings, ditmapped graphics, haiftones, etc. is also a well
researched field. We wul imnlement. test. and integrate such tecnniques in our testbed system.

Read order linking

The page decomposition step described above. segments or zones the image into nonoveriapping
regions that are processed tnaenencentiv. Thus. text tlows get partitioned into columns, and may,
.{epending on page lavout. st tragmented into smaller units,

For searching the text. however. it i1s important to link the tlows together in the order in which they
should be read. This process is also referred to as threading. Techniques have been developed for
allowing multiple threaas to be recresented denoting the reading order or elements on a page, for

articles that span pages. and to account tor subtexts such as boxed items on a page. In general, the
problem of determining the reading order has not been solved.

We propose taking advantage of the limited number of editorial and layout styles that will be found
in a well defined corpus such as the Antarctic database. We will research four specific techniques

to automate the conversion process: rules based on image formats, linguistic rules, directional
markers, and analysis of tables ot content.

Image Formats: We expect o tina 2 small number ot representative image rormats in the database
of papers to be converted. Most of these will be fairly reguiar consisting of two columns of text,
rigures and graphics blocks that are either completely in one column or span both columns, and
well defined structures ut the start of each article for utle. author. and abstract blocks. The flow in
such documents is typically linear. We will augment this model by adding other models as
appropriate (for exampie. boxed subtext. running headers and footers. page number locations). We
will create a polygonal representation that represents the constant elements on each page at a very
low resolution. These low resolution templates will be matched against the overall page image to

identify the semantically constant parts of the image. Next, we will indicate typical read sequences
within the variable parts of the model.

LLinguistic rules: In cases where the read order cannot be precoded correctly, it may be necessary to
nse character recognition. For anv language, 've can compute the probability of any word
-onditioned upon the waras that precede it. In the speech literature. this notion is referred to as
rernlexity of the languace. Ve prorose using this notion to evaiuate the probability of the first
word in each potential cotumn ot text given the fast few words in o text column under evaluation.
The column of text with the tughest conditional probability 1s most likely to be the one that follows
the column under evaluation. This metric wiil likely be very usetu! when columns are broken

within sentences. For columns that break at paragraph houndaries. this measure may not be very
reliable.

Directional Markers: In many cuses the ambiguity in the read order is most pronounced when
articles continue after 4 vap of several pages. [n such situations. physical proximity in the
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[V.2 RECOGNITION ISSUES

Recognition systems take the tirst steps out of the :conic and into a symbolic domain on the
cventual path to a representation of the information. ecognition systems (used in a very general
sense) process the cleanea un image in each zone as produced by the preprocessing system. Zone
.denufications (1.e.. laxt. zrapnics. salftones) are usea to route each zone image (o the appropriate
-et of algonthms. Current cocument unaerstanging systems typicailv convert text regions into
ASCII using opucal character recognition tOCR) tecnniques. and store graphic areas (such as line
drawings, halftones. and vray levei photograpns) as bitmapped regions. Conversion of line
drawings from their bitmap rasters to vector or object oriented descriptions is an active research
area (especially in systems tor engineering drawing analysis). Identificauon of significant objects
in photographs talls under the broad area of computer vision or image understanding research.
There are no commercial systems in which these elements are linked into an integrated process.

In our proposed research etforts, we will focus on 1wo key recognition issues: heterogeneous OCR
systems made up of a collection ot different OCR engines: and recognition of key semantic
elements in graphical data. Clearly, many other issues and system elements have to exist to support
the research we propose (tor example, image compression techniques) and characterizing and
integrating these components will be one part of our activity in producing a testbed system.
However, we wiil focus our researca uctivities pnmaniy on the two areas described above.

IV.2.1 Character Recognition Systems

Perhaps the most important part of any automated information recovery system is the OCR module
that converts text images into ASCII code. Errors generated by OCR devices propagate to down
stream applications, such ux to information retrieval modules or to natural language translation
modules. Thus. the performance of the OCR device strongly affects the overall performance of the
system. Thus, it is important to investigate methods to reduce OCR errors.

The performance of OCR devices in processing digitized images has been studied by ISRI
{ Nartker94a]. These results show that one of the most dominant tactors in OCR difficulty is the
quality of the page image. [image enhancement techniques to improve the quality of the input image
Are proposed in tne previous section. {n this section. ve propose 1o investigate error correction
recnniques which are based vn the output text.

Chaructenzation ot OCR Devices

The comparauve performance of contemporary OCR systems has been thoroughly studied by ISRI
statf [Nartkery4al. [mportant research issues have been identified and discussed by Nartker,
[Nartker94b]. At this time. however. no studies have been published which compare the
pertormance of OCR devices in processing microtorm based images.
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Braafora and Nartker snow it that errors maade by OCR devices are hignly uncorreiated and that
Many erTors can be correctey v companng ne output trom several different devices [Bradford91].
Basea on this idea. Rice :mnicmentea an automated voung system using several commercial OCR
devices, His system generuiza upproximately 30% fewer errors than the best device alone and
Jiemonstrated the reasibility i the approacn iRicev2]. In this impiementation, each device equally
-ontributed to the character ¢rror correction process. [he results suggest that the number of errors
<an be turther reduced by oung algonthms which use a-prion knowiedge about the individual
OCR systems. Proposed extensions to he investigated are as follows:

Weighted voung rasea on aevice terrormance - L otes mmaae by devices that
make tewer errors weign more.

2. Weighted voting bhased on character confusion's - The conditional
probability of a Jdevice making a particular confusion. such as ‘e’ becomes
'¢', can be used to weight the vote.

3. Voting with lexicons - select vaiid words generated by OCR devices.

Segmentation is a major performance bottleneck in many current OCR systems that employ the
conventional segment-then-clussify approach. SRI is developing a novel approach that performs
recognition without first segmenting the text into characters. The approach stans by extracting
significant geomerric features from the input document image. Exch teawre then “votes" for the
character that could have generated that fearure. Thus. even if some of the features are distorted or
lost due to character touching or fragmentanon. the remaining tearures can still succestully identify

the character. Preliminary experimental resuits have shown that this is a very promising approach
that can augment and enhance conventional techniques.

We have also extended this research into the recognition of entire words. By describing key words
(say in a large lexicon) as a collection of geometric features, the voting process described above
can be used to "vote" for entire words. This approch (called keyword spotting) can play a key role

in identifying important words in degraded text images where OCR in the conventional sense is not
possible.

(Globai Correction ot QCR rrors

\ domain specific coilect:on of documents contains words in common. .\n error correction
‘eenniaue using this Knowiea 2o ontained rom a set of documents =i iil be investgated. See Section
V3.1 tor aetail.

Use of Domain Speciric Lexicons
One factor in OCR ditficutty s unusual words in the input image {Jenkins94]. As described
carlier. many OCR devices relv on lexicons (dictionaries) to make difficult decisions in their

character recognition process. Technical terms and proper names are usuaily not in the lexicon and

4



‘nus are more difficuit recogmze. Ve proposead Lo study the erfects of domain specific lexicons
:SINg the cictionanes ror .atarctica researen compiied by tne Desert Research Insutute. The key
“2SEArcn issues are as roijiows.

“feasure chorocier necuracy v TR evices wan and witnout domain
.pectric lexizons,

~. Once a strinu ¢ Jnaraciers tecomes 4 word in a lexicon. post processing
algorithms cannot correct errors 1n the wora. Thererore. it is important to
‘denury the cest point @0 a recognition process to appiy domain specific
.exicons. Ve rropose to compare the tollowing three roints: the character
recogniton siage. (he voung stage, and the giobal correction stage.

I[V.2.2 Graphic Recognition Systems

s describea earlier. current document understanding systems process grapnical regions primarily
4s a means to reduce storage requirements. Graphics regions are stored as compressed bitmaps
using standard compression algorithms such as CCITT group IV compression for binary data or
JPEG compression for image data. Cleariv, none of these methods allow end-user queries to deal
with graphics there we use the term graphics to mean any kind of nontextual information) other
than noting the presence or graphics and accessing and displaying the graphics on demand.

As we have seen. researchers using the Antarctic database are likely to search the database using
four common "query elements”: who (did the published work), when (was the work done), where
(in the Antarctic region the work was done), and what (was the methodology used). The "who"
and "when" questions can tvpically be answered by reference to information in the text flow. The
“where" question is usually answerable by examining the text. However, examination of typical
documents in the database show many occurrences ot maps that elaborate on or specialize the

information in the text. The what” question 1s of course the most difficuit question and may need
.nalysis of the text and graphics taken together.

Thus, the primary goal of graphics recognition is to produce a representation of the information

conveyed by the graphics to enable eventual access to documents and to their graphical
components.

Traditional indexing of graphics

In large scale image archives. images are manually coded according to a set of key words that
describe the image contents. For example. photographs in commercial stock photo archives would
be annotated to indicate that the image consisted. sav. of "an airnlane landing on a runway at

night”. Such annotations can be searched using standard text-based aueries or can be indexed into
1 database of keywords and retrieved using Boolean queries.

The fimitaton ot this approacn is cleariy the necessity to (1) manuailv encode the descriptors, and
'h) estimanng the descnptors that end-users would find usetul.

Use of Cuptions
Unlike pictures in a photo urchive. graphics in printed documents are not standalone entities. T!xen-.
is a rich source of relevant information available either in the text. or more readily, in the captions

associated with the graphic. [dentification of captions can simpiify the task of cataloging the
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zraphic. {n recent innovauve researcn Sthan iSrhanv3] has deveioped a svstem that couples
image understanding of the cuDIIONS Senedth Newsnaer nnotograpns. and image understanding
‘ace wdenuricanon) o ¢omeinis nUmey waln taces. (00 A sampler tevel sevavora analvsis or deeper
2MANUC analysis of catiions could &2 usea to Nnil i aesenptors simiiar 1o the wraditional manuai
—elds.

ruery nv lmage Content

Neiblack's group at IBM's .vimagen Research Center (Ret needed| is deveioping yet another
mechanism tor accessing 1u:ormation 1n images. Called Query by Image Content (QBIC), their
technique uses a suite of imuue reatures that are extracied from images to describe the distribution
of cojors. intensities. cages. «nd snapes present in the image. For access purposes, users can
supply crude shape descrintors. either oy reterence 1o shape keywords or by sketching outlines of

~hapes. QBIC cxecutes inexact matches between 1mage descriptors and query descriptors 1o
:denuty relevant images.

Proposed Research

The upproaches described above ail have one drawpack when 1t comes to etfective use in a digital
library system: they do not ailow queries that are based on information that is found scattered
between text and graphic clements (although the Srihan approach is in the right direction). To
iltustrate this potnt consider a hvpothetical situation where a particular environmental study is
conducted, say on atmospheric ozone. A paper describing the results may tocus its descriptive text
in describing the methodology. However, the paper may contain a map showing measured
distribution of ozone. The map may contain names of cities or places. Later, a user may want to
extract all information pertaining to studies in a broad region. The only way to relate the paper to

the query would be to understand that some of the place names shown on the map overiap the
region of interest in the query.

Our proposed approach to this problem is a modei-based one. We propose creating models for
various types of geographic information present in graphic images and develop techniques to
extract relevant information. We wiil investigate techniques to drive the model-based recognition
using information found in the text. The textual information wiil be extracted using natural
language understanding mechanisms. and will drive the selection and application of appropriate

models to the graphics. Once the geographic problem is addressed. we may extend our interest to
other graphical elements.

A side effect of this approuch is that we will be able to intimately link text and graphics that are
related. This leads naturally into hvpertext representations that are very important for browsing.
Section 1V.4 discusses hypertext issues. and in particular, Section 1V.4.2 discusses hypertext
linking of text and graphical elements. The remainder of this section addresses the research issues

particular to the image models that must be created for analvzing graphics and to the issues of
structured text such as tablex.

Linking text and graphics
[n deveioping the integratea approach. we wiil inttally reiv on the structured nature of the
documents inthe Antarcuc database. In archival technical papers. the kinds of graphic images that

are typically found are limited to line drawings, graphs and charts. and halftone or graylevel

photographs. We will extend the category of graphics to include spatially formatted text such as
tables.

Models of Graphical elements
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Ve propose deveioping odeis jhal G2sChise cOMMON Lrapnictl eizments nat occur in the
.ocuments or interest. fFor exumanz, maintenaace manuals have rioures that rollow a well-defined
vle. Lxternal views, cutouls. ¢arminaea views, 2nd cross sections wre construciea from a specific
TIXICON OF SIOCK Irannic ciomanit. UImilniv, Jnarts can o2 tnougnt o as constructed from
\ ¢Loxicon, Theteam ororoses exienaing research being
onaucted at SRI oamode:- e miect recoonition 1o incoreorate &oarze cotlection of known
JTADNICS Slements. DV (NS roor Zniinn OF ~uln 2i2ments 1n alginzea drawings, ihe arawings can be
-onveried into an OpIect vrianiet LILCNIBUON ‘15 ODPOsea 1o A simple ditmap). NL-based filters will
e used 1o idennfy kev grannic ciaments expected in drawings by anaivzing the text that references
‘ne drawing. For examrte, .. tizure cailout sucn as “...the pie chart shown in Figure..." can be a
cue that the rererencea !iiure consists of wedge-shaped grapnics clements. The key research
;3Sues that we propose to tudress ora:

[N

2PCQICC SYTNDOIS Qrawn fro LTy

I. The idenutication ot models that cover the range of nontext matenals in

documents ot inerest

19

The indexing or the moceis based on external clues
3. Feedback from e crazzic ciements to tlor tne ext anaivsis

4. The anaivsis or text wanotations 1n the drawings to extract additional
information nor aviuiabie trom the uccompanying text. Speciticaily we will
address idenuitication of place names in map informauon. identification of
generic regions bused on collections of place names. and idenutication of

symbology that represeats geographic areas of interest such as elevations,
florayfauna. and terrain.

5. The representation and fusion of the information in the two information
modalities.

IV.3 POSTPROCESSING AND RETRIEVAL ISSUES

Once the processing stages of OCR and graphic recognition are compieted. additional processing is

required to render the documents useful for information retrieval applications. Some common
informaton retrieval appiications are described below.

1. searching: looking for a particular document. fact, name. etc., which the
user has already identified: for example. finding articles related to a specific

topic.

2. routing: STEDroCessing nINrmation 1tems [or the purpose of sending them 10
appropriate {ocauons,

3. browsing: navigating winout necessaniy iooking tor anyvening in partcular
-- such as when reading 2 newspaper or magazine. or trying to get famuiiar
with a new domuuin.

4.

clustening: grouping togetner simiiar items. such as oying to organize large
information spaces (e.g., iibrary or mail archives) by topic. This can also be
used to determine the degree of similarity between items. such as articles.
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which 1s one means of tinaine reatea arucies 1Bototogovd: Cutting et al,
23: Hearst ana Plaunmd: Lewisy2: Rose et ag, Y31,

3.ocdltemngr idenuiving aonnon e cestraple or unaesiracie ams, Lources. or
SUDIECIS. rovu.uiny o ot rotreoiving o ngcuveivoasseminated
arormation.
O 22S€ Of XDOSIION. -0 (UhOline Loslcs rialed to items . .nd 2 in ials section. Browsing,

sastening, ana filtenng are cosenned s deeton (Vo4

These five functions can e comoinea for mrormation access and retrieval purposes. but they can
{50 be used for generanon wna maintenance ot hypertext iinks {Bototogoy3]. Corpora used in full-
‘eXt information retrieval research has traditionaily consisted of limited domains or small textual
.tems. but is now expanaing to inciude large or very large collections of text (e.g., see [Cutting et
al. 931). Issues that anse 1n dealing with very large texts include how to break the text down into
manageable pieces (s0 as not to return a pointer to a whale book in response 10 a user's query

{Salton93al]), and how to derive structure from the text | Fuller et al. 93: Kilpelaainen and Mannila
93: Schauble93)).

Thus. in order to support the desired IR funcuonality. research is needed in several areas of
postprocessing supportea by i test svsiem containing a large set of documents. These
postprocessing methods ringe trom error correction to intormation extraction. First, OCR errors
<an be corrected through the detection and use of global information about the text. Second, the
ctfects of OCR translation errors on retrieval must be accounted for (e.g., errors in acronyms or
proper nouns that cannot be corrected by compariton with a dictionary.) Third, the extraction of
structure can begin with the annotation of the document's structure using a markup language (e.g.,
to tag the author. abstract. title, bibliographic references. etc.) Fourth, tools that can perform
deeper linguistic analyses can support more precise indexing of documents, improved query
analysis, and refinement of a set of documents selected based on a coarse index. Finally, although
we hive mentioned the creation ot hypertextv/hypermedia links in conjunction with the recognition

of graphics in text. research is also needed to automatically construct hypertext links to other
Jocuments. to support datapase search and retrieval.

1V.3.1 Global Correction of Recognition Errors

Current OCR technologies utilize only local information to transiate a single character shape to its
ASCII representation. But to recognize document pages commoniy found in print, humans
typically utilize global information about the page, the document. or the collection. We have
developed a set of postprocessing routines which utilize the homogeneous nature of documents and
collections, observations about OCR-generated text. and what we know about information retrieval

systems. to design a post-processing svstem to correct errors made by OCR devices [Taghva93a]
and [ Taghva94c].

The system uses correctly pelled words in the collection and :pproximate pattern matching
rechniques to correct misspetiings tound in the OCR text. The expiicit restriction of the lexicon
nelps alleviate some of the croblems of ambiguity found with typical speil checkers. The system
uses other giobal information to determine corrections that are not directly available to an OCR
device. [t applies document information and a confusion matrix generated from the specific

collection to further reduce ambiguity and select the correct character repiacement for a misspeiled
rord.

With the large volume of OCR-generated text used in our experiments. we have been able to
idennry other discernible toxt qualities.  For exampie. in printed documents, end-of-line
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tvpnenauons are cuite common. (U the document were manuaily input. the typist would be
1ITECITA 10 remove these nNor 0 10ading nto the remeval svstem. Since an OCR device translates
NECUY WRAt s on the page. cna-of-fine nvprenitons can conrus? most retrieval systems. Thus,
OINET TUNCUON O 4 DOSI-FrOCeSSING SVSISM 15 10 Drenare output text [or retmieval usability.

Seonave wned the TOSINT U N S sim o work Lavantageousiv vath the iR svstems used in
~eurnlyexpenments cescrit o Doonvavdhl ana i Tagnvavddl. Do eacn of these experiments.
e nirst comparea the re crrunmne aoset of guenies aganst raw OCR-generated text to the
correcied text. Then. wwe anniied e post-processing svstem. ana in each set of tests, our system
imorovea retrievit.

P

This post-processing svstent un e turtner devetopea. Currentiy. it oniy discovers misspellings
wnich are one edit distance wwav trom a lexicon term. We have found that more errors can be
Jiscovered and correctea if ve increase this edit distance. Another function that we would like to
incorporate 1s the discoverv of inserted or deleted spaces. two of the most common errors made by
OCR devices {Ricey3]. Ve uiso have pians to use additional contextual information for OCR

correction. Further. the svstem can be tuned to work beneticially with the IR system selected for
‘he Antarctic collection.

[V.3.2 Effect of Recognition Errors on Retrievai

AN important. question wnen retrieving information from OCR generated text is: "What is the
etfect of OCR translation errors on retrievai?” We have conducted several experiments designed to

evaluate this effect. The resuits of these experiments have been presented in the following papers
[Taghvavdbl, [Croft94], und [Taghvaydd].

The most common use of electronic text documents is in full-text retrieval applications. These
applications usually employ an information retrieval system. The papers cited present the effects

which OCR text, or in the case of [Croft94], simulated OCR text. have on two different IR
models.

[n [ Taghva94b], two databases were created: a collection of 204 documents (approximately 9300
pages) of OCR-generated text and its corresponding ¥9.8% corrected version. These collections
were loaded into a Boolean logic inverted file-based retrievai system. A set of seventy-one queries
pertaining to the document collection were run against each database and the results evaluated. We
found there was very little ditference between the retrieved results from these two databases.

As we have noted, creating an OCR-generated collection is, in itself, a difficuit task. This same
kind of experiment would not be practical on collections the IR community considers large. With
this in mind, the joint work between the University of Massachusetts at Amherst and ISRI
| Crott94] was proposed to determine the level of degradation that would affect larger collections.
These experiments degrade u set of standard IR collections with the kinds of errors OCR devices
tvpicallv make. The stanstics appiied to eacn collection retlected the errors that would be generated
hy OCR devices with averaue accuracy rates of 96.4% and R7.27%. The results from this
simuiuation support those taunda in | Taghvayvdb).

Our most recent expeniment cvaiuaung the etfects of OCR accuracy on retrieval used an expanded
document collection (674 documents), three OCR devices at graded accuracy levels, and the
probabilistic IR model. INQUERY. to evaluate the erfects of OCR error {Taghva94d]. Again.
average recall and precision resuits showed little difference between the OCR collections and the
corrected set. With a probabilistic model though we found certain characteristics of OCR text
caused unstable resuits. In |Taghva94b], we showed that for a simpie Boolean system, the
problems caused by OCR crror could be overcome by redundancy in the document text: but this
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~Ore comprenensive exceriment 4 -‘monstra:ec that as e [R moaet pecomes more sophisticated by

~Ing wora freguencies 1o vonstrue inrormation. UCR ext mav not oe comoletety reliable.
“'e PrOPOSe 10 Ulllize e .nuircne aatabase o conauct aaditionas work on e etfects of OCR
STOT ON remeval. | o isiinonve nuure of this gocument coljecion cun make unroreseen qualities
cparent. Furthemmore.  * cave <en evawaung ne erfects or OCR error on, what we cail.
Decidl recognizers . nelini DUCCINIZONS IACIUQE UCH CONCERtS o acronyvms. proper nouns.,
.ates. and numencai Gatn, Le tave r2cently directed our attenuon (0 methoas for detecting and
.orrecung these speciai torny | lese consideralions are important since speciai recognizers often
.Dpear 1n database cuerz . nnionaiiv. tnev are cifficult o correct since they are not usually

“auna in dicdonaries.

[V.3.3 Approximate String Matching

Finding all occurrences of a pattern 1n 2 document is an essential problem in information retrieval.
Computer Science literature 15 tull of clever routines such as the Knuth-Morris-Pratt algorithm for
\mnz searching. Since OCR-:2neraied text contains errors. the task of exact match searching must

2 replaced bv approximate atching teeantques tike i Wu9l) or (Lanaaus6]. As part of the
*mpmed project. we pmpmg 10 Investigate with respect to approximate string-matching:

1. Approximate striing matcning with respect to OCR errors. These errors are
naturatly ditferent trom iraditionai spelling errors caused by kevboard
arrangement. |n puarticuiar, we propose to develop techniques to identify
and correct errors of edit distance greater than 1. [Chenv3b] at SRI has
deveioped techniques that characterize OCR output (in terms of a
probabilistic contusion matrix) and have developed techniques to measure
the "distance " between words in OCR output and words in a lexicon.

2. There are a variety of IR systems with fuzzy matching capabilities. We

propose to investigate the performance of these svstems with respect to
OCR errors.

1,0

We propose to examine tne erfects of OCR error on traditional extraction
techniques for «pecial recogmaers.

IV.3.4 Automatic Markup for Retrieval

Traditional text retrieval systems view a document as a sequence of words and ignore the
document's structure. With this view, one can search for documents containing an individual's
name. but cannot locate a document written by a particular author. even though this information is
available in the docurment. Similarly. one cannot easily tind what an acronym stands for within a
document. what papers .re reterenced by u document, or what words are emphasized in a
socument even thougn nuiny g\loe s :n the literature | Sulton71] point out that exploitation of a
locument's structure impros e reeidi aad precision. A 1so. most commercial and experimental IR
vstems require some sort of heager cnformation. Cor exampte. TREC requires all of its
cocuments to contain SGMIL-iike tags <o that structured information can be identified by systems

.volved in these expernments.  An exampie document from the TREC database follows
|Harman93).
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~DOC>

.O0CHO> WSJ880406-C08C -~ DCCHO=
-HUL>ATAT Unveus Services 12 Upgrace ~~one Hetwerxs Uncer Gilooal
“lan< HL>
-AUTHOR>Janet Guvern WSS Slathi- AUT=OR>
~DATELINESNEW YORK< CATEZLIME
<TEXT>

American Telepncne « T =learzon Co. intrccucea the first of a new generation of
onone services with Crcad imoucatcns icr cemouter ana cemmunications equipment
markets.

AT&T said it is the tirst nationai iong-aistance carrier to announce prices for specific
Services unger a woria-wiae sianaarcization oian 1o upgrade pnone networks. By
announcing commerctal services unaer the plan. which the industry calls the
Integraied Services Digial Network, AT&T will influence evolving communications
standards to its advantage, consultants said. just as International Business Machines
Corp. has created de facto ccmouter stanaaras favorng its products.

<./TEXT>
</DOC>

The items tagged (title. author. etc.) can be considered structured information that is contained in
the text but that cannot be identified by the current state of the art IR systems. Generally, these
itemns of information are extracted from the documents and entered into the database manually.

Subsequently, this bibliographic information is used by routines like the "SELECT" function of
STAIRS [SSS85] in response to structured queries.

Another reason to tag the document is increased document length. Most historical IR experiments
have been run against small coilections of short documents. i.e., the Cranfield collection
{Clevendon62], the NPL collecuon {Sparck], or the CACM collection {Fox33]. The TREC
Conterence was designed to evaiuate the pertormance of IR systems against more realistically-
sized collections {Harmany3]. With this availability of test collections of longer documents, the
issue of "passage remieval” [Saltony3b] becomes important. Tagging can mark chapters, sections,

and paragraphs. This kind of research would be valuable to projects associated with the digital
libranes.

[n addition to the bibliographic requirements and passage retrieval, there are also indexing
techniques that give higher weights to words based on their position in the document. For
example, words found in the title. abstract. or conclusion are given higher weight, since they are
more likely to represent the document content. Most IR related research on structured data either
presupposes the markup 1s in place or assumes adding it to the text is an easy task. For
reasonable-sized documents rrom a :airly farge coilection. this task is prohibitive.

\We propose 10 deve:op wivorithms and routines to automatically mark-up electronically recognized
Jocuments. We pian to use the document s phvsicai structure, the document's text, and an SGML
document type definition 1DTD) 10 produce a1 tagged document marking important logical
mformation. These routines will be tested and evaiuated on a subset of the Antarcuc literature.

The IR community has realized that document representation must go beyond a simple list of non-
stop words. Document structure should be preserved and manipulated by the text retrieval system
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Macieoay0l. The autotavging suggesied i tnts Droposal is the x2v 1o preservation ot document

ructure. Upon successtiionarkun «ofoLosocument. e {ROwstem can store. extract, and
TAnIouiLie the aggea trormation. o iz (R oustem must © 2 ocababie of stonng not only
cument ext, 1o must Lo v anle o preserve oodocument s Tavsical ana logical structure.
CUrtner. Ing qUerv HAnguasl tor Tuln oo vsiam must have pxpressive capaciiiies to handle both

;ocument CONent searching wnd :lruciure unaerstanaing. .\t the 1ime tme. (he query language

nould be English-iike wiun -impte svniax ana semanacs. e beiieve 2 natural language intertace
wvith a powertul logic cuery tenguace sucn as Datatog {Ullmans9l, will provide a reasonable
-olution.  As a part of tiis Troposal. lisues associatea with tne integrauon ot IR, database
management systems and ¢uery ianguages wiil be investigated.

V.4 BROWSING \ND DISCOVERY ISSUES

Fo gain the most advantace trom u aigitai DLI archive. users should be able to approach it in
-everal ways. They shoutd te uple 1o extract summaries or articies. query the archive in natural
language form. search for and access a paricuiar piece of information. browse the documents in
anv order. and navigate through the informanon towards some iil-specified coal. The first two of
‘hese capaoilities are addressea in the section on FASTUS (Secuon 1V.4.1). The latter two

-apabilities wiil be provided by nypermedia iinks and an informauon catalog, which are discussed
in Sections 1V.4.2 and [V 4.3, respectively.

[V.4.1 Natural Language Processing

[v.4.1.1 FASTUS Background

FASTUS is a (slightlv permuted) acronym for Finite Staze Automaton Text Understanding System.
ltis a system for extracting information from free text in English. and potentially other languages
as well, for entry into a database. and potentially for other applications. It works essentially as a
set of cascaded, non deterministic finite state automata [Hobbs et al.. 92: Appelt et al.. 93].

FASTUS has been very ctfecuve in evaiuauons of text-understanding systems. On the MUC-4
cvaluation in June 1992, out of sixteen participating systems. only one system performed
significantly better than FASTUS. und it had been under deveiopment for over five years, in
contrast to FASTUS which hud been under development tor five months.

Moreover. FASTUS is an order of magnitude faster than any other comparable system. In the
MUC-4 evaluation {Sundheim92] it was able to process the entire test set of 100 messages,
ranging from a third of a page to two pages in length, in 11.8 minutes of CPU time on a Sun
SPARC-2 processor. The elapsed real time was 15.9 minutes. In more concrete terms, FASTUS

can read 2.375 words per minute. [t can analyze one text in an average of 9.6 seconds. This
translates into 9.000 texts per dav.

This fust run time translates virectly into rast development time. “ASTUS became operational on
May 0, 1992, and we aid @ min on a set of messages that we had rot trained on. obtaining a score
or 8 recall and 42 precision “tthat point we pegan to trwn the sysiem on 1300 deveiopment texts,
adding patterns and doing periodic runs on the tair test to monitor our progress. This effort
<uiminated three and a nait weeks later on June | in a score of 44 recall and 37 precision. (Recall
is percent of the possible unswers the system got correct: Precision is percent of the system's

answers that were correct.) Thus. in less than a month. recall went up 36 points and precision 15
points.
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“he pertormance of FASTUS in MUC-S iSunahermiv 3] on news articies on joint ventures was
SUmparasiv outstanaing. Ny twvo stes sodteveq hetier ccores (and onlv one of these was
Tacanyy better:, Lna ©on of these woere Tioster contractors wno nad en i¥-month head start.
CASTUS outpertormes: 0 ner vvo GPSTER wstems. wna ..i mine owner non-TIPSTER

wstems. s Japanese vorian o FASTUS dontevea nmnar resuas onine MUC-S Japanese joint
sntures comain.

[V.4.1.2  The ~tructure of the FASTUS System

“he FASTUS svstem i~ cnuracienzea by tive levels of processing. The tirst tour levels operate
vithin the counas of & sin2ie cntence. The iast level spans sentences.

Complex Words: This processing step inciudes the recognition of muitiworas, proper names, and
possible proper names. (ocations. dates. umes and other pasic entiues.

Basic Phrases: Sentences are segmented into noun groups. verb croups. and particles. The full

-omplexiuty of Engiish noun ¢roups and verd groups 1s recognized. Prepositions, conjunctions,
.nd refative pronouns are :1iso recognized.

Complex Phrases: Compiex noun grouos and compiex verb groups that can be recognized reliably
on the basis of domain-independent svatactic information. ure idenutied.

Domuain Patterns: The sequence of phrases produced at Level 3 is scanned for patterns of interest,
and when they are found. semantic structures are built that encode the information about entities
and incidents contained in the pattern. The three criteria that are taken into account in determining
whether two structures can be merged are the internal structure of the noun groups, neamess along
some metric. and the consistency, or more generally, the compatibility of the two structures.

Merging Incidents: Semantic structures from different parts of the text are merged if they provide
information about the same entity or incident.

\s FASTUS progresses ihrough these rive levels, larger and larger segments of text are analyzed
and structured.

This decomposition of the natural-language problem into levels is essental to the approach. Many
svstems have been built to do pattern marching on strings of words. One of the crucial innovations
in our approach has been dividing that process into separate levels for recognizing phrases and
recognizing patterns. Phrases can be recognized reliably with purely syntactic information, and
they provide precisely the elements that are required for stating the patterns of interest.

[V.4.1.3 Using FASTUS in Document Detection

[t is impracucal to respond to an ad hoc yuery by applving the techniaues of information extraction
‘0 every document 1n a very furge coilection. However. there are three areas where information
*XITACHON LeChNoIogy can sunport detection: 1) indexing documen:s betore they are archived, (b)
HUSTY CONSIIUCLION. &nd i renining tne precision of the op n documents.

fach of these is discussed in turn in the next three sections.

iy INDEXING DOCUMENTS



Vhen cocuments are roveivedt, ney Lreoinaexee. CRis 1S an appropnate toint to apply natural
LOCUICE 2NAIVSIS IECRRIGUL, 1) II2m 10 SLIeTMIne (N2 IINCiDal DAUems of interest they exhibit.
CUISLMOSt ODVIOUNIY i Tor s nOwn tronies catinea v oend-user risearchers using the
SUHCCUON OF QA i 2 e LLInUy T ren eNnrosted L udstract template types and
SSOCIIEA SCIS OF PAlterT v ©2en SUNSIMICIAL el uen rattemy would B2 orun against the text,
@ Lor every maten. e wnrronnate wners wouwd T2 noufies. But inguisic anaiyvsis at indexing
mme should afso improve oo cricieney ana orecision ot ad hoc quenes. ov allowing more fine-

lrained indices.

Natural language anaiv<:s oo inaexing ailows i range of patterns to be identitied and to serve as
.ndaices to the documents. " \STUS can aid in indexing at the pnrase levei. at the level of domain
natterns, and at the discourse :evel of merging ennties.

The phrase-ievel anaivsis vt FASTUS enables the recogniton and normaiization of the names of
DIEANIZations. persons. proaucts. weauons. and so on. so that documents can be indexed on these.
More sophisticated techniaues are possible as well. 1t may be that head nouns of noun phrases are
~etter indicators of relevance than woras in general. [t may be that subjects of sentences are better
.ndicators. Previous expeniments nave shown that using sequences of nouns as keys improves
performance. [t may be that the use of full noun groups. that is. the noun phrase up through the
head noun, improves performance even more. These hvpotheses suggest experiments that can be
conducted using only the phrasal analysis of FASTUS. requiring no knowledge of the domain.

Although all the domain patterns required by ad hoc queries cannot be anticipated, it is likely that
there are broad areas ot commonality that can be exploited. This possibility will be investigated by
examining the 150 available TREC iopic descriptions to determine the generalizatons they exhibit,
encoding them into finite-state patterns and using them in document detection. Patterns that are
found to be especially eftectuive can then be searched tor whenever a text is received and indexed.

The importance of a concept in a document is generally related to the frequency with which the
concept is referenced. However, the references can become quite spare with the use of anaphoric
devices. An article about sanctions against South Atrica might contain the whole phrase just once,
and subsequently rerer to them by “sanctions' or "the measures” or even "them’. To the extent
that we can resolve these references using the techniques for merging entities in FASTUS, we will
have a much better measure of the centrality of a concept in a document. Concepts that are
referenced more will be given greater weight as indices. This technique can be used both in

:ndexing and in precision retinement.
To summarize, we will pertorm the following experiments:

We will determine whether detection is improved by searching on full noun groups, weighting
head nouns more heavily. und weighting subjects more heavily,

We will determine (0 what extent a hierarchy of common, general patterns is exhibited in TREC
.nd TREC-like topic descrniptions and whether indexing on these improves detection.

We wiil determine wnether werghting concents by tne numner of rererences a document makes to
nem. having resolved coreterence. :mproves detection.

p) QUERY CONSTRUCTION

There ts much that linguistic analysis can do to improve quenies. Currently, detection methods use
only co-occurrence information about words. but these co-occurrences can often be accidental. In
fact. accidental co-occurrences may be the source of many of the talse positives 1n detection.
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AOCUISHC analvsis of oorerie seonnton canoagtenming wnen e vo-occurTences represent
TRHLICAE-ATQUMENT rAOnNs . L ULn hus IOV omore rUoused cuerv to search on. In
CAPTCULAL, GREULSIIC QNAIVSE L 2iemming wnen reiLUONSNIDS OCSUT WIRIR the <CoDe of negation
Tommer moaal or emistemis ¢ T

Comie aosennnions, Lo nat e el be night on the
ORCUTIS thAt are searcned tor sreqicate-urgument r2iallons are common enough that
JOCUMENtS nave CSEN INAUNUL L ¢ TTam, ey Cun De Part of the guery that is used in the initial

sarnieval from the ruil docurment Codecton, Jtherwise, iiey Jan be usea in reprioritizing the
retneved documents.

L.inguistic analysis mav aiso = used o disinguish between the sigmificant conceots in a query and
‘he concepts that are not very snacative of rzievance. For exampie. in the TREC (opic

>>A refevantdocument wiil descnibe countnes suppiying Japan
with agncuitural progucts ana wiil specity the quanates.<<

e should not search on the words “relevant’ und "document”’. .\ more interesting problem is
oresented by the wora "speciiv The jeast we wiil want 1o do 1s 1o downerade the weight on this
‘erm or eliminate 1t entirery. Ve mignt reter to words like countnes . ",upptying ', and "Japan”
.8 content words and woras like .liscribe  and “specify” us characterizauon words. The latter
characterize relevant documents rather than indicate their content. [n our research. we will examine

the structure of the TREC opic descniotions to determine how content and characterization words
most commonly occur.

Characterization words like ‘specitv” und "identify” present a more difficult problem, however.
How can we determine automatically whether a document specifies or identifies an entity? What
counts as an identification or o specitication? In general, this is a very hard problem and we cannot
hope (o solve it within the scope of this project. However, it is likely that there are many of
entities for which we can define what counts as a specification. Quantities are one of them.
10,000 metric tons” is a specification while "a lot” is not. Where entities have names, as with
countries and companies. the names count as identifications. However. if relevant documents
must “specify the means of debt restructuning . it is not obvious what would count as a

specitication. [n our research we wiil attempt to idenuty as many cases as possible where a precise
Jetinition of "specitication” cian be devised.

(¢) PRECISION REFINEMENT

Linguistic analysis cannot be applied to every document in the collection every time a new query is
formulated. The FASTUS system provides very fast natural language processing, but not that
fast. But if the detection component first narrows the document set down to a thousand or so
ranked documents that are highly likely to be relevant. then FASTUS can be applied to each of
these documents. in rank order. and the set can be reprioritized on the basis of this deeper analysis.

An experiment pertormed in connection with MUC-4 indicates that this could be very effective
tLewis92]. The texts in the MUC-< corpus were found by doing 1 keyword search in the much
targer FBIS corpus. and the result tor one test set t TSTH was a set of documents, of which about
°5 were relevant. The MUC ¢ systems were considerea merety as detection systems, not as
sxtraction systems. and a document was considered reievant if the system found an incident. The
performance of FASTUS on this test was typical of the most etfective MUC-4 systems. [t

achieved a recall on TST4 of 92 and a precision of 82 . u substantial improvement over keyword
search.

Reprioritizing can be done using FASTUS. If domain-dependent patterns have already been
Jdeveioped for this topic. thev can be run against the retneved documents. and reprioritization

~g

-



vould be a tuncuaon of the matches ound. Cven 1 pattems nave not vet been acveioped. precision
TNNEMEent Can DIaY @ role. TR user Cun vULn ne nienest-ranking documents, in wnich the key

OFAS Lk in remmevi v coen manhuniey, Pernans ine uLer estracts information for a
SMPALE, O DAFNADS RS ONiL LIS N2 LOCments s retevint or rraeviant. (o ewther case. he marks

“€ DArASEs n the X Inal Tuie Tnevance or iTeievance, T2 2nlence (nat contans the phrase
Sandivzed by FASTUS (o icern g pattern, s patterns are inguced. ey are appiied to the rest
ithe remeved document 0T TInTIOMUZINON. JIVING U5 L sk Of fine-grained relevance

1220DACK mechanism.

70 conduct this investiguiion, we wiil choose a number orf cuenes for which roughly equal
‘umbpers of relevant ana rr2i2vant documents are among the nign-ranking documents returned by a
~evword detection system. .1 & iater siage of the research we wiil aiso look at queries for which
‘he detection component uives very poor resuits. to determine now the system could be improved
on these queites. ‘e il ¢xamine the nigh-ranking relevant ana irrelevant documents and the
.ow-ranking relevant documents to determine ‘vnat patterns couid have resulted in a more nearly
correct ranking. \We wiil determine what generatizations over these patterns are appropriate, and
either how they could be constructed automauncally at query time or how they could have been
Jonstructed convenientty by (e user. pernaps using 4 library ot patterns.

\ prefiminary examinaton or thus data suggests that the pnmary reason tor high-ranking irrelevant
Jocuments is that reievant events or relationsnips are embedded in modal or epistemic operators
that make them irrelevant. For example, if the topic is government retaliation against terrorists,
then among the sentences that do but shouid not rgger retrieval are the tollowing:

The U.S. will not retaliate against terrorists.

The U.S. should retatiate against terrorists.

The U.S. must decide whether it will retaliate against terrorists.
The U.S. has plans tor retaliating against terrorists.

The U.S. is discussing how to retaliate against terrorists.

If this generalization holds up on further investigation. then retrieval may be made much more
precise by searching for these contexts around the key concepts and tiltenng these marches out.

1V.4.2 Hypertext

The following list shows the desirable characteristics of an information database that make it a

good candidate to be represented in hypertext format. We believe the polar Antarctic database and
its intended use fits this list.

The textual/multimedia information already exists, either in computerized or
computerizable tormat. We have already seen that the complete knowiedge
base exists as nucrotorm documents and is available for conversion.

+  Users wiil benetit from non-linear access to data. As described in Section
II. researcher “»ouid like to browse through the cata. puiling together
information trom adisparate documents in the cailection to deveiop a
composite picture ot the knowledge tnat is encoded in the corpus,

Without restructuring, the present information system is computationally
unwieldy in size and/or compiexity. The corpus consists ot approximately

40,000 documents. with each averaging 25 pages. This is an unwieldy
structure for users to navigate.



for the majority of hvpertext svstems that have been devetoped. the creation and maintenance of
.:nKS Nave been perrormea manualiv: inis 15 2 teaious. iubor-intensive. and error-prone procedure.
Jecuuse of this characterinnic aig a ¢esire Hntne part of hvpertext sroponents to extend the node-
K model 1o InClude .oty e TVIes (R MIIToses. CUITent TISearcn 5 making significant
TTOLITSS I the QUIOMmMAnOn - 1 Nk Juncuons, inuy respect nvpenext hds Danerited from recent
[evelopments 10 nformation romevil Wna artiticisl intettigence ieenniques (references). Such
1ICRNOLOgIes have resule i more Locurate, vomeiete. wna raster creation or links. and in more
.ntetligent and subtier inrertretiion of r2izlicnsnips tetween nodes.
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We will research the issues :nvoivea 1n developing hypertext links automatically from OCR-
Zenerated databases bv acveioping a researCh prototype or a system that supports the development
and testing of different iink creanon aigonthms. \e expect that users will have to be involved in
ventyving the link creanon. so the prototvpe will invoive user intertace deveiopment. The research
prototype wiil be developea in four steps: performing requirements analvsis and knowledge
icquisition: deriving the taxonomy: seiecting and/or adapting an existing aigorithm for automatic
-reaton of links: and deveioping a prototvpical GUI for use with the system.

Because of the high overnena in creaung manual hypertext links. current hypertext etforts today are
.imited to corpora such as encyciopeaias tnat are updated relativeiv intrequentiv. Since our research
is directed towards the automatic creauon of hypertext links. we will have the ability to augment the
collection by adding new documents that will be linked into the existing hypertext information.

For all of the application-oriented issues described (e.g., query formulation. hypertext usage, and
dJatabase catalogs), we wiil be best able to serve the needs of the users by determining their needs
in accessing the polar Antarctic database. We can determine, for example, the following: (1) what
functions need to be supported (e.g., full text retrieval. creation of personalized hypermedia links;
previewing of image data. etc.): (2) what. if any, performance parameters the users feel should be
met: (3) what types of links would be most usetul, how they should be depicted, what actions
should occur when a user traverses a link: and (4) degree of granularity to be supported by links

and catalog; for example. should the base unit be un article, paragraph, sentence, word, or
something completely context-dependent?

Once we have determined what needs the users have. we can deveiop a taxonomy of link types to
support the link creation. \We will analyze the types of postprocessing discussed previously (e.g.,
tagging of the document. nutural language analysis. graphic recognition) to determine what
information they can provide in link creation. then review available algorithms for link creation to
determine their applicability. (Most of the current algorithms are in the research stage.) We will

study several algorithms and acquire one or more. which we will adapt to our domain, corpus, and
application.

Finally, to facilitate testing of the created links with users, we will provide a prototypical graphical
user interface (GUI) for navigating the document database. To the extent possible, the GUI
developed here will mesh with that developed for the data catalog (see next section). At this time,
we cannot theonze too much about the details of the GUI. since certain characteristics of it will
necessarily depend on such tactors as the target platform. available GUI tools for the platform,
results of the requirements analvsis. etc. However. there are certain well-defined cycles in the
normal course of devetonmen: ot any GUI. These inciude:

.

developing a storvhoard to understand the process by which users will
accomplish their goals

showing the storyboard to prospective users to get their reedback
»  revising the storvhoard per this feedback
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1 tne polar Antarctc catanae, Lol De Important o Link togetner tne text and the graphics. For
:xumple. figure catlouts :n tr 2 t2xt nave 1o e linked o the rigures tnemseives to allow the storage
-vstem to efficienty rounize tne information and cermit the user to easily access related
‘nrormarion that 1s descrived (o OLN teXt and grapnics torm. The onty signiticant effort in linking
text and graphics that has neen reported in the literature has been by Srihart {Srihari93] in which

ADUONS in NEWSDApEr nnOtoYrapns were interpreted to idennty the natre of the photograph.

We propose to study the :ssue ot automatically linking text and graphics fields in a mixed
document to create a hvpertext resresentatuon. We propose (0 deveioo filters that can rapidly
«denury Key concepts i tne text 1o enable iinking. und to devetop techniques for linking

:nformation extracted from the text with corresponding information available in graphic images in
the same document,

We propose using, extending and appiving SRI's FASTUS technoiogy as filters to extract
information that describes or otherwise relates to the graphic elements in the document. Typical
candidates are text such as picture captions: phrases such as "...as shown in Figure..."; and spatial

and relational words such us "...on the top left corner of Figure... .” The key research issues that
we propose to address are as tollows.

1. The identification of common phrases and structures that are used to
describe pictures and graphics in any given corpus

t2

The erfect of partial recovery of key phrases on the usetulness of the
resulting links

3. The ability to construct filters for text in a new domain in an automatic or
semiautomatic minner.

[V.4.3 Building an Information Catalog

Scientists doing research will want to create their own set of relevant articles from the complete
archive. Our objective in this task is to perform research to support that goal by examining search
and retrieval operations on the database (containing, at this point. text and scanned images, graphs.
1.y that will permit individual users (o custormze it to their own uses. Our main focus is to

zxamine the utility o creaung and maintaining a local cache for retmevea data that can be used as an
on-line reterence base tor ruture accesses.

First. we wiil buiid an object model to support storage and retrievai ot the source documents, using
a standard approach to object modeling (such as described in {[Rumbaugh et al. 1991; Shlaer and
Mellor 1988]). Then. the preprocessed documents will be compiled into an object-oriented
Jatabase (OODB). In an OODB. the database objects have various properties including classes,
class hierarchies. inheritance. encapsulation. object id, and interobject links [Cardenas and
McLeod90: Cateil91]. To munage the database. we will purchase an off-the-shelf database
management system (DBMS). such us Versant's Object Database. Objectivity's O/DB, ITASCA's
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plect catapase. or Servios GEMSTONE. The DBMS wiii neea to support persistent storage,
opcurrence conmol. shOrt nnd [ ng rAnsaciions. .ocation wansparency. und obiect migration.
.mong crner reatures Josern etz - v Zdonix ana Maier w01 "We witl uiz the DBMS to define the
OCUmMENT 0DIECES. STUCILr2y LNd CrIanizaton,

——el [PXYS P

SRS N2XTSWEE. We W Loviee L InEeN T ITIAT 10 4 galabase ¢iinonary) 1o inaicate information
.J0out 2acha tfile inothe wamipd.ae.  Lononoo. C4tion. .ource. DOrmat. ineaia type., iength, size.
-reate/moaify aates. una raiates - cvworas.  The index wiil serve og a rererence point for a
ArOWSeEr, “wnich researcners (un w2 10 locdiz iatormauon of interest to them. [t wiil provide an

interrace ror the users. una "+l 2.0 them 1o search. query. access. and retrieve the contents of
‘he polar Antarcac arcnive. (e moqzl of the catabase wiil reriect the database schema. with respect
‘0 how the items in the qztapase reiate to one anotner (e.g., hierarchicaiiy). The resuits, or "hits,"

ot a search can be presented to tne user as iconic objects through a graphical user interface
-leveiopea for the purpose ot this acsticaton.

“We will use the commerciai dutapase s tourth generation language (4GL: e.g., SQL), host
language interface. or visual tooikit to develop query semantics that will allow searching and
“rowsing based upon opicct atninutes, reiauons. or tvpes. We will also implement a set of simple
-apabilities that wiil allow users 10 - ample turge sata tpes.

A user will access the database ana perform a search by issuing a natural language or 4GL query.
The query is anslated and ported ‘o the document DBMS, where they are matched against the
tndex ror each entry. The name. :.. and otner seiect informarion for each maiching article is
displaved as fields of an entry in tne “catalog ' on the user's desktop. Each image, chart, or map
associated with each article is dispiaved as an icon for that article's entry. Icons are shown in their
relation to one another: items that are sequential. for exampie. or constitute subsets of a superset,

will be so indicated: items that might not exactly match the search parameters but are closely related
to those that do match can also appear.

Users review the results ot their searches, und if they would like to get a better look at something,
they can choose to "sample” it. Sampling an image entrv involves showing bits of it in less than
complete form. Sampiing will be meaia-dependent: that is. if video data were available, sampling a
video couid involve showing every tenth trame. or the first 60 frames: sampling a text file might
mean sending over such informartion as an abstract. introduction. or outline (if available). The
advantage of this process is that it reduces the load on the network. and the reviewer can get an

idea of whether or not the item is worth copying over to his workstation's local memory for his
use.

Users can save the catalog. which contains the results of one query, to a file for later use. They can

also modify the original query. resulting in the issuance of a new catalog, which they can compare
on a side-by-side basis with the tirst catalog.

If the user decides that an item in the catalog is of further interest to him/her. he/ she can copy it
over 1o a local disk. Users have the aption of copyving over the entire document tile. or specifying
vhich parts they want to copy over. tuch as the first 1) pages. or first 10 Kb: alternatively, they
-ould choose to retain the reference item without actuaily copying over anv data. This selection
nrocess. known as ‘culling. wmimizes the amount of disk space used. [n addition. since the
ariginal query. query resuits. and source locations tand. optionaily. sampiings or full files) are
-aved in the users files. subsequent work or further retinements of the query can be performed
without having 10 go through the search and sampling process. Once the data has been retrieved to
1 user's local disk. it can be editec using whatever local packages are available: for instance,

having viewed the entire file. someone may want to include only certain segments of the file in the
interests of space or relevance.
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2. Both networx Lnawidih Lunzanon ana local storage rcquirements are
minimizea.

V. EXPERIMENTAL METHODOLOGY

[n order to seiect an acceptaole set of image and text processing routines to provide the end-to-end
capture and delivery technoiogy needed. we will require several sets of test data and a system to
1utomate experiments. using this data as input. (0 cornpare comoetng algorithms and ideas. Thus,
\ur metnodology 1s concerned win tne selection and preparanon of test data and with the design of
an expenmental environment which automates ail comparison testing activities.

An automated system is needed to make possible experiments with large, statistically significant,
(quanuties of data. to insure that such experiments are reproducibie and to eliminate human error
and bias. The necessary components of experimental systems to automatically compute measures
of performance of document processing technologies have been presented by the authors in
[Kanai93]. Briefly, the following components must be provided:

1. acollection of appropriate test data (images or documents),

2. for each test image or document, a "ground-truth” representation
corresponding to the property to be measured.

3. algorithms for comparing the processed output (for each test system) with

the corresponaing "sround-trutn” cata. and
4. aigorithms (or metrics) for analyzing deviations between the output and the
corresponding truth data.

Over the last three vears. ISRI has built and operated systems to measure the performance
characteristics of both OCR devices and Information Retrieval systems (ISRI93]. These systems
are available for the research proposed herein.

V.1 Preparation of Test Data

[For preprocessing and recognition technologies. all test data are images of document pages. We
plan to obtain and to scan originai hardcopies ot severai test documents. We wish to compare the
Juality of images from hardcopy pages with thase on microform 1n the NSF library.

In order to test competinge rreprocessing and recognition algorithms., we pian to select a uniform
random sampie ot 1.000 paces from the upproximately 1.000.000 pages of NSF Engiish language
documents. (40,000 Engiisn documents x 25 pages per document) If the average page were 10
contain 2000 characters. cuch experiment with this dataset would involve 2.000.000 characters. It
is important to select a set with a representanve mix of document features (figures. maps, tables, as
well as mainbody text) against which recovery is desired.



The selection, scanning. .nG Tomng o0 nndges ds well as precaration of the corresponding
;.rouna-tmn’ data wii he conauctea by e ISR data Drcoaramon taboratory. This lab currently

‘roauces aoout 200 nages or rouna-truin ata per montn, We expect this 1000 page sample can
‘e PTepared in apout s montns.

.1 Or@er 1 12st AlgonIms 1 ITUCIUIT HoCUMent G21aDases and Ligorihms {or browsing and
T2MICVAL LD aDPropnate Lot Of 2nire tocuments Wil te requirea. .\s menuoned in Secton
1. a very appropnate cocument ot exiii. The 300 arucies pertaining to the Dry Valleys in the
“fcMurao Souna area or 12 .- =tarcts i be scanned ana rccoamzcd As with the page-based
Jata. the ISRIdama preparction Looratory il prepare these documents.

A\ Main component of 2 :niTnaton rameval test svstem deveioped at ISRI over the last three

~ears 1S a set of test aocume...: T‘\csc documents are part of a laree DOE document database
vhich has been descritea v (Nartkerv2!. The coilection consists ot approximately 2,600
.jocuments (104,000 pages: togemer with therr corrected ASCII text and onginal page images.

We have also obtained from the DOE a set of 120 exampie queries which are appropriate for this
document database. To provide the ":round-truth” for this test dataset. we have prepared the
-orresponaing set of reievancy rudements tor each query. This database is also available to

compare competing retrievai aizoritnms. Of course. the 300 arucies pertaining to the McMurdo
Dry Valleys wiil provide the most appticanie tests.

V.2 Measures of Pertormance

For preprocessing and recognition technoiogies, there are a number of possible measures of
performance. First, each competing algonthm can be evaluated by measuring the recognition
accuracy produccd Thus. one class of metric for preprocessing algorithms produces "character”

accuracy, " accuracy, etc. Of course, preprocessing algorithms which uniformly improve
character accuracy output from an OCR device are highly desirable.

ISRI has also developed severti new measures of OCR performance {ISRI93]. Our current test

svstem will measure non-xtopword accuracy. phrase accuracy, marked character efficiency, and
COSt Of automanc zoning.

We pian to experiment with other pertormance measures as well. One measure we have not yet
considered is throughput. \Ve have considered that device throughput is much less important than

device accuracy. Other types of metrics might include logical decomposition or noise or page
quality.

Over the past three years. ISRI has used standard measures such as precision and recall to evaluate

IR systems in the presence of OCR errors. These measures will be used to compare competing
algomhms 1n pre- and post processing.

V.3 Components ol the Test System

The actual preprocessing/OCR test ~vstem 1 a software svstem which accommodates the
installation of compeung uevices and controis their operation automatically during each test. A
main feature of this program is a vendor independent interface which normalizes the output from

cach competing algorthm to make the direct comparison of output possible. The test system is
implemented as a set of Unix shell commands {RiceY3].

s
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Jecause ISRI conducts annuar OCER 7 oennoogy Assessment tests tor tne Decantment of Energy, it
ntains the best OCR tecnnology canasie rrom each compeung commerciai vendor each year.
“hese svstems are avatiapie 107 tn2 rroposed tesearcn. nless some new prototype system is
atrodauced which provides il 0raer ©f Magniuce improvement 1 Derrormance over current

ommerciai svstems overniont, [IR1 L in 2 nesition of setectng e rest avatiable OCR device for
SVoCIven seror data very Guickiv 00NN 20 0DUMal ComDINAton ot echnologies to provide
e ena-to-end abiiities neeged i fIULine more nme.

70 COMPAre Informanon reineyii «

Fev
e

_ -« nave :nstalled one Booiean iogic positdonal inverted
‘ile system (Basis Plus), «.ne prozacuistue renevai svstem (INQUERY), and one vector based
svstem (SMART) in order 1o conguct moael basea retrievai expenments. [SRI plans to acquire

several other remreval engines (basec on airferent modeis) within the next tew months. These will
~e available tor use in the proposec crolect.

VI. TESTBED FACILITY

In Section V.1, we described two major sets of test data sampled from the NSF Polar Antarctic
iterature archieve. The tirst set il contun 1000 page-images randomly selected from the
archieve and the corresponding ASCII text for each page. The second set will contain 500
Jocuments associated with the Dry Vallevs in the McMurdo Sound area of the Antarctic, a set of
queries pertaining to these documents. und relevance judgements associated with each query. Both
datasets will be available by the ena of the second vear ot the project.

We propose to make these datasets available to character recognition and information retrieval
researchers. (In the case of the image dataset. 500 pages will be made public during the first year,
as a "training” set. The second 500 pages will not be distributed in order to make possible
independent evaluation of all new recognition systems produced.) Each year, beginning with the
second year. as part of the ISRI technology assessment test activity, we will publish a comparison
of the performance of all recognition systems submitted using the 500 page “test" dataset. In
addition, ISRI will devote u spec:iai session at the “Symposium on Document Analysis and

Information Retrieval.” {(SDAIR) heid each vear in Las Vegas. to papers which utilize these
datasets for research .

At the end of the project. the Digital Library of Polar Antarctic research literature produced as the
tinal product of this research will be installed. maintaned and managed on a file server at the Desert
Research Institute in Reno. Nevada. or another contractor site designated by NSF. Because the
DRI fucilities in Reno are accessable via a T1 line to all Internet sites, researchers anywhere with
Internet access will be able to utilize the system directly. In addition, dial up access will be
supported for those with access to a telepnone but not to the Internet, For researchers with neither
Internet nor telephone access. we plan to make available a CD-Rom version of the system.

LNLY and SRI will equailv share e rignts to license any software developed on this project,
except sottware which is a FASTUS derivauve. FASTUS is a sortware system developed in Lisp
~v SRI Internationai using SRI [R&D tunds (i.e.. developed exciusively at private expense per
FAR 232.227-7013 (an 12)). Rigns to FASTUS and FASTUS derivatives will be retained by
SRI. It FASTUS is needed by the Government tor use with this program, it will be delivered
under Restricted Rights subject to SRI's standard license agreement. [n addition. upon request,
we will deliver any sottware deveioped under the proposed project to the Government with rights
to use the software tor Government purposes only and to distribute the software to other

participants in this program for their use only in this Government program. subject to a license
agreement.

s
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VT EQUIPMENT REQUIRED

) diZitize ang prepare foot i Loosreaay avauaoie i iSRI Licoratones in Las vegas. Nevada.
ZJuIDment neeas tor tne tuiar veurs N the project are difficuit to rreaict.

SR e eXCEDoN OF MICIT IO Junning 2UuIDmMent. L. equUICTent Necessary «unng the tirst vear

or tne first vear. funds are reuuesizd to dcquire microtorm scanning equipment. additional disk
-lorage equipment. a proteivpe tiie server. two workstations 1or Antarctic researchers, and four
WOFKS{ations 101 graduate siudents (see Secnon X). An appropnate network ot Unix workstations
and tile servers currentiy ex:sts ana is avaiiable for the research starf at both ISRI and SRI.

frunas are requested to acauire severai compeung commerciai sortware systems, including both
image preprocessing, lext crocessing and information retrieval systems (see Section X). All
compeung OCR systems are alreadv instailed for experimental research at {SRIin Las Vegas.

VIII. PROJECT RESPONSIBILITIES

All development ot new aigorithms tor pre- and post-processing wiil be done by the research staff
at SRl and at [SRI. Compunson testing of competing technologies will be done by the technology
assessment group at ISRI. The ‘ground-truth” test data needed will be prepared by the data
preparation laboratory at ISRI. Sample queries and relevance judgment data wiil be provided by
the DRI. Beginning in vear two. continuous subjective evaluation of the prototype Digital Li
system will be provided by LTER scientists at DRI. Traditional bibliographic quality control will
be provided by the UNR Library. Agreements with publishers regarding copyright issues will also
be obtained and managed by the UNR Library for this project.

Through DRI LTER statf wiil contribute their expertise to the proposed Digital Libranes project in
three areas: 1) building the prototype document database. from hardcopy materials in researchers’
personal libraries: ) defining the “cround truth” for this prototype database via query/response

scenarios against it: and ) testing the proposed document retrieval system. in a real-world setting,
as it progressively develops.

UNR Libraries staff will also contribute their expertise to the proposed Digital Libraries project in 4
areas: 1) documenting the current library utilization and research methods of the DRI LTER
scientists in a "base-line" study; 2) providing independent quality control of the prototype database
and query/response scenarios: 3) assisting with human factors (interface design, performance
measurements, etc.) of the proposed retrieval system, as it progressively develops; and 4)

assessing the sociologic accomplishments of the project. from a library perspective, in a
retrospective study compared against the base-line.

IN. EXPECTED ACCOMPLISHMENTS

In the previous sections we have described the project goal. which is to develop techniques for
+utomatcally converting a corpus of microform documents into a usable coilection of information.
We have described the corpus of interest and the user community in Section II, outlined the
expected system in Section [I. and defined our research agenda and experimental methodology in

(Y]
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secuons iV ana V. In Secton V1 we snowea how we would organize 2na open up our testbeds to
sher reczarchers.

WY secuon desenbes sizninicant miestones ot s wiil dering cur rrogress, and (b) provide a
mecnamsm for monutoringe Tnd riuniicanee o sur nocomeishiments, {noSecton iX.] we idenuty
e Lrger mat we wiil be aimung tor ot ine ena o1 ne our vears of NSF funaing. Section 1X.2

NOWS 152 inrermeaiaie fuanuall miesiones nat we propose esiadiishing to Keep the project on
"TaCK.

[X.] Four Year (iouals

At the eng of the four vears of funaing. wve wiil have pertormed significant research as well has
have 1 complete testbed witn a digitized corpus of approximatly 40.000 documents and an active
ASer COmmUNIty PErrorming research using the aigitized corpus. ‘e wiil measure our success by

the numper of conmbutions made to the researcn literature. ‘We expect to have achieved the
tollowing:

“ [n the Information Retmevai Fieid

We expect that over the course of the proiect. we wiil publish new algorithms for automatically
postprocessing information rrom scanned documents to (a) globally correct recognition errors, (b)
create automatic markup tor fields required for document access. (c) natural language based

document indexing, (d) querying, {¢) precision refinement. (f) hyvpertext link creation, and (g)
information cataloging.

We expect to publish results of experiments in information retrieval characterizing the effect of
OCR errors on precision and recall. as well as evaluating the etfect of OCR errors on natural

language understanding. These results will be useful for researchers studying new algorithm
directions and engineers constructing special purpose systems.

* In the Document Image Understanding Field

The proposed research in image preprocessing and recognition will resuit in new algorithms for
(a) geometric distortion correction. (b) modelling and noise suppression algorithms specifically
directed to microform images. (c) trainable systems for page decomposition. (d) trainable, smart

voting schemes for combining the performance of disparate OCR engines. and (e) techniques for
extracting key information rrom graphics.

We propose publishing the detailed characterization of preprocessing algorithms including

character recognition error rates, page decomposition failure modes. and noise models in an effort
to stimulate further research in the document understanding community.

* In the User Community

One very important measure of the viiue of our proposed research wiil be the number of references
in new Polar Antarctic research publications that reference the digital collection. We expect that as
researchers in the community are exposed to the new research capablities provided by the online
collection. their use of this resource wiil grow. A measure of the growth wiil be the number of
citations that directiy reference the resource. Also. as the value of the resource becomes

recognized. the number of researchers that use the collection will also grow. providing another
Juanufiable measure ot value.

* n the Information Providers Community



“\'e expect that Dy tne vnd O th2 lour vRar orotect. e expect 1o have entered into direct
T200UANoNS WIH INfOMMAON Providars W no would view (ne dulomanng inormation conversion
wsem a5 a resource tnatonow cowid Lo o ranaly bring otner tnformation compendiums to
TarKet.

[X.2 Annuar Milestones

Ve have idenuried annuai nuiestongs tnat wiii cham our progress 0 the four vear program. These
Tiestones are Sroken out 1o WO Lreas: 1i) researcn program, and (b) protorype runctionality.

[X.2.1 Research program
Dunng the first vear ot the research. we wiil focus on the tollowing eiements:

4. Preprocessing issues: \We wiil stuay distoruon models (both geomemmic and
photometric: .nd technigues tor esumaung these models trom digitized
documents

b. Recognition issues: We wiii study smart voung schemes. extending current
research ongoing at UNLV.

¢. Modelling or User Neeas: We will interview users and evaluate their needs
and research methodologies. producing storvboards or other mechanisms
1o capture the knowiedge.

d. Information Retreval Issues: We will study the nature of markup tags
required based on the user needs, and mechanisms tor automatically
acquiring such tags by postprocessing the documents.

e. Algorithm Characterization: We will perform detailed characterization of
algonithms in all categories based on microtorm images. and identify areas
where current algonthms are weak.

During the second year of the research. we will build on the accomplishments of the first year,
expanding our research to:

a. Preprocessing Issues: \We will augment our document understanding
capabilities with deveiopment of trainable page decomposition and zoning
systems.

b. Recognition Issues: We wiil study graphics processing techniques and
identify information that can be extracted for indexing and markup
purposes. We will integrate word recognition and domain specific lexicons
into the recognition engines.

c. Postprocessing Issues: We will perform and publish results on
characterization of the interaction between recognition error rates and
information retrieval precision and recatl.

d. Browsing I[ssues: We will start examining natwral language based
techniques tor extracting and linking key information in documents.

¢. Results Sharing: We wiil host the first of three annual workshops geared to
discussion and comparative evaiuation of research results based on the
digitized poiar anrarcuc database documents.

During the third year we wiil focus on:

4. Postprocessing {ssues: We wiil evaluate robustness of automatic techniques
developed in the previous vears and integrate feedback from the preliminary
users ot the conversion system and converted data to improve the relevance
of the system to the end-user community.
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b, Browsing [sucn: Ne wnl cevelon teennigues (nat intecrale nrormation
SXTACHUON 1TOmM 10N il N Ommalion L Taliag (rom 2rannic roruons of the
Jjocument.

SooCatalomne bogenr M ol LTI IR 2 O S0 ding sustems that nrovide
QSETS WIIN IR At JUIDIMNZen L i nregs,

S e wail hota trr soenin o e annii, cUmposIia, L LS ST Meosium, we

SXDECT [0 QUUITINL 12 UnnICLl DTesenILiions Wit presgntatons by end-
USErS WNO fave " the ONPOrTURILY 10 WOrK with the aigitizea intormation.

Dunng the fourtn vear we ¢xnect t0 nave a fully automated conversion svstem operational. We will
rocus our etforts on compieting tne svstem and the conversion of the entire polar antarctic
.jatapase, dissemination o1 tne results. «nd coilection of feeaback from users. The final
svmpostum wiil highlient e successes of the program from the research and user communities as
well as idenury areas 1or ruture crowth and deveiopment. [n the finai vear. we will also focus on

marketing the algonthms and the testbed svstem to information providers tor exploitation of other
informanon coilections.

[X.2.2 Testhed Svstem

The annual miiestones ror tne testbed svstem devetopment are geared towards three goals: (a) to
provide timeiy and accurate training data extracted from microtorm documents, (b) to provide
researchers a testbed on which expenments can be run to evaluate existing algorithms and into

which new algorithms can be integrated. and (¢) to provide end users with progressively increasing
functionality that they can use and comment on.

During the first vear ot the proposed project. the subset document database (approximately 500
documents) will be established. us a prototype, for sottware development and testing and training
purposes. Microtorm documents will be scanned and converted to an image database, using
current ISRI equipment augmented by microform scanners purchased with NSF funding.
Bibliographic con:rol. established by the Library of Congress will be attached to each scanned
document. Also, the scientist(s) in possession of each document will be interviewed in person, for

their subjective annotations and for their ideas regaraing opnmai modes of browsing and types of
(ueries .

After all documents are converted. a workshop ot poiar antarctic scientists will be convened to
examine and validate the results. and to explore remrieval procedures (current and desired). General
types of retrieval questions will be noted. along with specific examples. Wherever possible, the

“opumal responses” to various retrieval questions will be established. according to these scientists,
who are, in fact, the domain expents for this subset database.

The development of algorithms for organization, browsing and retrieval will proceed against this
prototype database during the first two vears of this project.

Durning the proposal’s second vear. the collection of documents scanned in the tirst year will be
Jisseminated to researcners and users as discussed in Section IX. Feedback wiil be solicited and

:ncorporated into the testpead. [n parallel. additionai documents wiil be scannea. bringing the total
sumper ot documents to 10.000 hy tne end of the thira vear.

Beginning in the proposal’s third year. tne full Engiish language Antarctic research literature will
he converted from microtorm to database. and bibliographic control attached to each document as
before. This (much) larger database wiil be used for svstem tuning and demonstration purposes. A

joint workshop of polar antarctic scientists and digitai library researchers will be held to exchange
information and guide further research.

()
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1 the tourtn vear. o final “Workshop of w.er “oientists ana researcners wiil be convened. at which

rrrormance ot the tuily aoveopeg dvsiem il be consiaerea azainst poth the orototvpe and the
SMONSTINON dAasases. .« milinants W, memates o resvandate ana comment on tne quality and
TTOPMANCE OF r2tMeviia, o ooamnts oy oseny conerativ, Lnd us axkelv vaiue to them in

Ure racanens
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N.  COST SHARING

The 25% cost shamneg reciirement Wil he met from a combination of sources of funds. At
{’NLV/ISRI 50% matchine :unds for most sentor staff salaries tnot including Kanai) will be
~rovided from State ot Neviaa or rrom private runds. 7 he salaries or all supporting research staff,
:xcept Nagy, will wiil aiso re matcnea (ie., 20-350) by rfunds from the State of Nevada. The
.dditionai matching runas nceced for tnis project wiil be provided from UNLYV Insututional funds.

SRI management has approveas S330.000 (conmract equivalenty in 1994 [R&D funding for research
1 the area or document unaerstanaing, The researcn program that is being conducted under this
‘R&D funaing 1s directly retevant 1o the proposed DLI interests. Consequently, under the FAR:
31.205-18(e), SRI proposes that 3300.000 of these IR&D funds be counted as cost sharing. All
research results developed under these IR&D efforts will be made available to the UNLV team for
integration on the testbed. \Wherever appropriate. digitized data tfrom microforms will be used
during algorithm development and testing under the IR&D etforts. Further justification and
documentauon for the use of SRI's [R&D funds will be provided upon request by the NSF.

The 25% matching runds for both the DRI und the UNR subcontracts will be provided by State of
Nevada funds. The total matching tunds for this project will be $1,735,000.

XT. CONCLUSIONS

In summary. our proposai is motivated by our strong belief that as large, complete collections of
~ignificant documents become available via the medium of digital libraries, users of this
information will demand complex and rich interaction with the information. Document access
mechanisms will have to grow bevond keywords and full-text searches to include user-friendly

mechanisms such as browsing, searching of images. and searching on the basis of abstract
concepts embodied in the documents.

Authoring systems now being developed and studied will provide the appropriate tools for creating
links between information elements and the ability to represent abstract concepts. Such tools,
however, are most appropridte tor organizing information when it is being created. It is extremely
labor 1ntensive to retroactuiveiy convert documents that already exist in hardcopy torm. And unless

‘he process of converting existing documents in a cost etfective manner is developed. large
‘ractions of the extant knowiedge wiil not be cost effecuvely expioited.

Our proposai. thererore. uddresses the notion of inteiligent conversion of microform documents,
Driven by users of scientific information. we propose researching aspects of the microform
document conversion process including image preorocessing, recognition. postprocessing for
:xtracung information. and natral language techniques for extracung information for creation of
hypertext information links. .\ccurate characterization of existing and newly created algorithms
will allow generation ot a svstem that automatically adapts to a wide range of image quality,
‘hereby allowing large scule conversion etforts to proceed rapidlv. This research will yield

Ny
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“rOCESSING tECANIQUES tNat Cun Organize Informanon it Wways that wiii support the end-user in using
(2l intormanon.

TOONAKE ma proplerm rnlin e, e frorose L osusinge oo oparticuar cotlection ot documents: the
'SF watarce ainmnasc oomenuing crannrovimateny SEO00 dacuments that cover all published
awendi o e e Ve UIpose Cooe merasuon with he reseuren community that uses these

24 JOr thelr Usg. wnd croviding mecnamisms such as

.C}C\l.uC!".fs. ;.Aciumnz e oToanon cloan
N leonnmygues <an teinvesnegateq,

TASCA T2IZASES ON WNICH (N2 HUCEnianie «

‘I successtul. the tecnniaues cevetopea could then be apptied to other document collections. The

<lgonthms and systems sould be usaple / information providers 1o convert other corpora of
"nntcd/mxcroton'n cocurr."'s The researcn itseif wiil add signiricantly to the literature in the
sigital libranes area as weti &5 1o the inteiligent document processing literature.

We ure contident that nv combining the expertise of our team: the experimental research
‘methodologies and the state-or-the-urt document scanning and recognition facilities available at the
ISRIat UNLV: the researcn capabilities in image processing, Al. natural language, hypertext, and
data storage and retrieval .t SRI: :ne end-user knowledge at the DRI: and library support for
-ataloging and copynght 1< <ues at U NR: ve wiil be aple 10 make 2 significant contmbution within
‘e funding and time trame ot the NSF Digitai Libranies Initiative. \Ve are committed to this work
as demonstrated by our signiricant cost shanng and look forward to its execution.

1,
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ORGANIZATION AL ROLES

PARTICIPATING ORGANIZATIONS

Our team is strong ana unaue:y canaple of conaucting the proposed research. The Information
Science Research Institute ISR at the University of Nevada, Las Vegas was established in 1990
by a grant from the United States Department of Energy. The overail mission of ISRI is to foster
the improvement of automatea technologies for document processing. Since 1990, ISRI has been
conducting large scale expeniments in document understanding using 1ts automaied experimental
environment. No other research institute in the world currently has such capabilities. We have a
track record in characterizauon of OCR technology and in investigation of the interaction between
the recognition and remeval tasks.

SRI International is the world's largest independent nonprotit research institute, chartered in the
state of California, performing a broad spectrum of problem-oriented research. Groups at SRI that
are involved in the proposed work hive 4 signiricant track record in OCR and image understandin
(e.g., for the US Postul Service), hypertext and muitimedia, artificial intelligence. and distributed
information storage and retrieval. Our natural language system (FASTUS), developed in 1992,
was amon% the top two or three leaders in two recent evaluations of written language systems, and
an order of magnitude faster than comparable systems.

The Desert Research Institute is the world's largest multidisciplinary organization conducting
environmental research in arid lands. DRI was recently awarded a 6-year grant to study the
McMurdo Dry Valleys region of Antarctica - a cold desert ecosystem - as part of the NSF's Long-
Term Ecological Research (LTER) program. Over 25 senior investigators and graduate students
are involved in this LTER project, making DRI home to the majority of active researchers in this
area. Project staff are intimately familiar with the Antarctic literature regarding the Dry Valleys:
they have studied all of it, and developed a great deal of it: they are the domain experts.

DRI originally grew out of the University of Nevada. Reno: and the two institutions maintain a
close working relationship today, not only in science, but in service facilities as well, including
their Libraries. For a number of years, the UNR Library has aggressively pursued electronic
storage and retrievat for its holdings, which include a large collection of Government documents,
on environmental matters in particular. Library staff are professionally interested in the effects of
information technology on scientists' research habits and scientific productivity.

Under this program. ISRI will conduct research in OCR techniques, information retrieval, and
document markup. ISRI will also be responsible for the generation of image and truthed character
data for supporting the team's research activities. In cooperation with the other team members,
ISRI will design, develop, document. operate. and maintain the experimental testbed. SRI will
focus on preprocessing algorithms, graphics understanding techniques. and natural language
techniques based on SRI's FASTUS system. DRI will provide the team access to the documents in
the Polar Antarctic database and access to researchers who use the information. DRI scientists will
also serve as test users of the data as it is converted and throughout the development cycie, work
closely with the team in detining needs and evaluating technical approaches to meet the needs.
UNR will provide bibliographical knowledge that will be required to organize the extracted
information according to accepted conventions and pattems. UNR will also have the responsibility

to obtain all required copyright releases and other administrative protocols for providing users
controlled access to the data.



The entire team is committed 10 achizvIng (N2 2rOpOsed COals and is enthusiistic ahout the program
~otentiai. Both the aamimistration .o UNLY g UNR as weil as the manazement at SR and DRI
TONEIY SUDPOTT the DropoNed Prot

COST SHARING

The 23T cost shanng reawremerss sul e met mom oo compinauon of sources of funds., At
UNLV/ASRI 50% matening tenc. ¢ most Senior Sttt salanes (not inciuding Kanai) will be
rrovided from State or Nevaaa or :-~m pnivate tunds.  The salanes or all supporung research staff,
except Nagy, will wiil also ve maicnea (1e.. 50-30) by tunds trom the State of Nevada. The
additionai matching tunas neeced (o tnis project wiii be provided from UNLV Insututional funds.

SRI management has approved $350.000 (contract equivalent) in 1994 IR&D funding for research
in the area ot document understanaing. The research program that is being conducted under this
[R&D funding 1s directly reievant :0 the proposed DLI interests. Consequently, under the FAR:
31.205-18(e), SRI pronoses that $300.000 ot these IR&D funds be counted as cost sharing. All
research results deveioped unaer these [R&D etforts wiil be made available to the UNLYV team for
integration on the testbed. ‘Where er approonate. digitized data trom microtorms will be used
during algorithm deveiopment ang testing under the IR&D efforts. Further justification and
documentation for the use of SRI's [R&D funas will be provided upon request by the NSF.

The 25% martching tunds for both 12 DRI and the UNR subcontracts will be provided by State of
Nevada funds. The total matching r2nds tor this project will be $1,735,000.

MANAGEMENT PLAN

All development of new ulgorithms for pre- and post-processing will be done by the research staff
at SRl and at ISRI. Comparison testing of competing technologies will be done by the technology
assessment group at ISRI. The “zround-truth” test data needed will be prepared by the data
preparation laboratory at ISRI. Sumbpie queries and relevance judgment data will be provided by
the DRI. Beginning in vear two. continuous subjective evaluation of the prototype Digital Library
svstem will be provided by LTER scientists at DRI. Traditional bibliographic quality control will
be provided by the UNR Library. Agreements with publishers regarding copyright issues will also
be obtained and managed by the UNR Library for this project.

[SRI will coordinate the efforts of all participants to insure the success of this project

o e
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