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Executive summary: [Discuss (i) how the research adds to the understanding of the area
investigated; (ii) the technical effectiveness and economic feasibility of the methods investi-
gated; and (iii) how the project is otherwise of benefit to the public. The discussion should
bewritten in terms under standable by an educated layman]®:

The original problem consists of developing tramspootocols for high-speed optical circuit netwark
developing internetworking solutions to create ariection-oriented” Internet, and to interconneas t
circuit networks, NSF-funded CHEETAH and DOE-funddittaScience Net. A high-speed optical circuit
network is one that offers users rate-guaranteedaxivity between two endpoints, unlike today’s IP
routed Internet in which the rate available to a p&ausers fluctuates based on the volume of cdimge
traffic. An analogy in the physical world is thatouit networks are comparable to airline transpdnere
a user makes a reservation for a seat prior tagakiflight, while the IP-routed Internet is comgdale to
road transport where travel time is dependent baratoncurrent traffic.

This particular research project advanced our wtdeding of circuit networks itwo ways. First,
transport protocols were developed for circuit regt. A transport protocol serves to achieve rédiab
data transfer on an end-to-end basis. In the lateencommonly used reliable transport protocal@G.
TCP includes (i) error control functions for ackredging segments (data packets), and retransmitting
segments for which acknowledgments are not recdieddre the sender’s retransmission timer runs out,
(ii) flow control functions that prevent the sendesm sending data at a rate faster than the recsiv
capacity for processing and storing received daial, (i) congestion control functions to prevehet
sender from sending data so fast that the routksaiitch buffers on the end-to-end path fill updieg to
packet loss while simultaneously sending datadastigh to achieve the best possible throughpuat.cin
cuit network, since bandwidth resources are resefoeeach circuit on an end-to-end basis (mucé lik
how a person reserves a seat on every leg of &segiment flight), and the sender is limited todsahthe
rate of the circuit, there is no possibility of gastion during data transfer. Therefore, no congeston-
trol functions are necessary in a transport prdtdesigned for circuits. However, error control dhav
control are still required because bits can becemared due to noise and interference even onigtit
able optical links, and receivers can, due to ragdking or other reasons, not deplete the recaifferb
fast enough to keep up with the sending rate (é.pe receiving host is multitasking between ey a
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file transfer and some other computation). In Whisk, we developed two transport protocols for wits,
both of which are described below.

Second this project developed techniques for internekivay different types of connection-oriented
networks, which are of two types: circuit-switch@mdpacket-switched. In circuit-switched networkgylm
tiplexing on links is “position based,” where “ptisn” refers to the frequency, time slot, and pétier),
while connection-oriented packet-switched netwarks packet header information to demultiplex packet
and switch them from node to node. The latter arernonly referred to as virtual circuit networks afx-
ples of circuit networks are time-division multipksl Synchronous Optical Network/Synchronous Digital
Hierarchy (SONET/SDH) and Wavelength Division Mpléxing (WDM) networks, while examples of
virtual-circuit networks are MultiProtocol Label 8shed (MPLS) networks and Ethernet Virtual Local
Area Network (VLAN) networks. A series of new techogies have been developed to carry Ethernet
VLAN tagged frames on SONET/SDH and WDM networks;lsas Generic Framing Procedure (GFP)
[1] and ITU G.709 [2], respectively. These techryids form the basis of our solution for connectiai-
ented internetworking. The benefit of developinghsan architecture is that it allows different gosrs
to choose different connection-oriented networkieghnologies for their networks, and yet be able to
allow their customers to connect to those of ofiteviders. As Metcalfe, the inventor of Ethernettad,
the value of a network service grows exponentiailyr the number of endpoints to which any singld-en
point can connect [3]. Therefore internetworkinguions are key to commercial success.

Thetechnical effectiveness our solutions was measured with proof-of-conqaptotypes and experi-
ments. These solutions were shown to be highlyctiffe. Economic feasibility requires business case
analyses that were beyond the scope of this project

The project results afgeneficial to the publias they demonstrate the viability of simultanepssip-
porting different types of networks and data comitation services much like the variety of services
available for the transportation of people and god#r example, Fedex service offers a deadlinedas
delivery while the USPS offers basic package dejivaervice. Similarly, a circuit network can offar
deadline based delivery of a data file while thedBted network offers only basic delivery serwvizith
no guarantees.

Two project Web sitefV2] and [W2], 13 publications, 7 software proggrdl presentations resulted
from this work. This report provides the compldt bf publications, software programs and presenta
tions.

As for student education and trainifgu(man resourcgsthis DOE project, along with an NSF project,

jointly supported two postdoctoral fellowships,abrPhDs, three Masters, and two undergraduate stu-
dents. Specifically, two of the Masters studentsewtrectly funded on this DOE project.



Comparison of the actual accomplishmentswith the objectives of the project:

Table 1: Original work plan with deliverables[13], and accomplishments[1,2]

Work item

Deliverable

Accomplishments

Integrate a high-throughptransport protocol
suitable for large file transfers on dedicate
circuits (we call this Fixed-Rate Transport

Protocol, or FRTP, a modified version of

ition

Transport protocol specificg

Transport protocol imple-
mentation

Specified, implemented, ang
published papers [1] [2]

SABUL) into the Secure-FTP application

Secure-FTP with FRTP
implementation

Integrated with file transfer
programs called BwWdetall

[F1], WebFT [10] [F7], and
HTTP [6] [F6]

Design and implement mechanisms fieer-
ing the CHEETAH network control-plane
solution with the UltraScience Netentral-
izedcontrol-plane

Software modules to enable
this peering

> CHEETAH Client System
Agent (CCSA) provided to
ORNL [4] [F4]

Centralized book-ahead alg
rithms published [3] and [5]

Demonstrate wide-area tes
across CHEETAH and Ultrg
Science Net (with centralize
control)

Demonstrations completed |

d

Design and implement mechanisms feer-
ing UltraScience Net and CHEETA#istrib-
utedGMPLS-enabled control-planes

Software modules to enable
this peering

2CHEETAH Client System
Agent (CCSA) provided to
ORNL [4] [F4] and control-
plane security designed [12]

Demonstrate wide-area tes
across CHEETAH and Ultrg
Science Net (with distribute
control)

This was not done because
USN used only centralized
ccontrol

Extend the CHEETAH concept of end-to-e
Ethernet/Ethernet-over-SONET circuits to
“connection-oriented internktvith segmentg
of the end-to-end connection traversing
packet-switched networks such as Etherne
VLANs and MPLS networks

ldesign document
21

—

Completed; papers were p
lished [7][8]

Implement control modules to support con
nections through Ethernet LANs using VLA
technologies such as IEEE 802.1q

VLAN provisioning software
Khodules

CHEETAH Control Plane
Module (CCPM) completed
[F4] and tested on Hybrid
Optical Packet Infrastructure
(HOPI) testbed [P17]

Implement control modules to support con
nections through MPLS networks

MPLS provisioning software
modules

*CHEETAH Control Plane
Module (CCPM) included
MPLS submodule [P17]

Integrate CHEETAH segments with VLAN

Demonstration of a “conned
tion-oriented internet”

Tests completed at UVA labq

and MPLS segments

ratory with Cisco GSRs [7]
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Project activitiesfor the entire period of funding (hypotheses, approaches, problems, assess-
ment):
Track 1. Transport Protocolsfor Dedicated Circuits

From a theoretical protocol design perspective,deeeloped a protocol calldeixed-Rate Transport
Protocol (FRTP)with the philosophy that if the network and thel dnosts cooperatively agree on a certain
fixed rate prior to the start of the user datadfan then there is no potential for receiver huffeerflows,
nor is there a possibility of losses within netwarkitches (since these switches are circuit swifche
Hence there is no flow control (“null” flow contiobr congestion control built into FRTP. However a
problem arose when we implemented this ideal smutDisk access at the sending and receiving end
hosts, an important component of file transfersypd to be the major stumbling block because of the
variable rate nature of this access. In other wdtdse is a mismatch between the variable ratesscof
disks and the fixed rate nature of circuits. Toidwall losses, a user can choose a pessimistidoathe
circuit using the smaller of the worst-case sending receiving disk access rates. While this aesiev
high circuit utilization (with no losses and henue retransmissions), it also results in high filensfer
delays. Therefore, we added a selective-ACK basax eontrol procedure to FRTP. With this solution,
one can trade-off circuit utilization for lower trsfer delays by selecting a more-aggressive ciraibd,
allowing for losses and recovering from these lsssi@h retransmissions. While this implementation
works, it is not entirely satisfactory from a resdmaperspective. To begin with, the answer of usioty
flow control in FRTP is not satisfactory. By holdithe sending rate fixed at the circuit rate (whghet to
a high value to reduce latencies), even thougltiticeit appears to be used all the time, a sigaifiqor-
tion of the time is spent in retransmissions. Imeotwords, the utilization is lowered. Thereforédiag a
window-based flow control scheme seems attractianically, while the window-based flow control
scheme of TCP is inadequate for connectionlessarksMbecause it does not provide information on
router buffer states), it is ideal for dedicatertuits since the only buffer about which the senuezds
information is located at the receiver. It is bette send this feedback and have the sender staprgp
data rather than allowing the sender to keep sgrelien when the receiver buffer is full. The latteuses
sender and receiver CPU utilizations to be high.

While this solution (with window-based flow contyas better than the basic FRTP with null flow con-
trol, it is still not satisfactory. This is becalisdoes not address the main problem of how tectehe cir-
cuit rate and receiver buffer size to maximizewiratilization and minimize file transfer delaystin the
constraints of the end host hardware. This proldédetermining what circuit rate and receiver buffice
to use is more difficult if we allow the end hogignultitask. Every time the file sending taskdsaduled
out of the sending end host processor, data transfehe circuit stops, which lowers circuit utdiion.
Similarly, every time the file receiving task isheduled out of the receiving end host processar, th
receive buffer overflows, leading to losses, retraissions, and lower utilization and increasedydelAt
a fundamental level, even the task that readsfdatathe disk competes with the task that sendsléta
on to the network at the sending host and corredipgty the task that writes data to the disk corapet
with the task that receives data from the netwdrtha receiving host. Thus multitasking enhances th
unpredictability of end host performance, origipateated by disk access.

Next, we experimented with rate-based scheduler&ifux systems to test whether we can execute
these disk read/write tasks and network send/redeisks as soft real-time tasks. This will provsdene
control at the end hosts for how often and for hamg these tasks get scheduled. The goal was tbioem
a solution for O/S scheduling with improved filesgyms and file preprocessing for increased preulieta
ity of disk access rates. While this could yield ideal answer, it adds overhead to the average user
because it requires patches to Linux. Thereforealse pursued more practical solutions that areeets



transition to scientists. For example, by levergdine Pause feature in Ethernet interface implement
tions, we can use a coarse-grained timer to peadigli schedule the file sending task. We coupléad th
with a receiver implementation that sends back fbontrol data (on receive window size) to the sende

We successfully tested GridFTP on a cluster of @#es at the University of Virginia, and experimehte
with striping. To enable striping, we needed a ppalréile system. So we downloaded PVFS to thistu
and experimented with GridFTP striping. This wos{ged us understand disk access constraints better.

Next, we fixed the CPU utilization issue in thesfirelease of FRTP software. The sender impleneents
“busy-wait” in order to send packets with a smater-packet time (for high sending rates). This entile
CPU utilization high. We found two possible soluso The first is to use a combination of the Lid@®mnms
timer with Linux signals to awaken the network #ildo send out as many packets as needed to achieve
the desired rate. For example, to achieve a 400Mdbépding rate, the network thread needs to sendB00
every time it is awakened. This data will be saritaver the 1Gbps NIC within 4ms. If the first sstiton
the path is an MSPP operated in circuit mode,incabuffer the excess packets if the outgoing SONE
circuit is only 400Mbps. But the PAUSE feature ibESNICs stops the sender from sending packets and
holds up the packets in the UDP buffer at the hidse UDP buffer should be set to a large enougheval
This solution required the network thread to bekbroup into two threads: a data thread and a dontro
thread. The data thread is the one that is sigre@ledy 10ms when it promptly sends data frameseaitd
the processor. The control thread handles ACKs, £&RI other control messages received from the far-
end. The FRTP work was published in [1]. The secmidtion is to use kernel-based transport proscol

After the above-described experimentation with sg@rce implementation of transport protocols on
UDP sockets, we decided to turn instead to kerasktd TCP implementations. We designed, imple-
mented, tested and evaluated a new transport miotatled Circuit-TCP (C-TCP) which resulted in a
publication [2] Our solution uses Net100/Web100.

To implement C-TCP in Linux we used the Web100ruraented TCP stack. The Web100 instrumented
stack provides an interface for user space progtarascess many of TCP’s internal state variafilas.
interface also allows some fields (control paramsfen the internal data structure that Linux naiims
for each TCP socket, to be set from the user spdeeadded 2 control parameters to the Web100 stack,
modified TCP sender code to ignore the congestimaeow cwnd and instead maintain a minimum of a
set sending window size (set equal to the bandwddthy product) and the receiver’s flow control win
dow, rwnd, of unacknowledged data in the network throughhbattransfer. Further we set the additive
increase and multiplicative decrease factors taesbkuch that the cwnd does not change. Linux aises
slow start like scheme to updatend too. This makeswnd a bottleneck during the initial part of the trans-
fer and defeats the purpose of the changes matthe gender. Therefore, we maodified the TCP receiver
code to advertise the maximum possitad when the socket is being used over a CHEETAH ditircu
Here again we will need the PAUSE feature becaliselTCP implementation in the kernel will simply
send a whole cwnd worth of packets at the Etheé\h@tspeed of 1Gb/s. This will cause packets todid h
up in the TCP buffer. Again this buffer should limed correctly.

We tested C-TCP across the CHEETAH network usingraiito-end 1Gbps circuit on a 13-ms round-
trip-delay path. Data transfers on the order afva KB to 100MB will be served much faster with CHC
than with TCP on a dedicated circuit because of ' $GRw Start mechanism (see relative delay plot of
Fig. 1). For larger data transfer sizes, as lorip@§ CP send and receive buffers are properlyldizethe
bandwidth-delay product of the path, the utilitfeoéd by C-TCP over the dedicated circuit instefd o
TCP will decrease. We also show with iperf thaustained data transfer rate is better maintainéld @4
TCP than TCP. Finally, for disk-to-disk transfenee show how the disk receive rate can be determined
with a disk-write program and then used to setthauit rate. With C-TCP, as the sender maintainera



stant sending rate equal to the disk-write ratéomg as there is no multitasking on the sendeeceiver,
which will cause the circuit to be under-utilizeftlay can be reduced to propagation delay plushné
sion delay. For further details, the reader ismrefeto [2] and [11].
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Fig. 1 Comparison of TCP and C-TCP for differerg izes

Assessment of the impact of the transport protoEsillts: The impact of this work will be significant
when virtual circuit services are offered by entisgs and regional networks allowing for the craabf
end-to-end circuits. In the current deploymentyarre networks offer circuit services, and therefo
without end-to-end circuits, these transport prol®cannot be used.

Track 2: Peering of the CHEETAH network and UltraScience Net

We presented an architecture at the DOE Office ciérige High-Performance Network Research Pl
Meeting, posted on the Presentations page of thiegirweb site of http://www.ece.virginia.edu/cledegt
DOE [P1], which shows the details of the peeringhaecture. The key problems we identified inclie
security, and (ii) scheduling.

On security we developed a solution to provide authenticatiod integrity checks on control-plane
messages exchanged between the CHEETAH networlJldraScience Net (USN). Our goal was keep
delays low without sacrificing the extent of prdten. The control-plane security architecture isdzhon
the solution developed for USN, and is documentgd2]. A brief summary of the architecture is ab f
lows.

The CHEETAH control-plane network design uses tiierhet to create out-of-band channels between
end hosts and GMPLS (Generalized MultiProtocol L&wgtching) systems as well as between neighbor-
ing switches. First, we consider the question ocawfipe of IP addresses, static or dynamic, pudsliori-
vate, to assign to control-plane interfaces ondweis and end hosts. Our conclusion is that we mrequi
static public IP addresses if the goal is to creatdable GMPLS networks. Given the shortage ohsuc
IPv4 addresses, we recommend the use of IPv6. 8ewannote that the Router ID/Switch IP loopback
interface addresses assigned to GMPLS switcheddshewadvertised through routing protocols, allagvin



them to be reachable through at least one intedadbe Internet. Third, to secure the control-plahan-
nels, we use IPsec tunnels. Using open-source Lspttware called Openswan on the end hosts and Juni
per NS-5XT devices to protect control ports of sivs, we use host based authentication and ermmypti
of RSVP-TE and OSPF-TE messages. Finally, we useddhanism to handle IP and MAC addressing on
the data-plane in GMPLS networks. When an end-tbarcuit/VC is established, conventional IP net-
working dictates that the two ends of the Ethenmtnection should be in the same IP subnet. Bat thi
leads to an unscalable solution requiring the gédae interfaces of all hosts on a GMPLS networkeo
assigned addresses within one subnet. Our soligtimnassign IP addresses to these interfaced$faretit
subnets, based on the enterprise within which rerst$ocated, and to then use IP routing table/dRE
table updates to add host-specific entries wharuit#/VCs are setup. This architecture was protedyp
and demonstrated.

Onschedulinga presentation was given at the 2nd Intl. Opt@ahtrol Planes for the Grid Community,
which is also posted on the Presentations web dditettp://www.ece.virginia.edu/cheetah/DOE [P2].
There were two tracks of work on this issue. In taek, CHEETAH focused on immediate-request calls.
This is comparable to the plain old telephone sysia which a user dials a called number and a pgkb
circuit is established end-to-end. The duratiomispecified. The goal in CHEETAH was to enableghhi
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Fig. 2 Plot of call blocking probabilityR,, ) vsn ,a@mumber of channels at dif-
ferent values of UtilizatiotJ

speed version of POTS with which a user could regaad obtain multi-Gbps circuits end-to-end. The
second track was to support book-ahead schedwdihgpafice reservation) of high speed circuits focispe
fied durations. DOE’s UltraScience Net (USN) projearsued this goal. A thorough analysis of thege t
types of circuit services was carried out and paligd in [8]. Our conclusion was as follows. The iedlin
ate-request (unspecified duration) service is nalt suited for applications in which the requireetgir-
cuit bandwidth is high, on the order of one-terith shared link capacity, or low, on the order oé-on
thousandth the shared link capacity. Ideal is the-loundredth range. Further for file transfers,slew
that the best range of operation to achieve higization and low call blocking rates with an actsge



number of ports on switches for traffic aggregati@yuires call holding time to be small, in thaga of
seconds. For the high-rate calls, book-ahead seiwirequired, and for the calls requiring low baitth,
connectionless service is sufficient. As shownim B, whenm = 10 , e.g., 1 Gb/s circuits are allocated
on a 10Gbps link, to achieve 80% link utilizatianrgoncomitant call blocking probability of 23.6%tdsbe
expected. This high call blocking probability cam teduced through the use of book-ahead scheduling.
This was shown in another publication [3] that watfiexible book-ahead scheme, the link can beaipdr

at 95% utilization with a call blocking probabilitf just 1%.

The DOE UltraScienceNet (USN) and NSF CHEETAH neksavere peered to realize dedicated cir-
cuits that span the United States, from the EassCm the West Coast. The data-plane connectivéiy
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achieved by connecting a GbE port on a CHEETAH Byra SN16000 switch at ORNL to a GbE port on
the ORNL UltraScience Net ForcelO Ethernet switeter on, as shown in Fig. 3, the Ciena Core Direc-

tor ClI of USN was connected by an OC192 link to@#EETAH SN16000. This allowed us to test multi-
Gb/s circuits.

On the control-plane, we completed the implemenmatf distributed GMPLS based signaling (soft-
ware is available at the web sites [F4]-[F5]), @ndvided this software to ORNL. A journal paper was
published on our GMPLS signaling implementation [Bhe key findings reported were that using our
RSVP-TE software package, which successfully interated with an off-the-shelf commercial SONET
switch from Sycamore networks, SN16000, circuitaldde setup end-to-end. We presented measure-
ments for typical end-to-end circuit setup delagas the CHEETAH network. For example, end-to-end
circuit setup delay from a Linux end host in NGathost in Atlanta is 166ms.

Track 3: Creation of a Connection-Oriented I nter net

The goal is to design a connection-oriented intetmeomplement the existing connectionless Interne
The term “connectionless” refers to the fact trmadmission control is executed prior to transigyata
making these networks comparable to roadway tratesgmn networks, while in connection-oriented



(CO) networks, an advance reservation or immedatedwidth allocation is made on every hop of the
end-to-end path before data transfer can comm&@eetworks are packet- or circuit-switched.

Many of the packet switches offered by equipmemidegs today implement varying degrees of support
for connection-oriented networking. The degreeaté Fguarantee” depends upon the type of CO network
used. A circuit-switched network, such as a TDMdshSONET solution, offers hard rate guarantees. On
the other hand, a network of IP routers with binltMPLS engines can offer a “softer” rate guarantee
There are three dimensions associated with prayigurality-of-service guarantees in connection-daddn
packet-switched networks, Connection-Admission @0nfCAC), scheduling of packets from various
connections at the switches, and traffic shapingnsure that the traffic meets the profile speditiering
connection admission. Some of the packet switcffeseal by vendors support only one or two of the¢h
dimensions. CAC and traffic shaping can be implaee@ioutside the switches, CAC more easily because
it can be readily handled in user-level softwarbilevtraffic shaping may require kernel-level scdre at
the end hosts. Many Ethernet switches supportBE#1802.1q standard by which two ports can be pro-
grammed as belonging to the same “untagged VLARXhEEet frames arriving on any port other than the
two untagged VLAN ports will not be forwarded toeoof the two untagged VLAN ports. Frames received
on one port of this untagged VLAN will be forwardiedthe second port of the same untagged VLAN, and
vice versa. In effect, we have created a “connagtipe., a virtual circuit through this Ethernatitch.
Such a capability enables us to create connectionsigh campus LANSs to reach the edge of a campus
LAN from any scientist’s office or laboratory. Dedied wide-area circuits between SONET switches, as
required in the CHEETAH solution, can be quite exgee. Therefore, Internet2, ESNet, NSF TeraGrid,
and other IP based high-performance networks afserthe MPLS capability in already deployed IP +tout
ers to support CO services. Using label-switchadgpthrough these networks allows for a less-expens
realization (perhaps with a “softer” rate guarajptban SONET circuits.

Given this variety of options for CO networking, wencluded that creating a wide-area “homoge-
neous” Ethernet/Ethernet-over-SONET solution ifidift, if not impossible. With ATM networks, such
attempts at creating a homogeneous CO network veake iim the nineties, but the efforts failed.

Our goal is to develop methods by which GMPLS prote can be used to set up and released (dynami-
cally using distributed control) heterogeneous emtions whenever needed. In other words, end-to-end
paths between two hosts may traverse two or motkesk types of networks, Ethernet VLAN based net-
work, MPLS network, SONET network, WDM network. émiarea intra-domain and inter-domain scenar-
ios are considered.

An 80+ slide presentation and audio files listedeantTrack 3" on the Presentations Web site [P8} pr
sents our solution to CO internetworking. We used key ideas: (i) the creation of abstracted links
between gateways and the spreading of this topmdbgiformation through OSPF-TE to other switches/
gateways, and (ii) the use of this topological infation to select the signaling message paramgters-
ate heterogeneous connections. We have appliedehs developed here to two situations in implement
ing the CHEETAH network itself: one, to connect NC&mpus to MCNC campus through VLANS, and
the second, to connect the SOX facility to ORNLotlgh MPLS tunnels. Therefore, the CHEETAH net-
work itself is a heterogeneous connection-orieritedrnet. Data-plane interworking is done through
Ethernet interfaces. Solutions for routing and algy interworking are also included. This workpisb-
lished in an IEEE Magazine paper [7].

Technical details in our CO internetworking solatioclude a comparison of nested vs. contiguous vs.
stitched Label Switched Paths (LSPs), methods dofiguring temporary private IP addresses and ARP
tables to avoid wide-area MAC address resolutitm, @ontrol-plane message parameters such as switch
ing type, LSP encoding, etc. were carefully chokerthe three cases of nested, contiguous andettc



LSPs. An example scenario is shown in Fig. 4. lacgpDivision Multiplexed (SDM) networks, a whole

Network 1 Network 2 Network 3

LAN multiplexing

VLAN multiplexing

Fig. 4 An SDM-(VLAN)-(MPLS)-(VLAN)-SDM internetworkng scenario;
SDM: space division multiplexing; VLSR: Virtual LabSwitched Router

port is crossconnected to another port, in VLANwaks, the 12-bit VLAN ID is used for switching
frames, and in MPLS, a 20-bit label is used fortshing frames. To create an end-to-end rate-gueednt
virtual circuit, GW1 in Fig. 4 needs to support parapped LSPs (which means the entire signal, witho
demultiplexing, is sent on a VLAN), and GW2 needsstpport VLAN-mapped LSPs (which means
frames tagged with a particular VLAN ID are extettind mapped on to an MPLS LSP). This is an illus-
tration of data-plane internetworking. The conptdne is more complex and involves the Virtual Labe
Switched Routers (VLSR), which are software proggaom on external hosts. The VLSR code, originally
developed by the NSF-funded DRAGON team, was mediifo create the CHEETAH CCPM [F4].

This solution, though complex, is necessary becdiifexent service providers deploy different typés
connection-oriented networks. Inter-domain virtaiatuit service is still in its infancy as most piders
are first focusing on offering intra-domain virtugtcuit service. But as more providers offer sisein-
vices, as stated earlier, per Metcalfe’s law thedrfer such internetworking will become stronged aur
solutions offer providers a template for how temietwork connection-oriented networks.

Theimpact to specific DOE science applications:

The Terascale Supernova Initiative (TSI) is a mdig@iplinary collaboration of one national laborgto
(ORNL) and eight universities (NCSU, etc.) to deyeimodels for core collapse supernovae and enabling
technologies in radiation transport, radiation loghnamics, nuclear structure, linear systems agenei
value solution, and collaborative visualization.n@ounications applications in this TSI project irdgu
transfers of large datasets, distributed and cotltive remote visualization, and remote computetio
steering. These TSI applications place the follganiaquirements on the network: (i) high throughiout
data downloads, (ii) low latency and jitter for rete@ visualization and computational steering, &g (
protocol/middleware support for collaborative wemkvironments.

The Terascale Supernova Initiative (TSI) projedemsiists used the CHEETAH network to move large
datasets (TB sized) from ORNL to NCSU. They usedidfadership-class computing facility at ORNL to
run large-scale simulations of supernova. The gdadrdatasets were transferred to NCSU where the sc
entists maintained compute and storage clustdtsttter analyze and visualize the data. We alsgigenl
these scientists remote visualization tools to Enditem to use multi-LCD panels to visualize thenptex
data sets generated from the simulations.
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Products:
Publications:

[1]  X. Zheng, A. P. Mudambi, and M. VeeraraghavdfRTP: Fixed Rate Transport Protocol - A modifiedsi@n
of SABUL for end-to-end circuits,” Pathnets Workphbeld in conjunction with Broadnets 2004, Octader
29, 2004, San Jose, CA.

[2] A.P. Mudambi, X. Zheng, M. Veeraraghavan, “Aamsport Protocol for dedicated end-to-end circuRsoc.
of IEEE ICC 2006June 11-15, 2006, Istanbul, Turkey.

[38] X. Zhu, M. Veeraraghavan, “Analysis and desighaobook-ahead bandwidth-sharing mechanisteEE
Trans. on Communicationgol. 56, no. 12, Dec. 2008, pp. 2156-2165.

[4]  X. Zhu, X. Zheng, M. Veeraraghavan, “Experiengegmplementing an experimental wide-area GMPLS ne
work,” IEEE Journal on Selected Areas in Communicatian. 25, issue 3, part supplement, April 2007, pp
82-92.

[5] X.Zhu, M. E. McGinley, T. Li, M. Veeraraghavatn Analytical Model for a Book-ahead Bandwidthttd-
uler,” IEEE Globecom 20QMNov. 26-30, Washington, DC.

[6] X. Fang, M. Veeraraghavan, M. E. McGinley, R. @isiger, “An overlay approach for enabling acdesdy-
namically shared backbone GMPLS networldc. of IEEE ICCCN'07Aug. 13-16, 2007, Honolulu, HI.

[71 M. Veeraraghavan, X. Zheng and Z. Huang, “Onuke of connection-oriented networks to support Goim-
puting,” IEEE Communications Magazingplume 44, No. 3, March 2006, pp. 118-123.

[8] M. Veeraraghavan, X. Fang, X. Zheng, “On theahility of applications for GMPLS networks?roc. of IEEE
Globecom 2006San Francisco, Nov. 27 - Dec. 1, 2006.

[91 X. Zhu, X. Zheng, M. Veeraraghavan, Z. Li, Q.ngol. Habib, N. S. V. Rao, “Implementation of a BM5-
based Network with End Host Initiated Signalingroc. of IEEE ICC 2006June 11-15, 2006, Istanbul, Tur-
key.

[10] X. Fang, X. Zheng, and M. Veeraraghavan, “Imyimg web performance through new networking tecbnol
gies,”|IEEE ICIW’06 Feb. 23-25, 2006, Guadeloupe, French Caribbean.

[11] Mark McGinley, Helali Bhuiyan, Tao Li, Malathieeraraghavan, An in-depth cross-layer experimesttaly
of transport protocols over virtual circuits, IEEECCN 2010, Aug. 2-5, Zurich, Switzerland.

[12] Malathi Veeraraghavan, Xuan Zheng, Xiangfei ZtAddressing and secure control-plane networkgtesi
GMPLS networks,” April 7, 2006, http://www.ece.viinga.edu/cheetah/documents/dcn/dcn-design. pdf

[13] Project Statement of Work, Sept. 2004, httpsMiwece.virginia.edu/cheetah/DOE/documents/reviseudsdf.

Web sites

[W1] Circuit-switched High-speed End-to-End Tranggknchitecture (CHEETAH) web site, http://www.eciegin-
ia.edu/cheetah/

[W2] DOE SCIiDAC: Enabling Supernova Computationslbiegrated Transport and Provisioning Methods Opti-
mized for Dedicated Channels, http://www.ece.viiiedu/cheetah/DOE

Software

[F1] BWdetall, http://www.ece.virginia.edu/cheetadftarare/software.html#bwdetail
[F2] CTCP, http://lwww.ece.virginia.edu/cheetah/safte/software.html#ctcp
[F3] Web100 based CTCP, http://www.ece.virginia.etektah/software/software.html#web100-ctcp

[F4] CHEETAH Control Plane Module (CCPM), CHEETAH i&it System Agent (CCSA), and CHEETAH
RSVP-TE client, http://www.ece.virginia.edu/cheédsalftware/software.html#ccpm-etc

[F5] CHEETAH-lite for the Sycamore SN16000, httpWww.ece.virginia.edu/cheetah/software/soft-
ware.html#cheetah-lite

[F6] Circuit-aware squid, http://www.ece.virginiawgdheetah/software/software.html#squid
[F7] WebFT, http://www.ece.virginia.edu/cheetah/aaifte/software.html#webft
Presentations (available on project Web sites)
P1. DOE Office of Science High-Performance Netwoks&rch Pl Meeting, Sept. 15-17, 2004, Fermi Lab,

Chicago; “Enabling Supernova Computations by Irgtggt Transport and Provisioning Methods Optimized
for Dedicated Channels,” talk by Nagi Rao, ORNLd 8bVA Work Items,” talk by Malathi Veeraraghavan
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P2. 2nd Intl. Optical Control Planes for the Grich@uounity, sponsored by MCNC, collocated with SC200dy.
12, 2004, “Immediate-request vs. Scheduled Caltk Simort-duration vs. Long-duration calls,” by Maliat
Veeraraghavan

P3. Track 3: Creation of a connection-oriented imtépresentation, Presentation and Audio files

P4. Hosted an exhibit at the SCinet Xnet booth ipeBlomputing 2004, Nov. 8-11, 2004.

P5. Served as Panelist on Optical Networks and Goighputing Panel, Broadnets 2004, Oct. 25-29, 2004.

P6. Duke University, “Building a connection-orientaternet,” Feb. 11, 2005, http://cheetah.cs.viayedu/DOE
Presentations.

P7. G. Tech University, “Building a connection-ottied internet,” March 30, 2005, http://cheetah.cginia.edu/
DOE Presentations.

P8. NSF workshop, Santa Barbara, Apr 12-13, 2006aliing a complementary connection-oriented intg'tne
M. Veeraraghavan

P9. JET meeting, Apr 20, 2005, “CHEETAH (Circuit-$etied High-speed End-to-End Transport Architectlre)
by Malathi Veeraraghavan

P10. DOE meeting, Sep 29, 2005, “Enabling Super@waputations by Integrated Transport and Provisigni
Methods Optimized for Dedicated Channels,” M. Veaghavan

P11. MCNC Applications Symposium, April 10, 2006 ,sRarch Triangle Park, NC, Applications and Chedigh,
Malathi Veeraraghavan

P12. MCNC Meeting of the Board of Directors, April,2006, “Remote visualization over the CHEETAHwatk
Demo testbed”

P13. Fairfax County Economic Development Meetingveen UVa SEAS faculty and Northern VA businesses,
July 13, 2006, “CHEETAH Applications,” by Malathieéraraghavan and Xiuduan Fang

P14. Meetings with Tom Lehman, Dragon, ISI Eastinfgtion, VA, Aug. 25, 2006, and with Jerry SobiekgiAX,
MD, Aug. 12, 2006

P15. Dragon Users' Group Presentation, Reston, \(y, 80, 2006, “CHEETAH's use of DRAGON,” by Malathi
Veeraraghavan

P16. Globecom 2006, IEEE Communications Society,FBancisco, CA, Dec.1, 2006, “Generalized MultiBout
Label Switched (GMPLS) Networks,” all-day tutorial Malathi Veeraraghavan

P17. HOPI Meeting, Internet2 Joint Techs MeetingniMiapolis, Feb. 13, 2007, “Proposals for HOPIngstiby
Malathi Veeraraghavan

P18. UVA SEAS Open House, Charlottesville, VA, Fab. 2007, “CHEETAH: A high-speed optical networky
Malathi Veeraraghavan, Tao Li, Mark Eric McGinle§iuduan Fang, and Xiangfei Zhu

P19. MCNC Meeting, Raleigh, NC, May 8-9, 2007, “HGipplications,” by Malathi Veeraraghavan

P20. ESCC/Internet2 Joint Techs Meeting, Batavia,Jllly 16-18, 2007, “CHEETAH applications and cohtr
plane testing on HOPI (with demonstrations),” bylMiai Veeraraghavan, Tao Li, Xiangfei Zhu, Mark &ri
McGinley, and Xiuduan Fang

P21. Presentation at Ciena, Sept. 24, 2007, “Apidica for dynamically shared GMPLS networks,” by Ikthi
Veeraraghavan

Networksor collabor ations fostered:

1. GridFTP developers.

2. Middleware researchers at UVA on GridFTP and scissues.

3. Astro-physicist, John Blondin, NCSU, to test out file transfer software on his clusters at NC&Uwvell as
at ORNL.

4. We obtained the rate-based scheduler from Peoft Brandt, UC Santa Cruz, and may soon experinviht
his object-based file systems.

5.  We used GMPLS RSVP-TE code from Jerry SobieskherDragon team.

6. We used SABUL code from Robert Grossman for tR&fE implementation.
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[1] IEEE Communications Magazine, May 2002, Speissilie on “Generic Framing Procedure (GFP) and Data
over SONET/SDH and OTN,” Guest Editors, Tim Armsajand Steven S. Gorshe

[2] ITU-T G. 872 and G.709/Y.1331 Specifications
[3] B. Metcalfe. Metcalfe’s law: A network becomesra valuable as it reaches more usefeworld, Oct. 1995.
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