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INTRODUCTION

Scientific discovery is one of the most dramatic and exciting products of

the human mind and ultimately is the source of our advanced technology.

There is tremendous pressure to increase the rate of discovery as more and

more key societal issues contain a scientific component (e.g., AIDS, global

climate change, tropical deforestation). Currently expectations are very high

because of science's past breakthroughs, but the general perception of how

science works is not in harmony with its actual operation. This discrepancy

leads to the attitudes reflected in AIDS protests that the government is not

doing enough, even though over $1 billion is being spent annually on

research, which is more per AIDS mortality case than is spent for any other

disease. The expectation that money alone is required to order a cure on

demand results from a serious misunderstanding of the discovery process.

To enhance scientific discovery, funding is of course necessary, but so is a

clearer understanding of how discoveries are actually made, so that barriers to

discovery can be removed and discoveries can be rewarded and enhanced. As

Bauer (1992) pointed out, science is not based on a fixed recipe or method (the

"scientific method"). If it was, we would not be frustrated by problems such as
.;_,

cancer, and scientific progress would be predictable. Rather, science proceeds

by a process similar to solving a puzzle. That is, discovery is a process, not an

event, and in fact is a rather complicated process. The official version of how

science is or should be done conflicts with this reality.

Some persistent myths about scientific discovery cause a great deal of

trouble and confusion in the practice and public perception of science today.



The three great myths, which form a sort of triumvirate of

misunderstanding, are the Eureka! myth, the hypothesis myth, and the

measurement myth. These myths are prevalent among scientists as well as

among observers of science. The Eureka! myth asserts that discovery occurs

as a flash of insight, and as such is not subject to investigation. This leads to

the perception that discovery or deriving a hypothesis is a moment or event

rather than a process. Events are singular and not subject to description. The

hypothesis myth asserts that proper science is motivated by testing

hypotheses, andthat if something is not experimentally testable then it is not

scientific. This myth leads to absurd posturing by some workers conducting

empirical descriptive studies, who dress up their study with a "hypothesis" to

obtain funding or get it published. Methods papers are often rejected because

they do not address a specific scientific problem. The fact is that many of the

great breakthroughs in science involve methods and not hypotheses (e.g., the

electron microscope, X-ray diffraction methods, PCR technology, Hall, 1992;

Crease, 1992) or arise from largely descriptive studies. Those captured by this

myth also try to block funding for those developing methods. The third myth

is the measurement myth, which holds that determining what to measure is

straightforward, so one doesn't need a lot of introspection to do science. As

one ecologist put it to me "Don't give me any of that philosophy junk, just let

me out in the field. I know what to measure."m

These myths lead to difficulties for scientists who must face peer review
l,

to obtain funding and to get published (Bauer, 1992). These myths also inhibit

the study of science as a process. Finally, these myths inhibit creativity and

suppress innovation. In this paper I first explore these myths in more detail
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and then propose a new model of discovery that opens the supposedly

miraculous process of discovery to closer scrutiny.

Myth 1: The Eureka! Myth

It has long been assumed that the philosophy of science may be helpful

in epistemology or in the logic of deduction, axiomatization, or justification,

but that it has little to say concerning the process of discovery. Popper (1963),

for instance, stated that discovery (the g_neration of hypotheses) is not subject

to formal rules, so that neither inductive nor deductive logic are reliable

(though they are sometimes useful) paths to discovery. This idea has led to

the view that scientific discovery is somehow a mysterious subconscious

process, a conclusion that does not necessarily follow from Popper's

argument. Many have written about flashes of insight, dreams, the creative

personality, etc. (e.g., Root-Bernstein, 1989). In this view, discoveries appear

as a creative act, in a flash. If one is not a "creative type," then one won't

have creative flashes.

The view that discoveries, insights, or hypotheses are obtained in a flash

is what I call the Eureka! myth. It is reinforced by dramatic accounts like

Kekule's discovery of chemical ring structures in a dream and similar

accounts (c.f., Hadamard, 1945). Conscious work- incubation- insight has in

fact become the official model of discovery in the creativity literature. Such

colorful, flash-of-insight accounts capture the imagination and are certainly

interesting, but they may be misleading. They draw attention to only the

dramatic cases and suggest that the process of discovery is not subject to study

or dissection.



In contrast to this Eureka! view, I would like to argue for the central role

of pattern recognition in the discovery process. The human brain is wired for

pattern recognition, as Margolis (1987) has argued at length. This process is

neither inductive nor deductive, nor is it rule-based, though it can be

mimicked by rules in some cases. For example, everyone can recognize, at a

flash, hundreds if not thousands of faces, without using statistical hypothesis

testing or deductive logic. Many people are equally good at musical patterns,

being able to recognize thousands or even tens of thousands of songs. They

generally would be unable to do so from the sheet music and absolutely

unable to do so from a sonogram. This raises an interesting question: If all

we had was the sonogram of a sound, would we be likely to ascribe meaning

or significance to it? See Fig. 1 for an illustration of the difficulty. One

colleague described Fig. 1 as "some rhythmic pattern, maybe a pressure wave"

whereas another (who knew it was a sonogram) thought it was probably frog

or cricket calls.

In addition to visual and auditory patterns, some people have a facility

for recognizing other, more abstract types of patterns. Einstein described his

own thought processes as being of this type (Hadamard, 1945). Such a skill is

particularly useful for finding relationships in phenomena that do not

necessarily have a visual representation.

There is a crucial difference between detecting patterns in science and the

popular concept of creativity. Pattern recognition is not a free, uninhibited,

joyous, artistic type process. It is far closer to puzzle solving or mechanical

work. That is, a pattern or mental structure or understanding does not

4
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Figure 1. Acoustic signature (sonogram and waveform diagram) of the

Carolina Wren. Units are kHz. Very few people can recognize

that this pattern is birdsong. Figure provided by Carey Tuckfield.



necessarily come all as a piece and in a flash, but it may be built up slowly and

piecemeal as one links facts together and builds and rearranges a mental

framework for the problem. It involves tinkering, puttering, patience, and

stubbornness. That is, we may say that the scientist is involved in

constructing patterns. These patterns consist of networks of relationships

between facts, assumptions, mathematical relations and methods,

measurement techniques, rules of thumb, and hunches. A "discovery"

involves an expansion, rearrangement, or simplification of all or part of this

network of relationships. A discovery is thus not a thing or event and rarely

involves only a single step.

Myth 2: The Hypothesis Myth

It has become a truism that one can not design a proper experiment

without a clearly stated hypothesis. To an extent this is a reasonable approach

as a response to the pure empiricist tradition, because the mere gathering and

cataloging of "facts", the Baconian method, only leads to a very large pile of

facts and very little knowledge. The emphasis on hypotheses may be traced to

Popper's (1963) Principle of Demarcation, which gives testability as the

demarcation between scientific and unscientific (e.g., astrology, Marxism)

theories. This perfectly correct argument has been carried to too fine a level

of detail, however, by the general scientific establishment.

The argument that a theory must be testable has been extended to the

requirement that every aspect of science must involve a theory (hypothesis)

and a test of that theory (hypothesis). This narrow interpretation of

"testability" is blind to the fact that much of science is really technology.



Scientists spend much of their time developing instruments, software, and

methods to measure and detect phenomena (Crease, 1992; Hall, 1992). This

activity is science, but it is not a theory nor a test of a theory. In addition,

empirical, descriptive studies are a necessary part of science. It is from them

that sufficient data may be obtained to allow a pattern (structure, relationship)

to be detected, possibly forming the basis for further study. Such preliminary

observed patterns are not hypotheses in the sense of Popper because they are

empirical rather than explanatory.
i

We may trace this confusion over what is a hypothesis partially to the

overly simplified presentations of the scientific method taught in school and

partially to the confounding of concepts between a scientific hypothesis and a

statistical hypothesis. A statistical hypothesis is a probability statement in

terms of outcomes. It concerns measurable events and magnitudes. In

contrast, we may have a perfectly valid scientific hypothesis (theory) but be

unable to specify its outcomes. A deductive step is required to go from the

scientific hypothesis to the statistical hypothesis, and this step is not always

easy or clear cut. Stating a statistical hypothesis as though it were a scientific

hypothesis gives the appearance of trying to buy respectability. If we conduct a

purely empirical study of the efficacy of a pesticide (with no biochemical

analysis of how it works) by measuring dose versus kill rate, we have no

scientific hypothesis, but we do have a statistical hypothesis framed in terms

of the experimental design. Studies that quantify or compare are valid in

their own right and need not be embellished to justify them.

A final source of confusion arises from multiple definitions of "scientific

hypothesis." If I say "I think X and Y may be related in some way," this is a
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hunch or intuitive guess. This is what we have when we think we have

found a regularity (pattern) in nature. Comparing X and Y does not "test" this

guess because being wrong on such a hunch or "working hypothesis" does

not cause any change in a scientific paradigm. In contrast, a scientific

hypothesis is based on cause-effect reasoning. A scientific hypothesis does not

merely state that X and Y may be related, but it explains why they are related.

Should we find that X and Y are no...__trelated when a theory predicts them to

be, then something is wrong with the theory. If we have a hunch that they

are related, but then find that they are not, we merely try something else. The

correlation between body size and lifespan in mammals is not a hypothesis or

a theory, but any potential explanations for this correlation are.

The essential point about hypotheses is that there are different types and

levels of hypothesis. At the first stage of discovery we have a hunch or

intuition that we have detected a pattern or relationship in nature. This

working hypothesis is a perfectly valid subject of study. A working

hypothesis may lead to the discovery of an empirical relationship, which may

be quite precise but is not a theory. A working hypothesis becomes a scientific

_hypothesis or theory when one offers an explanation for a pattern or

relationship in terms of cause-effect or structural properties. A statistical
.¢.

hypothesis may be purely empirical (dog food brand A is better), or descriptive

(a quadratic line fits these data), or it may be used to test a scientific hypothesis

after suitable deduction and definition of variables.
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Myth 3: The Measurement Myth

The measurement myth is the assumption that defining variables to

measure for statistical testing is a straightforward matter. Pattern recognition

often violates the statistical assumption that the objects to be measured are

well defined. This fact becomes clear when we examine pattern recognition

in some everyday contexts. It is not at all obvious what features we use for

recognizing a familiar face. We never measure and plot facial features to

identify people and would nor even be able to say what variables are

informative nor how to measure them. (How do you quantify "beautiful

eyes"?) Furthermore, we have no clue about how we are processing this

information. Such a process is "unscientific" because it has no hypothesis

and no mechanism, and yet it is reliable.

We observe that as a discovery unfolds and is elaborated, all of the

primitives (facts, metrics, variables, objects) may be called into question. The

solid atom may turn out to be composed of parts. Solid continents may turn

out to move. Rulers may shrink and grow and clocks move at different

speeds. Thus, the basic assumption of statistics and experimental design that

the variables to be measured are well defined and quantifiable does not hold

up in the early stages of scientific discovery. This argument demonstrates

that the step from hypothesis to experiment is not necessarily straightforward.

A New Model

I would like to propose an alternative to the standard model of the

scientific method. My model emphasizes pattern and its elaboration as being

8



prior to formal statistics and hypothesis testing. The four steps are the

following:

1. A pattern is found, a defect in an existing pattern is found, or no

pattern is found where one was expected. The pattern may be in data,

or it may be a meta-pattern, relating abstract concepts.

2. Elaboration takes place. A vocabulary must often be developed to

describe the pattern. Methods of measurement (of shape or form,

statistical properties, instruments, laboratory protocol) may need to be

developed. Characteristics of the pattern are refined.

3. A theory or explanation for the observed pattern is proposed. The

theory may need elaboration, rearrangement, or analysis before it

yields testable predictions.

4. Experimental, statistical testing of hypotheses begins.

The detection of pattern at stage 1 is what is usually meant by "discovery."

During the conduct of routine science, one can often move rapidly from stage

1 to stage 4, and the processes of stages 2 and 3 tend to be glossed over or lost

in the final scientific report of a study. In many cases, however, the real work

of discovery takes place iteratively at stages 1, 2, and 3, but differs in nature
i,

and is often done by different people at different stages. In certain disciplines,

the process of pattern definition and elaboration turns out to be painfully

prolonged and is thus subject to closer examination. Two such cases are

explored below.



In the initial stages of pattern detection, it may be instantly clear that a

pattern has been found but not at all clear how to proceed next. Strange

attractors were not well received at first when expressed mathematically

(Gleick, 1987a), but when they were presented visually it was recognized

instantly that real patterns were involved° For example, the sequence in time

of water dripping from a faucet appears random, but when the dripping is

plotted as an attractor (Gleick, 198To), the pattern becomes apparent. Once

attractors were recognized from graphic plots, it became clear that a

descriptive vocabulary was needed. For example, the attractor for a

pendulum (Fig. 2) is clearly not random, but is very difficult to describe.

Statistically demonstrating the difference between random and chaotic time

series is quite difficult and new methods have been needed. The initial

intuitive recognition of attractors has thus been augmented by the

development of tools such as the concepts of scaling and universality and the

use of Poincare' sections.

We might also recognize patterns via the Gestalt process of figure-

ground reversal. For example, we might fail to see a consistent pattern in

locations where a species is found but see a pattern in locations where the

species is no...._tfound. As another example, one might study not only the

attractor of a dynamic system but also its repellor, which may provide new

insights (Sidorowich, 1992). We might make a discovery by observing the

lack of a pattern or response where one was expected. Such was the case in

the discovery of symmetry breaking in physics. Finally, we may make a

discovery by observing a defect in a pattern, an anomaly (Lightman and

Gingerich, 1991). Such was the origin of relativity: a defect, largely ignored,

in Newtonian mechanics.

l0
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Figure 2. Dynamics and attractor for a pendulum (from Grebogi et al.,

1987, Fig. 5 and 6).



The process of pattern elaboration is central to the study of patterns for

which cause and effect cannot be discerned immediately by experimentation.

During the elaboration stage, the problem of how and what to measure is

crucial. For example, in the early X-ray diffraction studies of DNA (Watson,

1968) what was being measured and how to interpret the data were not at all

clear. What is foreground and what background, what is data and what noise,

all need to be worked out. In addition, a vocabulary for description is

essential. The trained taxonomist need only glance at most trees to identify

them, but in doubtful cases he must refer to a key that uses a specialized

descriptive vocabulary for leaf shape, flower parts, etc. Much of mathematics

serves to provide a descriptive vocabulary. The process of developing a

vocabulary in itself may change the perceived pattern. For example, in

describing body form in the context of taxonomy, it was found that axis of

symmetry was a useful descriptor. Radial symmetry is characteristic of

simpler, more primitive forms (such as sea urchins) compared to the bilateral

symmetry exhibited by all vertebrates. The recognition of bilateral symmetry

led to the question of symmetry breaking such as the handedness of the large

claw in crabs or right-hand dominance in humans. Thus the process of

elaboration for both description and measurement may change our
._,

perception of the original pattern or uncover further patterns, all without

necessarily involving hypotheses, explanations, or statistical tests. Further

aspects of pattern elaboration are discussed in Loehle (1988).
l,

By this account, several aspects of the conduct of science need rethinking.

First, philosophers who view science as a branch of formal logic can be seen to

be grossly mistaken. Such formal treatments as axiomatization of a theory

II



become possible only long after the discovery phase. This is why practicing

scientists are interested in historical accounts of ,_'_scoveries but give formal

philosophical treatments little consideration. Second, the recognition that

the elaboration phase is often a crucial step in the discovery process should

help balance funding imbalances. Because the idea is ingrained that the

business of science is doing experiments and "testing hypotheses", the vast

majority of funding goes to large-scale data collection and experimental work,

and only a pittance to elaborative research. As Stanford biologist David

Botstein noted (Hall, i992) with respect to biomedical research, "people are

uncomfortable with research projects designed to improve technology as

opposed to a research project designed to extract a few facts." For example,

tens of millions of dollars are going toward construction and launching of

satellites for data collection on earth systems such as EOS, and almost nothing

on methods for using and interpreting the data that will be collected. As

another example, a colleague requested $30,000 to reanalyze, in the light of

current theory, ecological field data he had collected 20 years previously. The

agency replied that it does not fund researchers to "write papers," which

should have been done on the original grant, but it would be happy to give

him $130,000 to do another field study! Elaboration and methods

development are key components of the discovery process and should be

given proper emphasis. In the absence of elaboration, discoveries remain

only hunches or fail to be converted into widely used, reliable techniques

(Crease, 1992).

12



CASE STUDIES

Two cases from ecology are explored here to show how pattern

recognition and elaboration may occur. The first, tree branching morphology,

shows (1) how a single set of real physical objects can lead to the "recognition"

of different patterns and (2) that an object, relationship, or fact in one context

is not necessarily an object, relationship, or fact in another context. The

second, food web structure, illustrates that measurement of an apparently

straightforward pattern can be seriously confounded and obscure in practice.

Tree Branchin_ Morvholom¢
v m v_

Different trees have different crown shapes and branching patterns.

Indeed, different species can often be distinguished solely from their leafless

Profiles. These species differences may have adaptive significance, but their

study has been hampered by the absence of a descriptive vocabulary or a way

to organize the information. This dilemma is very similar to the problem of

recognizing faces. Over time, various patterns have been observed and

classification schemes developed for trees. A comparison of these various

schemes reveals that they are not theories, being without explanatory content,
._.

and that what is a fact or measurable unit or discrete object differs from one

proposed scheme to another.

One scheme involves classification of branching order based on a

scheme previously applied to stream and river systems. When stream

systems are classified, the smallest streams are of order 1. Where two first-

order streams join, the stream below this point is of Order 2, etc. When it is

13





applied to tree branches, this scheme is referred to as the Strahler 3ystem

(Borchert and Slade, 1981). Because numbering branches in the reverse order

of their growth seems unnatural, the botanical numbering system counts

branch order outward from the stem (Borchert and Slade, 1981). Fig. 3

illustrates both ordering schemes. The Strahler system has the advantage that

all the terminal branches, where the leaves are, are of the same order and

thus are comparable photosynthetic units, whereas the botanical system

seems to reflect growth history. A third scheme (Fig. 4) reflects branch age

rather than branch order (Agu and Yokoi, 1985). Branch age gives a very

different picture than does branch order, but it is hard to measure on older

trees. A fourth scheme is somewhat more abstract. Imagine cutting a tree

into segments of equal length and then sorting the segments into diameter

classes. The result is a regular pattern of decreasing frequency with diameter

on a log-log plot (Shinozaki et al., 1964), as shown in Fig. 5. In this fourth

scheme, the regularity of form takes no account of branch age or branch order,

but only branch size. The three schemes that calculate branch order are

topologically oriented, whereas the frequency-diameter relation is somewhat

more abstract. Thus, these four patterns emphasize different features and

require different measurement schemes.

My purpose here is not to say which of these schemes is "best" but rather

to point out that progress in the study of tree branching requires that some

pattern be found and that methods of measurement be defined. No a priori

"facts" or defined entities could be said to exist in any of these cases before the

pattern was defined. Pattern elaboration must precede any theorizing or

experimentation regarding the adaptive significance or hormonal control of

growth.

14



IIII



0.1 0.5 1 2
1000

soo /
0 CAMELLIA

>- 100 •o
Z •
w 50
0
W
Q:

u. B •PI
10

5

A PICEA • D

1
0.1 0.5 1 2 0.1 0.5 1 2

.,,. DIAMETER CLASS (cm)

Figure 5. Frequency distribution of diameters of branches for A) Picea

jezoensis, B) P. Glehni, C) Camellia japonica. (From Shinozaki et al.,
1964).



e,

T - disc Umbel- disc Poqodo

Open- bunch Condelobro Composite hemisphere

Ellipsoid Umbrello Composite cone

=,...=.

---- -'- -" "- Broomstick
Column Cone

Figure 6. Major crown-shape ideotypes of Brunig (1976). (From Waller

and Steingraeber, 1985).



A second major approach to tree morphology emphasizes the entire tree

shape. Various investigators over the years have distinguished certain

characteristic tree shapes. Their work has led to various classification

schemes, one of which is shown in Fig. 6. In this scheme the details of branch

order are not important, nor are characteristics of the tree such as opposite

versus alternate branching, leaves versus needles, etc. This proposed pattern

has little theoretical content and is not explanatory, but it does form a basis for

investigating ecological relations. We can see whether any of the proposed

growth form types are consistently found in a particular habitat or exhibited

by a particular taxonomic class (e.g., conifers). This scheme is not based on

any theory and is thus not necessarily inten_ally consistent or complete. That

is, unlike the branch order scheme, the different ideotypes are not based on a

single classification rule. Given the biologically intuitive basis for derivation

of these ideal types, however, one may expect some ecological significance to

be attributable to at least some of these different growth forms.

An alternate classification based more closely on a single set of

classification rules is shown in Fig. 7. This scheme is based on the fate of

terminal branches and the influence of flowering on branching pattern. For

example, in some trees terminal flowering causes repeated dichotomous

branching, strongly determining overall form. This classification scheme is

much closer to being a theory rather than merely a raw pattern, because iti,

contains some explanatory content. It does not a priori explain _ certain

patterns are found, but it does help to show how the patterns originate

developmentally. In contrast to the branch-ordering schemes described

above, these tree architecture models recognize basic units (variables in the

15
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theory) that include the terminal leader, flower placement, branch

origination mode, and other factors not found in the other schemes. The

descriptive variables are assumed to have some explanatory content,

influencing how the tree grows.

Both of these tree form classifications are entirely qualitative. We

cannot match a given tree statistically to a particular ideotype or tree

architectural form. Such testing would require a great deal of elaboration.

Neither classification is a fully testable hypothetico-deductive theory, and,

again, much elaboration would be required to reach that point. Nevertheless,

such classifications are useful starting places for the development of theory.

Food Webs

Food webs provide a case that is more abstract than the tree branching

case. Whereas vegetation has an obvious physical morphology, animal

communities in general do not. The study of the interactions of animals has

thus naturally focused on feeding relationships. A characterization of who

eats whom and how much is called a food web.

The early realization that food webs could be graphically depicted and

their energy flow quantified (e.g., Fig. 8) led to the perception that an

important patte.rn, of nature had been found. One of the earliest webs was

presented by H.T. Odum for Silver Springs, Florida (Odum, 1957). This web

showed not only trophic transfers of energy but also energy import and export

via flowing water. The success of such studies led to the proliferation of food

web data sets, comparisons between food webs in different habitats, and

16



Figure 8. Example typical food web. (From Yodzis, 1982).



theoretical speculation concerning the causes of food web properties (e.g.,

Briand and Cohen, 1987; Cohen and Newman, 1988; Hastings, 1988; Kenny

and Loehle, 1991; Kitching, 1987; Paine, 1988; Pimm and Kitching, 1987, 1988;

Pimm and Rice, 1987; Sprules and Bowerman, 1988; Sugihara et al., 1989;

WinemiUer, 1989). Here, empirical patterns of apparent great informational

content have thus provided the basis for experimental and theoretical studies

aimed at explaining these patterns. Note that only the gross features of food

webs were ever predicted or explained a priori, for example energy must be

lost at each transfer between trophic levels because of thermodynamic

considerations. Otherwise this is again a complex empirical pattern not

discovered by a statistical test or an experiment.

The patterns detected in food webs also fail to match the key

assumptions of statistical analysis that the objects or variables in the model

are discrete, clear cut, or well defined. The pattern has shifted and changed

throughout stage 2 (elaboration of the pattern), as have the measurement

methods. For example, in attempting to relate food web structure to

community dynamics, Paine (1980) showed that different methods of

measuring the food web [a qualitative web (0 or 1 connections) versus an

energy flow web versus an influence web (who influences what other
.p,.

populations)] give very different pictures (Fig. 9). When a detailed treatment

of a food web is attempted, the pattern that results (Fig. 10) is so complex that

it challenges our belief (based on representations like Fig. 8) that we

understand food web structure at all.

Kenny and Loehle (1991) proposed that connectance properties of food

webs can be matched by a random connectance model modifi¢d by a sampling

17
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bias against small magnitude linkages, pointing out that the perception of

pattern in food web data might in fact be an artifact. In their analysis, the

most consistent patterns were found when respiration was specifically

counted as a food web link for each species, pointing out the fluidity of our

definition of "objects" in a food web. Thus, the key assumption that the

patterns found for food webs relate in some simple way to the determination

of community structure or conversely are the end product of certain

organizing forces has been called into question. The pattern found in this

case, food web structure, is much more a product of measurement methods

and entity definition than were the tree crown patterns, because food webs are

abstract rather than physical patterns. The pattern elaboration process is

much more important here and involves issues such as changes with season,

boundary definition, taxonomic resolution, measurement methods, and null

models. Thus, at the moment food webs are rather like a Rorschach ink blot:

Some complex pattern appears to be present, but what it is and whether it has

meaning is less clear. The difficulty is that the mind is compelled to seek

pattern, and to be satisfied when one is found. The danger in the case of food

webs is that their visual presentation yields the appearance of a real pattern,

but until we move away from diagrams and can rigorously and quantitatively

compare them we do not know if the patterns are real.

CONCLUSION

The human brain not only recognizes patterns, but it seeks them out and

will generate them even when they do not exist, as in clouds or ink blots. We

may characterize much of science as the identification of complex natural

patterns; their elaboration, quantification, and explanation; and, finally and
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definitely last, their statistical testing. The admonition that science requires

good experimental design with replications within treatments is the death

knell of discovery, largely limiting the practitioner to questions such as "the

effect of levels of X on Y." Clinical trials, drug safety testing, agricultural

research, and other fields are held in a death grip by this formalism. Complex

patterns do not fit into an analysis of variance. In fact, long after the

discovery of a pattern we may have only the vaguest idea of what we are

measuring, how to describe it, or what the pattern means.

Another implication of the present argument concerns the lack of

progress evident in certain fields of science. Bauer (1992) notes, for example,

that in the social sciences conflicting theories and schools of thought exist

without any resolution in favor of one or the other for indefinite periods of

time. He attributes this problem to the ineffectiveness of the "reality therapy"

that other sciences must endure. I would specifically argue that lack of

progress in such fields is due to failure of the elaboration step. As Hall (1992)

and Crease (1992) pointed out, technique is a crucial aspect of scientific

progress because it allows us to measure things such that hypotheses become

testable. In the social sciences there is no shortage of "scientific method" or

hypotheses or advanced statistics (Bauer, 1992), rather what is missing is the

capacity to reliably measure things or to define objects which are measurable.

The type of elaboration of technique described by Hall (1992) and Crease (1992)

often stops at the preliminary stage in the social sciences. Concepts are

proposed which might be important or causative, but the further steps of

elaboration are usually not possible. How do we reliably measure the Id,

alienation, social unrest, happiness, or culture? Such terms illustrate the

fallacy of reification, that just because one can use a word that therefore the
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word refersto a thingthatexists.Instrumentssuch as questionnairesand

testshave been developed,butitisnotclearwhat theyactuallymeasure. For

example,an IQ testmeasuressomethingthatpredictssuccessinschool,butit

isnot clearthatthissomething is "intelligence."Theoriesin the social

sciencestendtobe builtofsuchconceptsthatwe seem tounderstandbut can

not preciselyquantify,and as such are subjectto multipleinterpretations.

This interfereswith rigoroustestingagainstreality.Thisisnot tosay that

trueinsightsarenotobtainedinthesefields,butratherthatitisimpossibleto

eliminatebeliefsthatdo not accord with realitybecause teststhat are

acceptabletoallpartiesasa proofcannotbe obtainedwhen thebasicconcepts

arevague.

We shouldnot underestimatethe danger posed by the myths of the

scientificmethod. The treatmentsof the Galloand Baltimorefraud cases

suggestthattheauditorsexpectedthetypeof rigorfrom thesestudiesthat

mightbe foundina bank ledger,assumingthatthescientistswere (orshould

have been)followinga setprocedure.Inreality,scientistson thecuttingedge

arestrugglingtomeasure thingsthatno one understands,usingmethods that

no one can prove areright.Aside from outrightfabrication,the typesof

errorsbeingcriticizedin theGalloand Baltimorecasescan be found inany

laboratorywhere reallyinnovativework isbeingdone. Clarity,certainty,and

well-definedlab protocolsbecome availableonly long afterthe discovery

phase.DuringtheearlydaysoftheAIDS epidemic,forexample,therewas a

completemuddle concerningsymptoms and causation.Similarconfusion

existsnow concerningchronicfatiguesyndrome. In the case of AIDS,

measuringthelevelof theHIV virusand correlatingthatto the degreeof

symptom expressiongivesa negativeresultbecauseofthelonglatencyofthe
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virus and its odd behavior. By "proper" experimental design, therefore, we

should reject HW as causative.

Much confusionaridmisdirectionresultsfrom the mistakenideathat

firstand foremostscienceis about doing controlledexperimentswith I

statisticalrigor.In fact,scienceisla_'gelyaboutthestruggletoconvertan

intuitivelyperceivedpatternintosomethingsharpand definite.By thetime

experimentsarefeasibleand standardstatisticsapply,thebattleismostlywon.
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