
. UCRI_ID- 111623

6,

ANALYSIS AND EVALUATION OF VOC

- REMOVAL TECHNOLOGIES DEMONSTRATED

AT SAVANNAH RIVER
.r

Dwayne A. Chesnut, Jeffrey Wagoner, John J. Nitao, Sierra Boyd, Ronald J.
Shaffer, Edward J. Kansa, and Thomas A. Buscheck

Lawrence Livermore National Laboratory

Karsten Pruess, Lawrence Berkeley Laboratory

.,

Ronald W. Falta, Clemson University

SEPTEMBER 1993

MASTER
i D|611:IIBUTION OF Ttri;,S DOCUMENT IS UNLIMITE_



CONTENTS

* L Introduction ........................................................................................................... L1

Full Scale Pump and Treat ............................................................................ L3

" Vertical Well SVE Test .................................................................................. L4

Horizontal Well ISAS Test ............................................................................ 1.5

Performance "Comparisons ............................................................................ L6

IL Remediation Performance .................................................................................... ILl

Ideal System ................................................................................................... ILl

Real Systems .................................................................................................. II.1

Objectives of Analysis & Evaluation ............................................................. IL5

HI. Effects of Flow Geometry .................................................................................. I_1

Streamlines ..................................................................................................... HI. 1

Streamline Models for Vertical Vapor Extraction Wells .............................. HI.3

IV. Effects of Permeability Variation ....................................................................... IV.1

Heterogeneity Parameter Models .................................................................. IV.2 -- "

Application to SR In Situ Air Stripping Test ............................................... IV.9

Application to SR Pump and Treat Data ...................................................... IV.17

V. Field Data .............................................................................................................. V.1

Well Completions ........................................................................................... V.1

Contaminant Concentrations ..................................................... . ................. V.3

. Core Sample Permeabilities ........................................................................... V.4

Pressure Response: Vertical Well Vacuum Extraction Test ........................ V.7

° Tracer Test ..................................................................................................... V.12

VL Geologic and Geophysical Analyses ................................................................... VL1

Stratigraphic Correlations ............................................................................. VL1

Geophysical Analyses ..................................................................................... VI.24

VII. Simulation Studies ............................................................................................. VII.1

VIIL Conclusions and Recommendations ................................................................ VHL1

,°.

Ill

L



CONTENTS (CONTINUED)

IX. Acknowledgments ............................................................................................... IX.1

X. References ............................................................................................................. X.1
!

Appendix A. Streamline Models for Vertical Vapor Extraction Wells and
Horizontal Injection and Extraction Wells ............................................................... A-1

Analytical Modeling of Advective Contaminant Transport During Soil
Vapor Extraction ............................................................................................ A-2

Analytical Solutions for Gas Flow Due to Gas Injection and
Extraction from Horizontal Wells ................................................................. A-4 6

q

Appendix B: Heterogeneity Parameter Models ....................................................... B-1

Waterflooding ................................................................................................ B-1

Vapor Extraction ........................................................................................... B-9

Pump and Treat ............................................................................................. B-14

Appendix C: Fitting Heterogeneity Parameter Models to Field Data ..................... C-1

Benton Waterfiood ........................................................................................ C-1

Savannah River In-Situ Air Stripping Data ................................................. C-3

Pump and Treat Data from Savannah River ................................................ C-7

Appendix D. Analysis of Flow Processes During TCE Infiltration in
Heterogeneous Soils at the Savannah River Site, Aiken, South Carolina ............... D-1 --



' ....... VocANALYSIS AND EVALUATION OF REMOVAL
TECHNOLOGIES DEMO_TSTRATED AT SAVANNAH RIVER

i llll i i

I. INTRODUCTION

. Volatile Organic Compounds, o_ VOCs, are ubiquitoussubsurface contaminants at industrial as well as
DOE sites. At the SavannahRiverPlant (see Figure1.1), theprincipleVOCs contaminatingthe subsurface
below A-Area and M-Area areTrichloroethylene(C2HCI3, or TCE) and Tetrachloroethylene(C2C14,or

, PCE).These compoundswere used extensively as degreasingsolvents from 1952 until 1979, and the waste
solvent which did not evaporate (on the order of 2xlO6 pounds) was discharged m a process sewer line
leading to theM-Area Seepage Basin (Figure 12). Thesecompoundsinfiltratedinto the soil and underlying
sediments from leaks in the sewer line and elsewhere, therebycontaminatingthe vadose zone between the
surface and the watertabl_ as well as theaquifer.

Figure I.i. Location Map for the Savannah River Site [from Fig. 2.1,
Kaback et ai., WSRC-RP-89-784 (1989)]
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Figure L2. M.Area and vicinity, Savannah River Plant [from Fig. 2.2, Kaback et
al., WSRC-RP-89-784 (1989)]

1.2



Several M-Area remediation project locations are shown on Figure 1.3:

• A pump and treat (P&T) system, using wells RWM-1 through RWlVI-11;

• A sediment vapor extraction (SVE) test, using wells VB-1 through VB-3;

• An in-situ air-stripping (ISAS) test, using horizontal wells AMH-1 and AMH-2.
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Figure L3. Remediation wells in M-Area, Savannah River Plant, showing the
scale of the Pump and Treat operation in comparison to the test sites.

FULL SCALE PUMP ANDTREAT

A remedial action program to minimize the migration of contaminated ground water and to remove the

contaminants has been in operation since 1985, pumping approximately 380 gallons per minute (gpm.)
. from 11 wells to a conventional air-stripping tower, where the TCE and PCE concentrations are reduced

to less than 1 ppb in the effluent discharged to NPDES outfall A-014 (Colven et al., 1987). The TCE and
PCE stripped from the groundwater are discharged to the atmosphere.

According to an oral presentation by Sav_mnah River personnel in March 1992, more than 10 billion
gallons of water had been treated by June 1991 to remove on the order of 250,000 pounds of VOCs, at
which time the inlet concentration to the air-stripper was still more than 11,0130ppb,, about one-third of
the average first-year concentration of 32,740 ppb. Estimates of the initial inventory of solvents in the area

affected by these wells ranged from 266,000 pounds to 449,000 pounds in the report by Colven, et al.
(1987).
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Although the concentration of contaminants in the feedwater to the air stripping unit has decreased
significantly since 1985, it is still relqtively high and decreasing very slowly. It appears likely that the
initial estimates of contaminant inventory within the aquifer are low, that a considerable additional
inventory is contained in the vadose zone and continues to supply contaminants to the aquifer, and that
theefficiencyofremovingcontaminantsdissolvedin waterisreducedby theheterogeneityof thegeologic
mediabothaboveandbelowthewatertable.Determiningtherelativecontributionofeachof thesefactors
to the overall performance is one objective of performing a detailed performance analysis of this
remediationtechnology.

VERTICAL WELL SVE TEST

A more detailed plan view of the SVE and ISAS test wells is shown on Figure 1.4. The MI-IT and MHV
wells were completed to monitor the aquifer and the vadose zone, respectively, during the ISAS test.
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Figure L4. Detailed plan view of remediation and monitoring wells for the SVE
test and the ISAS test, Savannah River Plant.

One obvious possibility for improving the overall effectiveness of the remediation program is to remove "
contaminants directly from the vadose zone before they have a chance to reach the water table. The first
demonstration at Savannah River of a process of this type was a short-term vacuum-extraction pilot test
conducted for a total of 21 days in March, 1987 ('Looneyet al., 1991a). The three test borings shown in
Figure 1.4, VB2, VB1, and VB3, were drilled in a straight line running from plant northeast to plant
southwest, essentially parallel to and 5 feet to plant northwest of the process sewer line running from M-
Areaoperations to the M-Area settling basin.
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VB1was completed as the principal extraction well, screened and gravel-packed from a depth of about 24
ft. (elevation 342 ft.) to 124 ft. (elevation 242 ft.), about 3 ft. below the water table elevation of 245 ft.

VB2, 50 ft. to plant northeast of VB1, was completed m three intervals with separate access tubes: C, from
24 ft. to 50 ft. (elevation 316 ft to 342 ft.); A, from 58 ft to 92 ft. (elevation 274 ft. to 308 ft.); and B, from
116 ft. to 137 ft. (elevation 229 ft. to 250 ft.). The water table elevation reported at this location was 239
feet, about 6 feet lower than in VB1.

VB3, 25 ft. to plant southwest of VB1, actually comprises two borings. The f'trst one, VB3-C, is a single
completion gravel-packed from 19 ft. to 30 ft. (elevation 336 ft. to 347 ft.). The second boring is

" completed as VB3-A, from 104 ft. to 125 ft. (elevation 241 ft. to 262 ft.), and as VB3-B, from 48 ft. to 80
ft. (elevation 286 ft. to 318 ft.). The reportedwater table elevation at thislocation was 243 ft.

, The test sequence was rather complex, with five of the seven separately-screened _wells" connected
sequentially to vacuum for about one day each, followed by a day of simultaneous extraction from all five.
Finally, VB1 alone was extracted for the remainder of the test. The total amount of contaminant removed
was 1496 lb., comprising 1036 lb. of TCE and 460 lb. of PCE, at air extraction rates of 400 to 500 SCFM
(Standard Cubic Feet per _Vlinute).Some additional details are given in Looney et al. (1991a), although
the precise test sequence and flow rates are not included. Significant reductions in vapor-phase
concentrations (2650 to 147 ppm and 960 to 61 ppm for TCE and PCE, respectively) were observed in the
air extracted from VB1 during the test.

HORIZONTAL WELL ISAS TEST

Subsequently, Westinghouse Savannah River Corporation initiated a project to drill and install two
horizontal wells, A.MI-I-1and AMI-I-2, for further testing of vadose-zone remediation technology (Kaback
et al., 1989a and 1989b). Figure 1.4 shows a plan view of the trajectories of these two wells, and Figure 1.5
gives their projection onto a vertical plane along the "plant east" direction. Figure 1.5 also shows the
screened intervals in the monitoring wells, but their surface elevations are not shown.

The horizontal wells were drilled and completed in September and October, 1988, and were used in the
Air-Stripping Phase of the U.S. Department of Energy's Office of Technology Development (OTD)
Savannah River Integrated Demonstration Project (SRIDP) for the Removal of VOCs at Non-Arid Sites
from July 27, to December 13, 1990. They were also used in the In-Situ Bioremediation Phase, which _-
started in the spring of 1992. The extraction well, AMH-2, has a screened interval of approximately 200
feet, and the injection well, AMH-1, has a screened interval of about 310 feet. ('Buscheck and Nitao,
1992)1.

Vacuum extraction at approximately 580 SCFM from AMH-2 started July 27, 1990 and continued, with
minor interruptions, until December 13, 1990 (Looney, et al., 1991b). During part of the test period, air
was injected at various rates below the water table through AMI-I-1, to test the possibility of air-stripping
VOCs from groundwater in situ while using vacuum extraction to remove contaminants from the vadose
zone.

o During the first 21 claysof operation, a total of approximately 2696 lb. of VOCs was removed, compared
to about 1496 lb. for the vertical well air extraction test in the same amount of time. This period included
15 days of extraction only, followed by 6 days of extraction combined with injection into AMH-1 at 65
SCFM. Hence, the horizontal-well extraction, combined with 6 days of horizohtal-well air injection,
removed about 80% more VOC mass than a vertical-weUsystem operated for the same length of time.

1The 3tO-foot length of perforated tubing in AMH-1 given by Buscheck and Nitao agrees with the value on page 8 of Kaback et. al.
(1989b). However, there is no value given for the sca'een length of AMH-2 in dais rofemn¢_ On page 9, it is slated that wire-wrapped
screen was installed to a depth of 232 feet, with a five-foot section of flexible drill pipe attached st the leading edge of the scneen. Figure 5,
however, indicates a cave-in ax205 feet. Although this drawing is not to scale, dimensions on the figure indicate that the top of the screen is
about 15' from the surface (in the vertical section of the borehole) and that the distance along the bore_le from the surface to the Leginning
of the "straight, horizontal" section is about 103.5'. Assmning that the end of the 5' section of flexible drill pipe is at the cave-in (205'), the
length of screen would be 205"- 5' - 15' = 185", instead of the value 20(Ygiven by Buscheck and Nitao (1992).
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Figure ].5 ProJection of trajectories of horizontal boreholes AM:H-! and AM_-2,
and monitoring well screens, on a vertical plane oriented along the
plant east.west direction.

During the air-stripping test period of 139 days elapsed time, total removalof VOCs was about 15923 lb. " "
It should be noted, however, that the pump and treat operation removed about 5342 lb. of VOCs during its
first 615 hours (21.5 days) of operation, and about 23,200 lb. during its first 133 days.

PERFORMANCE COMPARISONS

Since the remediation operations discussed above have not been completed (i.e., continued to the point
that remaining concentrations are in compliance with groundwater standards or until essentially complete
removal of the initial contaminant inventory has been effected), comparison of their performance is
necessarily imprecise. Perhaps it is appropriate to list some of the reasons that the performance would be
expected to differ:.

D

1. Different carrier fluids transport contaminants from the sediments to the extraction wells: water for
the pump and treat process; air for both the vacuum extraction and air stripping operations.

2. Different operating protocols were used: carder fluid extraction alone for the pump and treat and ,
vacuum extraction processes; both extraction and injection of carrier fluid for the air stripping test.

3. Different well configurations were used: vertical wells for the pump and treat and vacuum extraction
processes; horizontal wells for the air stripping process.

4. Qualitatively different subsurface regions are swept by different carrier fluids: saturated zone only for
the pump and treat process, vadose zone only for the vacuum extraction process, and both zones for
the air stripping process.
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5. Diffcrcnt volume, of sediments, at variableand unknown distances from the original sources of VOC
infiltration, are affected by the three processes - i.e., the spatial and teanporalscales are quite
different, with the pump and treat operation covering a much largerarea than the other two. Figure
1.3 shows that the size of the experimental area is much smaller than the average interwell distance in
the pump and treatarray.Presumably, the larger area would have a more diffuse contaminantplume
thanthesmall"hotspot"nearthesewerline.

6. Finally,becausetheinterbeddingofsandsand claysformsan extremelyheterogeneousgeologic
system,boththeinitialcontaminantdistributionandtheflowandtransportpathsduringremcdiation

. arehighlyvariable,causinglargeexpecteddifferencesfromplacetoplaceevenffallcontrollable
variableswe.retobekeptthesame.

Sinceairisthecarrierfluidforboththevacuumextractionandairstrippingtests,we cancomparethese
• two tests more or less directly. However, the airextraction rates were different: 400 to 500 SCFM for the

former,and 580 SCFM for the latter. Using 450 SCFM as an average for the SVE test, the VOC removed
in 21 days was 1496/450 = 3.32 lb. per SCFM. For the ISAS test, the comparablequantity is 2696/580 =
4.65 lb. per SCFM. On this basis, the improvement of air-strippingcompared to vacuum extraction is
100"(4.65-332)/3.32 = 40.1%. How much of this improvement is due to the well configuration, how
much to the injection of air, and how much to the different locations and sediment volumes affected,
remainstobedetermined.

Thisnormalizationpartiallycorrectsfordifferencesinoneofthemajoroperatingcosts--i.e.,thecostof
handlinglargevolumesofair.However,sincenoadjustmentwasmade forthefactthatISAS requires
injectionaswellasextractionofair,thiscomparisontendstooverstatetheimprovementofISASrelative
toSVE.Iftheinjectionrateissimplyaddedtotheextractionrateforthelast6 days,theaverageairrateis
almost600 SCFM, and theaverageextractionratedropsto4.50lb.perSCFM. Thisrepresentsan
improvementof 35.7%,an insignificantchangefromtheestimatebasedon theextractionratealone.
However,forthelaterstagesofthetest,when higherratesandpressureswereusedduringtheinjection,
theadjustmentwouldbelarger.

Anotherwayofcomparingresultsistonormalizethemforthetotallengthofthescreenedintervalsactive
duringtheoperation.Whiletheair-ratenormalizationtosomeextentadjustsforoperatingcosts,theuse
ofactivescreenlengthwouldtendtoadjustfordifferencesincapitalcosts.Thisissomewhatanalogousto
the concept of the productivity index for oil wells used i_ the petroleum fiterature or the concept of "
specific discharge for water wells. Since the cost of drilling is a major part of the capital required to
implement a remediation project, a measure based upon the mass removed per foot of active wetlbore
would give arough indication of the relative effectiveness of different options.

Table 2.1 in Colven et al. (1987) gives the screened intervals for each of the 11 wells used in the pump
and treat system. All wells except RWM-I each have four ten-foot screens; RWM-1 has one 60' screen.
Hence a totalof 460' of screened interval is active throughoutthe pump and treatoperation.

For the vertical well SVE test, Table I.1 for the screened intervals was preparedfrom the well logs given
in Appendix B of Looney et al. (1991a). As noted above, the SVE test sequence was rather complex and

, cannotbe reconstructedcompletely fromdata given in Looney et aL (1991a). The data given by Looney in
Appendix D were used to construct an approximate activity sequence for the f'u-st5.8 days of operation.
This sequence is summarized in Table 1.2.

@
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Table 1.1. Screened interval data for wells used in the Savannah River
Sediment Vapor Extraction (SVE) test.

li ......... Screen Label Screened Depth Interval, ft Active Wellbore, ft

VB1 24 to 124 100

VB2C 28 to 48 20

VB2A 60 to 90 30
4

VB2B 117 to 137 20

VB3C 20 to 30 10

VB3B 50 to 80 30 "

VB3A 105 to 125 20
,w

-- ull i i illn i ml

Table 1.2. Approximate sequence of active screens during the short term SVE
Test at Savannah River.

ii ! i i

Time, hr Screens on Vacuum Total Active Feet of Screen

21 VB1 100

7 VB3B 30

15 VB3B,VB1 130

25 VB3A 20

24 VB2A 30

24 VB2C 20 ,,..

22 VB1,2A,2C,3A,3B 200
ii ii i

Page 6 of Looney et al. (199 la) states that "bythe end of the test, 15 days of vacuum extraction from VB1
had been performed." Elsewhere, it is mentioned that the entire test lasted for 21 days, and the total time
for the sequence given in the table above is 5.8 days (138 hours). We will assume, for the purposes of
normalizing the results on the number of feet of active wellbore, that, for the remaining time of 15.2 days
(365 hr), VB1 was operated on vacuum and that the 15 days mentioned above did not include the
extraction from VB1 during the early stages of the test. Then the time-average length of screen active
during the SVE test is (21 100+7 30+15 130+25"20+24 30+24*20+22*200+365 100)/(24 21) = 93.0

- ft.

Buscheck and Nitao (1992) noted that screen lengths in AMH-1 and AMH-2 are 94.5 m and 61.0 m,
respectively, or approximately 310 ft and 200 ft. Appendix E of Kaback et al. (1989b) contains screen and "
casing records for these wells prepared by Shrine Environmental Consultants, resulting in screen lengths
of 309.7 ft for AMH-1 and 204.7 ft for AMH-2. These were used as the active screen lengths in the
calculation of the average active length, as follows:

1. There was no air injection for the first 16 days of the ISAS test. Hence, for the first 21 days, the
average active length was (21"204.7+5"309.7)/21 = 278.4 ft.
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2. For the entire 139 days of elapsed time during the ISAS tes4 there was a total of I20 days of actual
operation, based upon 2879.1 hours of operating time given in Excel spreadsheet files supplied by B.
B. Looney in May 1992..The extraction well alone was active for about 40 days, and both wells were
used for about 80 days of actual operating time (i.e., with down time subtracted). Then the average
active length over the life of the test is (80"309.7+120"204.7)/120 = 411.2 ft.

Table 1.3 summ_ the performance of the three remediation processes tested at Savannah River for
comparable time periods. The P&T data were taken from Colven et al. (1987), interpolating where
necessary, and the ISAS data were taken from the Excel spreadsheets supplied by B. B. Looney in May
1992.

a

Table L3. Comparison of performance of remediation processes tested at Savannah

River, normalized for different well screen lengths.

PROCESS DAYS POUNVSREMOVED FTOFSCREEN POUNDSPERFOOT

SVE 20.8 1496 93.0 16.1

P&T 21.5 5342 460.0 11,6

ISAS 20.2 2696 278.4 9.7

ISAS 20.9 2767 278.4 9.9

P&T 120 21034 460.0 45.7

ISAS 120 15923 411.2 38.7

As can be seen readily from Table 1.3, performance of the pump and treat process is essentially the same
as the horizontal-well air stripping process when normalized on the basis of the number of feet of well-
screen active during the operation, for both short and long time periods. In fact, the normalized

' performance for ISAS is only about 85% of the P&T performance at both 21 days and 120 days of
operating time. In other words, the ratio of cumulative contaminant removal for these two processes does
not vary with operating time for periods up to 120 days. This suggests that long-term comparisons of
relative rates of removal todd possibly be based on shorter-term tests.

The vertical-well SVE normalized test performance for three weeks of operation is higher than the other
two processes, but this may be an artifact of having several one-day extraction tests from different
screened intervals. Since the concentration of VOCs in any carrier fluid generally decreases very rapidly
at the start of an extraction operation, it might be expected that the combined effect of six one-day tests
would remove more contaminant than a single six-day extraction. It is unfortunate that SVE was not
continued long enough for this effect to dissipate.

Clearly, more thorough and sophisticated analyses are required in order to determine which of these
, remediation technologies is most effective, and to understand how to design and implement their use in

differentgeologic and climatic settings. Additional field experience is also needed.

The remaining sections of this report document the use of a number of different approaches to developing
" reliable, practical performance analysis methods for evaluating technologies to remediate sediments and

aquifers contaminated with VOCs, using the Savannah River data to provide test cases.
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II. REMEDIATION PERFORMANCE

IDEAL SYSTEM

Consider a tank full of contaminatedwater, with no source of water inflow. Removing the contaminant
from this ideal system is simply a matterof pumping out its total volume, and the cumulative fractionof
contaminant removed is directly proportionalto the cumulative fraction of water removed. A plot of
contaminantconcentrationvs. time wouldremainconstant at its initial valueuntil all the contaminant had
been removed,thendroptozero.

REAL SYSTEMS

Now suppose that we allow uncontaminatedwater to enter the tank while we are pumping, and that the
pathways for water flow through the tank are highly variable, so that some pathways are quickly swept
clear of contaminant by the inflow of clean water, while others take much longer. At any time (or,
equivalently for constant extractionrate, cumulative water withdrawal), the water being pumpedout will
be a mixture of clean and contaminated water. The rate of contaminant removal will then gradually
decrease with time, since it will depend upon the proportions of clean and contaminated pathways
contributingto total outflow.

The variability in flow pathwaysarises from several sources, including the spatial distributionof sources
and sinks (flow geometry), instabilities in the physical processes governing the displacement of one fluid
by another,and the heterogeneity of the porousmedia within which the displacement occurs. Each source
affects the design and operationof remediationprojectsdifferently,and will be considered in later sections
of this report.

Flow Geometry
In a completely uniform porous medium, with a given distribution of sources and sinks, the steady-state
flow of incompressible fluids can be analyzed by potential theory, and the flow regime is completely .-
described bya familyofconstantpressurecontoursand streamlines.The streamlinescanberegardedas .-"
the trajectoriesof fluid particles as they travel from sources to sinks. Since the travel time will vary
depending upon the path followed, the fluid reaching the outflow boundaries (sinks) will generally be a
mixture of clean andcontaminatedcarrierfluid.

These effects are illustratedfor several choices of flow geometryin Section HIand AppendixA.

Instabilities

Instabilities in fluid displacements arise from density differences, as in the downward displacement of a
less dense by a more dense fluid, from viscosity differences, when a less viscous fluid displaces a more
viscous one, and fromother causes. These phenomenaareconsidered in more detail in Appendix D.

The principal effects of instabilities at Savannah River probably occur during the infiltration of the
contaminants through the vadose zone, causing at least some of the observed spatial variation in initial
contaminantconcentrations, and consequentlycontributingto some of the variationin performanceof the
remediationprocesses. The injection of air below the water table also createsan unstabledisplacement.

Heterogeneity

All geologic materials are heterogeneous,to some degree, at any scale of measurement,with physical and
chemical properties changing either graduallyor abruptlyfrom point to point. Most models of flow and
transportprocessesarebasedconceptuallyuponcontinua,and theirdegreeof_ inpredictingthe
behaviorofrealsystemsdependsuponhow welltheactualspatialvariabilityofphysicalpropertiesis
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approximated in the model, and how completely the physical and chemical processes important to process
performance are represented.

The degree of variability and its spatial scale depend ui_onthe specific property being estimated. For
example, the permeability of geologic media can easily vary over five or six orders of magnitude even
within distances of a few tens of feet or less, but the fractional porosity is physically constrained to lie
between zero and unity. In turn, these different propertieshave varying impact on the performance of in
situ remediation projects and others, such as oil and gas recovery, which also depend upon the flow and
transportof substances in naturalmedia.

" Geologic Origin
Porosity, permeability, mineralogy, and other pmperxiesof geologic strata depend upon the specific

, processes respons_le for their formationor deposition and the uniformity of conditions affecting these
processes. For example, sediments deposited by riversvary enormously depending upon whether they are
fi-omchannels, point bars, or other identifiablecharacteristicdepositional features common to all rivers.
These variationsare attributedto the differencesin energyof the sediment transportmedium (water),with
higher, relatively constant energy (flow velocity) favoring the deposition of well-sorted, more uniform
sediments and lower, variable energy leading to less uniformdeposits. Within a particulardepositional
sub-environment of a river complex, such as a point bar, flow properties may be highly variable and
stratified in the vertical directionbutreasonably uniformlaterally.

Otherdepositional environments, suchas shallow marinecomplexes (deltas,barrierislands, lagoons, etc.)
and dune fields (wind-blown, or eolian, deposits) have their own characteristicdistributions of properties
important to flow and transport.To furthercomplicatematters, diagenetic processes (i.e., those affecting
the material after its initial deposition or formation) such as compaction, dewatering, solution,
precipitation, cementation, etc. can introduce even more heterogeneity than the material possessed
initially.

Over the last two or three decades, enormous progresshas been made within the petroleum industry in
understandinggenetic and diageneticprocesses affecting sedimentaryrocks (both clastics and carbonates),
and, more importantly for the analysis of remediation processes, in understanding how to use this
information quantitatively to model more realistically the flow of fluids and the transport of dissolved
substances in the subsurface. A particularly good summary of this approach and the data and analysis _-
requirementsis given by Weberand van Geuns (1990).

Contaminant Distribution and Initial Inventory
Geologic heterogeneity affects the initial distributionof contaminants as well as the flow patterns of water
and air during the operationof a remediation project.The measuredconcentrations of contaminants in
samples (carefully taken to avoid contamination and mixing) of both sediment and water commonly vary
by several orders of magnitude within a single borehole, as well as from borebole to borebole within
correlative swam. In sediment samples from the vadose zone at the SRIDP site, reported TCE
concentrations varied from less than the detection limit of 2 ppb to more than 16,000 ppb, and PCE

• concentrations varied from the same lower limit toalmost 9,000 ppb(Eddy et al., 1991), a range of almost
fourorders of magnitude.

The measured concentrations themselves are subject to large errors, not because of limited analytical
" precision or heterogeneity per se but because the process of sampling substn-facesediments and bringing

them to the surface for analysis can lead to large changes in concentration compared to undisturbed
conditions. An example was given (forsamples takenbelow the watertable) by Bishop et al. (1990) at the
Lawrence Livermore National Laboratory site, where ICE has contaminated sediments originally
deposited in a fluvial environment. Hushing by mud filtrateduring coring appearsto have removed 60%
to 75% of the original water content of the sediment, with a corresponding reduction in PCE
concentration in the sample pore water,based upondifferences in calcium and sodium ion concentrations
between water centrifuged from the samplesand discretegroundwatersamples.
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At Savannah River, flushing was not a problemin the vadosczone becausethe samples were obtained as
drive cores using a split spoon sampler. However, there will almost certainly be a significant loss of
contaminants from the vapor phase. In situ, the total mass of VOCs in the vapor phase is of the same
magnitude as in the aqueous phase; hence, the reportedcontaminantconcentrationsmay be low.
from eithervadose zone or aquifersamples aremost likely to be greatest in the most permeablesediments,
which may at least partially account for the observationthat fine-grained sediments tend to have more
contaminant than coarse-grained sediments. Thus, heterogeneitycontributes at least indirectly to the
difficulty in estimating the amount of contaminantinitially present and to the problems of comparing
concenwafions in extractedairor waterto concentrationsinsitu.

At typical vertical spacing of one or two metersbetween sample points, adjacent sample concentrations °
can differby factors of 10, 100, or more, and the same datacould supportvery different estimates for the
total contaminant inventory depending upon the method used for interpolating between measured values.
Although some of this observed heterogeneityarise_from such causes as a spatially and temporally non-
uniform distribution of contaminant sources or localized variations in infiltration and runoff, the
dominant effects in most cases results from the intrinsic heterogeneity of the geologic media. The
resulting uncertainty in "the initial contaminant inventory can be reduced by more closely-spaced
sampling. If we are willing to spend enough money, the errors in parameters simply related to
measurementscan be reducedarbitrarilyclose to zero.

Extraction Efficiency
There are,however, consequences of heterogeneityforcontaminanttransportwhich cannot be removed by
gathering more data. To mustrate this point, refer to Fig. n.1.
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Figure ILl. Normalized performance curves for contaminant extraction from
heterogeneous media. The heterogeneity parameter, o, is zero for an
ideal homogeneous system. The larger the value of a, the greater the
degree of heterogeneity and the longer a remediation project will have
to operate to achieve given remediation targets.

This figure is based (see Section IV and Appendix B) on an extension of a simple model described by
Chesnut' Cox, and Lasaki (1978) for waterflooding petroleum reservoirs. A similar model for
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groundwater travel time associated with nuclear waste repositories was presented recently by Chesnut
(1992).

In these models, flow pathways are assumed to be distributed between inflow and outflow boundaries
according to a log-normal probability density function with standard deviation ¢r (basis: natural

logarithms). For _ = 0, the plot of cumulative contaminant extracted vs. throughput is exactly like it
would be for pumping contaminated water from a tank as desen'bed above, and the corresponding
normalized concentration remains constant until exactly one tank volume has been pumped out (i.e., the
normalized throughput reaches 1.0), then drops to zero. This represents the ideal ease of stable linear

" ("piston-like") fluid displacement in a perfectly homogeneous medium. There is no mixing of
contaminatedwith uncontaminated fluid.

The normalized concentration vs. normalized throughputcurvesare labeled with the selected values of o':9

0.0, 0.5, 1.0, 1.5, 2.0, 2.5, and 3.0. These labels are omitted from the corresponding normalized
cumulative extraction curves to avoid clutter,but they should be easy to distinguish if one keeps in mind

that larger values of c r_uire larger amounts of throughputto reach a given fraction of contaminant
removal - e.g., a throughput of 0.99 is required to remove 99% of the contaminant for a = 0, but a

throughput of more than 2.5 would be required to reach the same percentage removal for o = 0.5_

As ¢ increases, the displacement becomes less and less "piston-like," and the throughput required to
achieve a desired reduction in contaminant concentration increases many-fold. For example, typical
contaminant concentration targets for remediation are on the order of 5 or 10 ppb. For groundwater
concentrations of more than I0,000 ppb found at Savannah River, the required reduction is more than 3
orders of magnitude. Reducing the contaminant concentration by a factor of I000 requires between 4 and

5 times the ideal throughput for _ = 0.5, and more than 10 times the ideal throughput for (r= 1.0. A value
of 0.5 represents a degree of homogeneity seldom seen in field-scale displacement processes, and many

commercially successful waterflood projects exhibit performance consistent with _ equal to 0.8 or higher.

Although the parameter (r is introduced in the derivation of these models as the standard deviation of an
assumed log-normal distribution of permeability, it seems, in practice, to account, at least to first order,
for a/l effects causing fluid displacement to depart from the "piston-like" ideal, including viscous or
gravitational instabilities and the distribution of streamlines resulting from non-linear flow paths. The _- "
functional forms relating concentration vs. throughput and cumulative removal vs. throughput seem
capable, in most cases, of adequately representing both field data and the results of much more complex

finite-difference and similar models. However, the numerical value of a often must be adjusted from the
value derived from permeability data alone, especially when time-dependent processes (such as diffusion
or imbibition) are significant.

In this highly simplified model, only four parameters are used to determine the rate and cumulative
amount of contaminant removed as functions of time or cumulative carrier fluid extracted:

* The total initial inventory of contaminant.

. The average initial concentration of contaminant in the carrier fluid within the bulk capture volume.

. The fraction of the bulk capture volume which is contaminated.
a,

• The heterogeneity parameter.

The actual application of this model depends upon developing methods of determining these parameters
for specific remediation processes, geologic settings, well patterns and types, extraction and/or injection
rates, etc., from characterization and other data, and from the use of more complex models to investigate
the rSle of specific physical or chemical processes and mechanisms. Provided that it can be properly
validated and calibrated in specific geologic environments, it can form the basis for Monte Carlo or other
probabilistic analyses of process performance.
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Note that no amount of characterization data will eliminate the "smearing" of contaminant removal as a
function of cumulative throughput - it can only tell us how bad the situation is. We can reduce the
uncertainty in our predictions of the time andcost requiredfor cleaning up the contaminant, but there is a
very.real possibility that in extremelyheterogeneousmediathe cost will beunacceptable. An ultimategoal
of a modeling system or strategy is to provide solid, defensible forecasts of remediation performanceso
that intelligent decisions can be made concerning the allocation of scarce resources, including making
soundargumentsto regulatoryagencies and the publicthat costs may notbe commensurate with benefits.

OBJECTIVES OF ANALYSIS & EVALUATION

The fundamentalpurpose of the Analysis and EvaluationTask is to understandthe factors responsible for
the observed performancedifferences summarizedin Section I. It is especially importantto determine how
much of the differencebetween one test and another is due to the effects of different operating conditions
(suchas choice of the number, location, and geometryof wells, the choice of a remediation process, etc.)
and how much is due to variation in the contaminant distribution and flow paths imposed by the
heterogeneifiesof the geologic mediainvolved.

Freeze and his colleagues, in a four-partseries of papers [Freeze et al. (1990), Massmanet al. (1991),
Sperling et al. (1991), and Freeze et al. (1992)], refer to the differentoperating conditions that may be
chosen as decision variables, since a manager must decide which of the various alternatives is "best"
according to some rational and defensible criterion. Withouta quantitativeunderstanding of the degree to
which these choices affect the performanceof remediationprocesses, it is impossible to optimize these
projects, to predict accurately how long might be required,or even to justify the choice of one technology
over another. This report documents the progress we have made as of _ptember, 1992 in developing this
understanding,and outlines the directionof future workneeded to pursuethe promising leads that have
been developedup to this point.
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III. EFFECTS OF FLOW GEOMETRY

As indicated in Section II, fluid flow between sources (injection wells) and sinks (extraction wells), even
in a homogeneous porous medium, is heterogeneousin the sense that streamlines have different lengths,
and hence correspondto different travel times for sweepingcontaminantsto an extraction well. Even if
the contaminantis initially uniformlydistributed,the extractionrate versus time will depart from that of
the ideal systemdescribedin Section IIand illustratedforc = 0 in Fig. II.1.

STREAMLP_ES

Figure ITI.1 shows one quadrantof a streamlinecontour map for an isolated five-spot well pattern, in
which a single Lujectorpenetratingan inf'mitehorizontalpermeablestratumis located in the center of a
square defined by four extractorscompleted in the same stratumand located at its comers. Multiple
replicationsof this pattern are frequently used in watedlooding petroleumreservoirs. By clef'tuition,the
total volumetricflow rate"between any pair of adjacent streamlines is the same as the rate between any
otherpair. Hence, the streamlinepair, (i.e., stream channel), enclosing the smallest area will have the
shortest travel time between injector and producer. This "principalstream channel" is easily seen in

jt

I I I
-1 -o.5 0 0.5 1

Figure HLI. Contour map of streamlines in an isolated five-spot pattern. The
injection well is located at the bottom left-hand corner and one of the
four extraction wells is located near the upper right-hand corner.
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Fig. HI.1 to be the channel bracketing the main diagonal directly connecting the injection and production
well

Brigham and Abbaszadeh-Dehghani (1987), in an article on the use of tracer testing for characterizing
petroleum reservoirs, presented a clear discussion of the different mechanisms respons_le for the mixing
of displacing and displaced flmcls, including the effects of flow geometry. Theoretically, stream channels
are completely independent of each other, and mixing occursonly at the production well, not within the
reservoh'. They found that the breakthrough of injected fluid at the production well for all common
waterflood patterns, including the five-spot, is described by the following equation:

,i

f, = 1-0.5. {exp[-L810-V,o°s_°] + exp[-0.715 .Vpo°'rr2]},

-v,.
where Vpl) =

In Eq. 011.1), fa is the fraction of injected fluid in the produced fluid, Vt, is the number of pattern pore

volumes injected, and Vl,nr is the number of pattern pore volumes injected at breakthrough of the injected

fluid (approximately equal to 0.42 for a five-spot pattern). If the pore volume is assumed to be filled

initially with contaminated groundwater at constant contaminant concentration, then 1- fd will be the
normalized contaminant concentration in water produced from the extraction well, as shown in Fig. 111.2.

1 I I I I

o.oo_.... I I I I
0 2 4 6 8 10

Vp

Figure IIL2. Normalized contaminant concentration vs. pore volumes of water
extracted (or injected) for an ideal homogeneous five-spot initially
filled with water at a constant contaminant concentration.
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Note that, in an ideal contaminant removal process, the normalized contaminant concentration in the
extracted waterwould remain equal to unity until exactly one pore volumehad been extracted, and would
then drop to zero. The "heterogeneity" arising from flow geometry effects causes a pronounced right hand
tail to the performance curve, so that about 10 pore volumes would have to be extracted in order to reduce
the contaminant concentration to 0.001 of its initial value. We emphasize that this effect would occur
even in aquifers with completely uniform porosity, permeability, and contaminant distributions, in the
absence of dispersion, adsorption, diffusion-limited mass transfer rates, or other mechanisms often
invoked to account for the right-hand tail onfield curves for contaminant extraction. These mechanisms
may be important, but it may not be possible to ascribe actual performance uniquely to one or more of

- these processes.

STREAMLINE MODELS FOR VERTICAL VAPOR EXTRACTION WELLS

In the previous section, we showed how contaminant extraction can be calculated from a streamline
distribution as a function of cumulative total fluid extracted for a particular pattern and a very simple -
that is, uniform - Initial distribution of contaminant within the pattern. We extended this approach to
model advective contaminant transport in soil vapor extraction from single, isolated wells. This work was
presented by one of the authors (R. W. Falta) at the AIChE 1992 Summer National Meeting in
Minneapolis, MN (Falta, et al, 1992). A copy of the unpublished preprint is included as the first part of
Appendix A.

Thebasic approachis as follows:

• Determine, analytically, the steady-state pressure distribution created in the porous medium by
extracting gas from the well for the specific boundary conditions of interest.

• Using the Cauchy-Rieman equations, determine the normalized streamfunction as a function of
position over the region of interest.

• Calculate the travel time distribution from the pressure solution by integrating along streamlines.

• Superimpose a streamfunction contour plot and a travel-time contour plot on a spatial plot of the
contaminant distribution.

..

• Determine which contaminated elements reach the extraction well as a function of time. ,- "

Examples of contaminant concentration versus time in the extracted vapor are given in Figures 9, 12, and
14 of the preprint (see Appendix A). In the first two examples, the contaminant concentration is a
monotonically decreasing function of time, since the initially contaminated region intersects the extraction
well bore. In the latter examr:e, the concenwation at first increases, then passes through a maximum, and
finally decreases, due to a layered initial contaminant distribution causing a delay in breakthrough of
contaminant from some regions.

The second part of Appendix A was written by R. W. Falta, and provides the algorithm and code listing
for calculating the gas pressure distribution and the streamfunction distribution for a horizontal extraction
well combined with a horizontal injection well, for potential application to the ISAS test at Savannah
River. The next step in this work, which was not funded, would have been to extend the contaminant
transport calculations illustrated for vertical wells in the first part of Appendix A to the horizontal well
case, and include an initial contaminant distribution more or less like the SKID site.
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IV. EFFECTS OF PERMEABILITY VARIATION

Although differing in important details, modeling groundwater or vadose zone remediation is
conceptually similar to modeling enhanced oil recovery, in that both typically involve multi-phase, multi-
component fluid systems, transient flow and transportconditions, and complex chemical, physical, and
even biological processes governing the transferof mass and energy among elements of the subsurface
system (i.e., the aquifer or petroleum reservoira_d its contained fluids) and between the system and its
surroundings. Both types of processes invol,,e" the displacement of one fluid by another, and fluid
displacementefficiency is profoundlyaffected by the spatial heterogeneity of the geologic media in which
these displacements are conducted. Process efficiency, in turn, depends stronglyupon fluid displacement
efficiency.

r'

Geologic media are generally much more heterogeneous than the porous materials used in chemical
processing equipment, such as packed columns. One of the daunting problems in modeling fluid
displacement processes in natural materials is the adequate characterizationof their heterogeneity. The
degreeof success in predictingthe flow and transportbehaviorof real systemsdepends upon how well the
actual spatial variability of physical properties is approximated in the model, as well as upon how
completely the physical and chemical processes importantto process performanceare represented.Since
any model, no matterhow complex, is an approximation,the central problemfor modelers is to simplify
theproblemas much as possible without losing the predictive accuracyrequiredby projectobjectives.

The degree of variability and its spatial scale depend upon the specific propertybeing estimated. For
example, the intrinsic permeabilityof geologic media can easily vary over five or six ordersof magnitude
even _vithindistances of a few tens of feet or less, but the fractional porosityis physically constrained to
lie between zero and unity. In turn, these different propertieshave varying impact on flow and transport
through thesystem.

The petroleum industry has produced an enormous literatureof laboratory investigations, field data, and
model studies concerned with the injection of water, carbon dioxide, air, hydrocarbon gases, steam,
polymer solutions, and surfactants into petroleumreservoirs, and the resulting production of oil, other
native fluids, and injected substances. Much of this work has been focused on the prediction of oll
recoveryas a function of time, and frequentreality checks between models and experiments have been "_
impartiallyimposed by economics. Hence, the analysisof petroleumproductionprocesses, and appropriate
modificationof the methods used, may accelerate the development of cost-effective characterization and
modeling approachesfor remediationprojects.

In Appendix B, we summarize in detail the derivation of a simple "heterogeneity parameter" model
describedby Chesnut et al. (1979) for predicting (or extrapolating) the performanceof waterfloods in
depleted petroleumreservoirs. The approach is thenextended to develop a model forcontaminantremoval
from sediments by the extraction of contaminatedair from a vadosezone or contaminated water from an
aquifer. A similaranalysis was used recently by Chesnut(1992) to define quantitatively,for heterogeneous
systems, the concept of "groundwatertravel time" introduced by the NuclearRegulatory Commission as
one criterionfordetermining the suitability of a site as a potential repositoryfor high-level nuclear waste.

Appendix C contains details of fitting either field data or the results of more complex model calculations
with the heterogeneity parameter model. In the following sub-sections, we first summarize briefly the
general model and the physical interpretation of the parameters for the different displacement processes
(waterflooding, vapor extraction, and pump and treat), then give the results of fitting the Savannah River
ISAS and P&T data.
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HETEROGENEITY PARAMETER MODELS

These models all start with the concept of an ideal linear "piston-like"displacement described verbally in
Section II and mathematically in Appendix B. This concept is represented pictorially in Figure IV.1 as a
square pulse with both width and height equal to unity.

.__ I 11 Ill _ I L

"_ tt.P
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FigureIV.1. Idealnormalizedremovalrate, versusnormalizedfluid throughput,
3'. The normalized delay parameter is X.

In the case of waterflooding, _ is the ratio of the oil production rate to the water injection rate, and yis the
ratio of cumulative water injected to the amount of movable oil present at the start of water injection. The
delay parameter accounts for the water that must be injected to displace free gas from the reservoir before

any oil can be displaced.If there is no flee gas, 2 is equal to zero, oU production starts immediately, and
all the oil is displaced wheny = 1. Both injected and produced fluid ratesand cumulatives are used in the ,,-
analysis, since both are typically measured.

In the case of contaminant removal, djis the ratio of contaminant concentration measured at the ex_action
well, divided by the average initial concentration of contaminant in the carrier fluid within the initially

contaminated fraction of the capture volume. The delay parameter _.is the ratio of the volume of initially
clean sediment to the total capture volume, assuming that the contaminant must be transported through

the clean sediment before reaching the extraction point. The variable 3' is the ratio of cumulative carrier
fluid extracted to the amount that would have to be extracted to remove all of the contaminant at its
average initial concentration. Only extracted contaminant concentration and cumulative carrier fluid

. extracted are used in the analysis, since no fluids are injected in some applications.

Figure IV.2 shows the normalized cumulative removal, .=_as a function of normalized throughput, y. For
waterflooding, Z, is the cumulative fraction of the waterflood movable oil recovered, and for contaminant

" extraction, it is the cumulative fraction of the initial contaminant mass recovered. In both cases, a value of
unity corresponds to complete recovery.
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This ideal process is completely specified by threeparameters(which have differentphysical meanings for
the differentprocesses considered):

1. A normalizingfactor for the rate of production;

2. A normalizing factor for the cumulative production(essentially the total mass of oil or contaminant
initially in the system);

3. A delay parameter.

_ d

¢,,

0 _" ' i+_.

Figure IV.2. Ideal normalized cumulative removal, _ versus normalized fluid
throughput, T: The delay parameter is Z. Note that the cumulative
removal reaches unity at a throughput of 1+_ and is zero for a
throughput of X or less.

For heterogeneous systems (under certain simplifying assumptions given in Appendix B), it is only

necessaryto introduce one additional parameter,o', which characterizes the degree of heterogeneity. For
cr= O,the system exhibits the ideal behavior sketched in Figs. IV.I and IV.2. We showed previously the

normalizedresponse curves for severalvalues of or,with X= 0, in Fig. II.l.

The equations for normalized removal rate and normalized cumulative mass removal as functions of
throughputareas follows:

,u

t I °2t_(_)=• -_ - - _v._) .
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In applying these equations to contaminant extraction, note that _ = c/co, where co is the average initial
contaminant concentration in the carrierfluid (water for a pump and treat system or air for a vacuum

extractionsystem). The normalizedcumulativeremoval, £, is equal to M/Mo, where Mo is the total initial
mass of contaminant.

The normalized throughput, 7 is _(mdCo), where Q is the cumulative volume of carrier fluid extracted.
Note that if the concentration of contaminant in the carrier fluid were to remain constant until all the
contaminant had been extracted, the total carrierfluid volume extractedat complete removal would equal
Mo/co.

For carrierfluid extraction at a constant average rate q, time can be introduced by noting that Q = qt, and

a dimensionless time can be defined as x = t(qcoIMo) = tito. The characteristictime, to = mol(qco), is the
time which would be required to remove all the contaminant at concentration co with a constant carrier
fluid extraction rate, q.

The total capture volume is (I+A)Vc, where Vc is the contaminated bulk volume within the capture zone,

and AVc is the uncontaminated part of the bulk volume within the capture zone. The delay parameter A is
included to allow for extraction projects in which the contaminant is not immediately adjacent to the
outflowboundarywhen extraction begins. ,,.

Up to this point, the heterogeneity parameter model makes no distinction between air as the carrier fluid
(as in vapor extraction) or water as the carrier fluid (as in pump and trea0. The difference arises in the
relationship of the initial contaminant mass inventory to the contaminated bulk volume and the initial
average concentration in the carrier phase.

For vapor extraction, we show in Appendix B that the initial contaminant inventory is given by

. M,_ = V,[C.#oS, + C_,¢(1- S, )]
or.3)

[ s,]. =V,C,.¢S, 14 --_-_-_:

In Eq. 0Y.3), the substitution Cvo = co has been made to emphasize that the initial contaminant
concentration refers to the mobile phase. In this equation, Vc is the bulk volume of contaminated

sediment, ¢ is the average porosity, and Sv is the average gas (or vapor) saturation as a fracdon of the pore
volume. Cto is the concentration in the (immobile) aqueous phase, assumed to be in equilibrium with the
average initial vapor phase concentration.
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In the second line of Eq. (IV.3), the factor in frontwill be recognized as the total initial contaminant mass
in the mobile carrier phase, and the term in brackets is just unity plus the ratio of contaminant mass in the
stationary aqueous phase to contaminant mass in the mobile phase. This will be recognized as the
retardation coefficient arising from the partitioning of contaminant between air and water in the vadose
zone.

This result is easily generalized by inspection to include the partitioning of contaminant among several
stationary phases (e.g., linear adsorpSon on the solid phase), so long as the total mass can be represented
as a retardation coefficient times the mass in the mobile phase. In particular, the application of the

equations to pump and treat is obvious, replacing _S,,by ¢ and the term in brackets by I + Rs to allow for
partitioningbetween the mobile aqueous phase and the stationarysolid phase. "

Finally, note that the retardation coefficient does not appearexplicitly in the dimensionless equations:
only the total mass inventory and the average mobile phase initial contaminant concentration are needed
to normalize the performance data. However, it/s required ff one wishes to attempt an a priori forecast of
contaminant extraction from independent estimates of capture volume, porosity, contaminant
concentration, etc. Note that the ratio of water saturation to gas saturation is particularly important in
determining R for vadose-zone remediation. For clays, the water saturation is typically near unity, and the
retardation coefficient may be quite large even with no solid phase adsorption. This model does not
explicitly account for the occurrence of non-aqueous phase liquids (NAPLs), although they could be
accommodated in modest amounts in the sense that they would show up in the initial contaminant
inventory and average concentration.

Figures IV.3 through IV.9 show the sensitivity of the normalized contaminant extraction rate curves to the

parameters _ and or. These parameters determine the shapes of the plots, on log-log axes, of field
contaminant concentration vs. cumulative throughput. The initial concentration and contaminant
inventory parameters merely shift the curves along the vertical and horizontal axes, respectively. Hence,
these plots could be used as type curves for matching similar plots for field data, although the procedme
given in Appendix C, using a spreadsheet, is easier because the comparison of plots can be done on a
computer screen instead of with graph paper.

It can be shown, by some tedious manipulation of Eq. (IV.l), that the function _j(y)has a maximum at a

nonnalizexlthroughput equal to y*, where .,-

7" : k) , (rv.4)

and the maximum value of _ is given by

=2(I) -1. (rv.5) -

Q

Note that thepoint at which the maximum occursshifts to the right with increasing _.,and to the left with
increasing o. The magnitude of the maximum decreases monotonically with increasing o and with

increasing _ The normalized concentration versus throughput curves become progressively broader as o
increases.
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(_= 2.50
1

APPLICATION TO SR IN Srru AIR STRIPPING TEST

Two horizontal wells, AMH-1 and AMH-2, were drilled and completedin Septemberand October, 1988,
for use in the Air-Stripping Phase of the Savannah River Integrated Demonstration Project for the
Removal of VOCs at Non-Arid Sites. The extraction well, AMH-2, has a screened interval of
approximately200 feet entirely within the vaclose zone, and the injection well, AMH-1, has a screened
intervalbelow the water tableof about310 feet.

Vacuumextraction at approximately580 SCFM fromMH-2 startedJuly 27, 1990 and continued, with
minor interruptions,until December 13, 1990 (Looney, eta/., 1991). During partof the test period, air
was injected at various rotes below the water tablethrough AMH-1, to test the possibility of air-stripping
VOC_ from groundwater/n situ while using vacuum extraction to remove contaminants from the vadose
ZOIlC.

,,b

During the first 21 calendardays of operation, a total of approximately2696 lb. of VOCs was removed.
For the first 15 days, only the extraction well was used. Injection into AMH-1 at 65 SCFM began on day
16, and the rate was increased to 140 SCFMon day28 and to 270 SCFM on day 69. Injection stopt_ on ,
day 113, and extractioncontinued to day 140. Note thatall time references are in calendardays elapsed
from the startof the test. Approximately120 days of actualoperatingtime wee achieved, accomplishing
theremoval of about 15900 pounds of VOCs.

As a preliminarystep in applying the heterogeneityparametermodel to vapor extractionin heterogeneous
systems, concentrationsof TCE and PCE in the gas extractedfrom AMH-2 were plotted versus hours of
net operating time (i.e., with down time subtracted),using a log-log scale, in Fig. IV.10. The resulting
curves bear only a slight resemblance to the normalized model ctwves previously shown in Fig. ILl for
_,= 0. However, the sequence of curves given by Figs. 1V.3 through IV.9 shows that the shape of the
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concentrationversus time plots can be varied considerablyby appropriatechoice of the parameters,and
that relatively high values of ¢Twill be needed to obtain curves spanning several orders of magnitude in
time.

1OO00

o %> 1003 ........

J_
c

loo/ ," ',i
X •TCE
I,,,,

m._ 10 ............"- POE [
I

O" I ' ' '"'" " ' ' "'"'" " '""" " ' '""" ' " '"""

0.1 I 10 100 1000 10000

OperatingTime,hours

Figure IV.1O. Contaminant concentrations (ppm by volume) measured in gases
extracted from horizontal well AMH-2 during the Savannah River
Integrated Demonstration of In.Situ Air Stripping.

A complication arises from changing operatingconditions during the courseof the test. Manysimplifying
assumptions wee made in the derivationof the model equations. One of the more importantof these is
the implicit assumption that the pore volume affected by the extractionwell remains constant over time.
This is probablyjustified if operating conditions are held constant and the flow propertiesof the system
aresuch thata pseudo-steady stateis reachedin a timeshortcomparedto the durationof the operation.

There were severalsignificant changes duringthe operationof the In-SituAir Stripping Test. Injectionat
65 SCFM was started342.5 operating hoursafterextraction began, was increased to 170 SCFM at 655.0
hours,and then inaeased again to 270 SCFMat 1511.6 hours. Injection was terminated at 2261.6 hours,
and extractioncontinued until2879.1 hours.These changesaltered the capturevolume of AMH-2.

To attempt fitting the data, we decided to concentratefirst on the initial 342.5 hours, when the operation
was a pure vapor extraction process. SpreadsheetPCE_TCE.XI._ was developed to import the field
concentration vs. time data, accept input values for the model parameters,calculate the normalized
concentrationvs. normalized cumulativeextraction bom Eq. (IV.l) for these values, and graphboth the
fielddata and model calculationson the same log-log plot so they can be comparedvisually.

Examination of the model equations shows that there are four parametersto be determined:2., o',CO, and
t0. The fLrSttwo are dimensionless parameters which affect the shape of the concenlrafionresponse curve

" when plotted on log-log paper. The second pair are scale factors (a characteristicconcenlration and a
characteristic time. respectively) which translatethe log-log response curve parallel to the vertical and
horizontalaxes without changing its shape.
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Since the field vapor-phasecontaminant concenwation data are given in ppm by volume, and any
consistent unitscan be used for the normalizedconcentration appearing in the left hand side of Eq (IV.l),
it is convenient to choose the verticalscale factor co to match the field dataas reported, then convert the
final results to mass perunit volumeas follows:

C,o= lO'cof MW (rv.6)k359.;j
In Eq. (IV.6), co is in ppm by volume, MW is the molecularweight in lbm per lb.-mole, and the constant
in the denominator is the number of standardcubic feet per lb.-mole of an ideal gas. The concentration
eve will then be in lbm per SCF.

The parameterto for translationalong the horizontal axis maps the normalized cumulative extractioninto
a con'esponding value for the independent throughputvariable.Since the extraction rate was treatedas a
constant in deriving the model equations, either time or cumulative extraction can be used as an
independent variablefor plotting the response curve. Time is somewhatmore convenient if the injection
rate does not vary much. If it does vary significantly, it will often be advantageous to use the cumulative
extraction as the horizontal scale. We chose to use time because the extraction rate was almost constant
except when the system was down, and down time was subtractedfrom elapsed time. Hence we seek a
scale factor by matching the plots such that

t = to7 • Ov.'o .

Since 7is dimensionless, it is obviousthat to is a characteristictime. From the discussion of heterogeneity
parametermodels following Eqs. (IV.l) through0N.3), recall that

M 0
to = -'-- 0V.8)

qco

After determiningvalues for the two scale factorsco and toby matching the field data, and calculating C_
fromEq. (IV.6), the total initial mass inventorycan calculatedfrom

Mo = C_otoq (IV.9)

In usigg Eq. 0V.9), care mustbe takento use consistent units. For time in hours and concentrationin Ibm
per ft3., the volumetricextraction rate must be in cubic feet per hour. The mass inventory will then be
obtainedin poundsmass.

Figure (IV.11) shows a plot f_3m the spreadsheet for fitting the model to the early time data for TCE
concentrationin the extractedgas. The agreementbetween the modeland field data is visually quite good
before air injection startea£There is an increasing spreadbetween the model and the field results as the
operation continues, indicating that air injection may be sweeping contaminant to the extraction well
which would not be extractedotherwise. No attemptwas made to match the cumulative contaminantmass
withdrawaldirectly.

Figure (IV.12) shows the match for the early-timePCE data. Again, the match is quite good until about
the time that air injection began, with an even more pronounceddepartureafterwardthan is shown by the
TCE data.
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Figure IV.II. Fit of early.time TCE extraction data to the heterogeneity parameter
model. The squares are the data points, and the smooth curve is
calculated from Eq. (IV.l) with _,= 0.10, G= 2.5, C0 = 1000, and
to=800 hr.

10000

> n
E

1000

8
¢ 10
O
O

l, I ..... I , I ....

0.1 1 10 100 1000 10000
,iw

Operating Time, Hours

• Figure IV.12. Fit of early.time PCE extraction data to the heterogeneity parameter
model. The squares are the data points, and the smooth curve is
calculated from Eq. (IV.I) with _,= 0.01, or= 2.5, C0 = 1500, and
C1 = 150.
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The parametersfiom the early-time match were used in a second spreadsheetto calculateconcentrations
of TCE and PC'Ein ppm for each time they were measured,and the calculated values were subtracted
from observed values to obtain residuals. These residuals were assumed to resuk from the sweep of
additionalcontaminant inventoryto the extractionwetl as a resultof injection, and the effect of injection
rate was ignored. The _eet was then used to fit these residualconcentrationswith a second set of
parametervalues foreach contaminant.The resultsfor TCEare shownin Fig. (IV.13); those for PCE are
shown in Fig. (13/.14).
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Figure IV.t3. Residual TCE concentrations compared to model calculations with
parameters chosen to fit the residual data. The parameter values are
shown in Table IV.I.
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Figure IV.14. Residual PCE concentrations compared to model calculations with
parameters chosen to fit the residual data. The parameter values are
shown in Table IV.I.
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Althoughthereis considerablescatter in the data, the overallagreement shown in Figs. IV.13 and IV.14
is reasonablygood. More emphasis was given to obtaininga match at later time than at early time, since
the injectionconditions were held constant for a longerinterval.Parametervalues for the early-time (VE)
andlate.time (AS) models aregiven in Table IV.I forboth TCE and ICE.

Table IV.I. Summary of heterogeneity model parameters obtained by fitting fldd
data for the concentration of VOCs in the gas extracted during the Savannah River

Integrated Demonstration of In.Situ Air Stripping. The total TCE inventory is
estimated to be about 21,000 lb., and the PCE inventory estimate is just below

" 60_000 lb. ........................

Parameter TCE (w) TCE(As) PCE(vE) PCE(As)

- 0.10 816o o.o

O" 2.5 0.8 2.5 i.1
................. !

CO,ppm V 1000' 1700 150(3 700

h, SOD 500 50oo

.... M O,lbi'" 10186 10823 " "361'6 56246 "
'" i ,,

The spreadsheet was then used to calculate concentrationsvs. time for each set of parametersfor each
contaminant,and the resulting pairs of concentrationvalues for TCE and PCE were added together at
each time to produce total concentration vs. time curves for each contaminant.The results are shown and
comparedwith field data in Fig IV.15. The agreementis quite good.
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Figure IV.15. Final results of fitting field data as the sum of two model curves for
each contaminant. The parameter values are given in Table IV.1.
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F'mally,F,q.0V.2) was used to calculatethe cumulativemassextractedfor each componentfor both
parametersets,andtheresultsforeachseparatecomponentwereaddedtogether.Theresultingcumulative
extractionplotsaregivenin Figs.IV.16andW.17.
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Figure IV.16. Comparison of model and field results for cumulative TCE extraction.
The lower curve is an estimate for extraction assisted by air stripping,
and the next curve above is for extraction alone. The upper smooth
curve is the total extraction predicted by the model, which is in close
agreement with the data points (shown as squares).
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Figure IV.17. Comparison of model and field results for cumulative PCE extraction.
The curves are similar to thosefor TCE in Fig. IV.16, except that the
curve including the effect of air-stripping crossesthe extraction-only
curve at about 1000 hours and accounts for most of the PCE by the
end of the test.
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Cumulative extraction estimates calculated from the measured concentration data and the nominal
extractionrate are 5218 lb. for "ICEand 11149 lb. for PCE. Comparablemodel results are 5323 lb. and
11511 lb., respectively.The model estimate is about2% aboveactual for TCE and about3% aboveactual
for PCE, which is remarlmbly close agreement. However, it should be quickly noted that there are a
numberof parametersto adjust,and this agreementmay merelyreflect the existence of enough degrees of
freedomto match almost any dataset.

If we tentatively acceptthe total mass inventoryindicated by the model parameterschosen to fit the data,
the VOC recoveryof about 16000 lb. is only about 20% of the indicatedinitial contaminantinventory of

, approximately81,000 lb.

We emphasize that this document is a progressreportin the developmentof an approachfor quantifying
the effects of field-scale heterogeneities on remediationprocesses. It is not a finished product,and much
workremains to be done even with SavannahRivet data before takingthe results too seriously.However,
the general approachhas wozked well when applied to waterfloodingreservoirswith enough core data to
deterrmne ec.curatea priori estimates fix the model parameters (pore volumes, saturations, and the
varianceof intrinsic permeability), provided that the flood pattern was left unchanged over most of the
project life. In such cases, there is little differencebetween the parametervalues determined from core
dataand the values obtained by least-squaresfitting of the production response curves. Each waterflood
responsecurverequiresonly a single set of parameters.

In thecurve-fittingexercise for the ISAS experimentat SavannahRiver, it was necessary,conceptually,to
associate two different pore volumes with eachcontaminantconcentrationvs. timecurve in orderto match
the model to the field data. An analogous situation sometimes occurs in highly stratified petroleum
reservoirs,when the system responds as two distinct layers connected only through the weliberes. It is
theneasy to justify the addition of two response curves to obtain the total production.

In the pre,_entcase, this justification is not so easy. While the introductionof a mass source into the
systemby injecting airwill certainlychange the flow patterns, the treaunentof the subsequentbehavioras
a continuation of the early time performancewith a second response added is basically an ad hoc
assumption and needs to be investigated further. Simulators will be very useful in this investigation,
because it is then possible to _ exactly the distribution of the important physical variables, in
contrastto a real system.

However,at present,it is interesting to speculateon the meaning of the resultsobtainedabove.One of the
difficult problems in analyzing the Savannah River experience is the separation of the effects of the
horizontalwell geometry from the effects of air injection on the overallVOC recoveryperformance.Until
we can develop a clearrationale for this separation,it is difficult to transferthe technology.

Anotherproblem arises in comparing in-situ airstrippingwith otherremediationtechnologieswhich have
beenappliedat the site. The pump and treatsystem has been in operationfor more than seven years, butit
encompassesa much larger area. For this reason, it would be expected to perform more poorly than a
small-scale system located near a "hot spot" of contamination. The vertical-well vacuum extractiontest
conductedbefore the horizontalsystem was developedwas also in the hot spot area,but the testwas much

. too short to allow a good comparisonto be madewith in-sire airstripping.

If the model results can be taken seriously, the performance with and without air injection can be
calculateddirectly from the two sets of model parametersgiven above. The model result for total VOC

" extractedduringthe entire test is 16834 lb., of which 5501 lb. is attributedto vacuum extraction alone and
11333 lb. is attributedto the increaseresulting fromair injection. This represents a 200% increase in the
amountof contaminantremoved during the test' compared to the amount that would have been removed
had air not been injected. Table IV.2. compares the calculated results for TCE and PCE with the
correspondingfield data.
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Table IV.2. Comparison of the calculated mass of TCE and PCE removed during
the Savannah River Integrated Demonstration Test with field data. All amounts are
In pounds.

............... TeE F,CE

ModeJ Model Modes ReU Model Uod' Mod
VE AS Total VE AS Total

5218.12 3288.09 2034,68 5322.77 11149'23 ....2212.58 (:J298.4_811511.06 .,
ii III ii ii IH illHII i i ii ii , ,

APPLICATION TO SR PUMPAND TREAT DATA

As noted earlier in this section, the heterogeneity parameter equations in dimensionless form do not
explicitly depend upon whether the extraction process under consideration uses air or wateras the can'ier
fluid. The difference lies entirely in the relationship of the initial contaminantmass inventory,MO, and
the initialaverage contaminantconcentrationin the carrierfluid, co, to other parametersof the su_
system. The general relationshipis

Mo=v,,S.coO+g) ov.o)
Here, V_ is the contaminatedpore volume occupiedby the carrierfluid, 5m is the saturationof cattier
fluid, and K is the ratio of contaminantmass in all the stationary phases to contaminant mass in the
mobilecarrierphase. The term in parentheses will be recognizedas the retardationcoeff_ient, defined in
more detail in Appendix B. Note that, forpumpand treat, the only partitioninginvolved is betweenwater
and the sediment grains, while for vadose zone remediation by vapor extraction,the partitioningbetween
vaporand immobile watermust be consideredas welL

The nomufliz_ cumulative throughputvariable, T, can be calculated from either of the following two
equalities:

, =Q/ ,or
3'= t / to (rv.zz)

Recall that 0o is the cumulative carrier fluid that would have to be extracted to remove all the
contaminant if its concentrationat the outflow bound_ of the system weae to remain comtant, and to is
the time that would be requiredfor contaminant removal at a constant carrierfluid extractionrate. The
former quantityis thus seen to be a characteristicamount of farrier fluid, and the latter is obviously a
characteristictime.

Since the field data normally reportedare measuredcontaminantconcentrationsveal'ustime, it is usually
most convenient to use time as the independentvariablefor fitting the heterogeneity parametermodel. For
the SavannahRiver pump and treat operation, we used data for the first thirteen months, which wee
readilyavailable to us in Colven et ol. (1987). These datacomprise the average monthlyconcentrations_ "
TCE andPCE in the total air strippingtower infiuent, the numberof operating hourseach month, and the
average flow rate in gallons per minute. These data were entered into a _est, FrFTr2.XLS,
developed to determine a set of heterogeneity model paramete_ giving reasonable agreement bexween
calculatedand observed concentrationsas functionsof time. Details of the curve-fittingprocessare given
in AppendixC. The resulting parametervalues aregiven in Table 13/.3.
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Table IV.3. Heterogeneity model parameters for the Savannah River Pump and
Treat Project determined by fitting average monthly concentration versus operating
time observed during the first 13 months of operation.

i ii 11 i i i [ ii ii iiii iiiiii i i iiii ii i

Parameter Value for TCE Value for PCE
iii i ii ii I iii i i I I i iiii iiiii i ii i i i

X 1.00"I0 "_ 1.00"I0 "_
..... , , ,,, H, , ,, ,H , .,,,

o 2.5 2.5
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to, hotws ....... 167000 ' 2750000 '"
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Figure IV,18 compares the calculated and observed concentrationsas functions of operating time. In
judging the quality of fit, one should be aware that some of the reportedPCE concentrationdata were
apparentlynot accurate.Of the thirteen monthly values reported, nine were tabulatedas "less than" the
figure given. No discussion was includedin Colven et _. (1987) on errorsin thereported concentrations.
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Figure IV.18. Heterogeneity parameter model fit for Savannah River Pump and
Treat data, September 1985 through September 1986 (from Colven et

. oZ,1957)

In fitting the data, we used the value of ¢_that provided the best fit to the early-timeISAS data(i.e., 2.5),
reasoning that in these two pure extractionprocesses the flow pathways might be geometrically similar -
predominantly paraUel to the stratification - even though the ISAS test used horizontal wells and
extracted from intervals lower in the stratigraphiccolumn. Also, _. was held constant at a small value

because the maximum observed concentrations occuned near the beginning of the project. Additional
work with the model is needed to determinewhether equally good or betteragreementcould be obtained
with othervalues of o and _.
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According to the model, the initial inventory of _ within the volume affected by the pump and treat
operation was 1,156,000 lb., and the initial inventory of PCE was 824,000 lb., or a total of
1,156,000+824,000 = 1,980,000 lb. This is much higher than the range of 260,000 to 450,000 lb.,
on characterizationdata, given in Colvea eta/. (1987). However, r,x.ording to an oralprvsentation by Dr.
Dawn Kaba_ during a site tour briefingin March 1992, a total of 114,000 kg. (251,300 lb.) had been
removed by June 1991, and the average monthly concentrationwas over 11,000 ppb., comparedto an
initial concentration of approximately 47,100 ppb. Since the actual cumulative contaminant mass
extractedis almost equal to the lower limit of the range givea by Colven eta/., and the concentrationis
still very high, it seems quite likely that the actual contaminant inventory originally present is
sicily higher than the initial estimates. Whether it is actuallyanywherenear the estimate obtained
from the heterogeneityparametermodel fit remains to be determined.However, the value is not excluded
by comparisonwith the 13,000,000 pounds of solvents used at the site, as reportedin the site tour briefing.

After obtaining these parametervalues, we then developed a second spr__Asheet,PT4CAST.XLS, for
calculating contaminantrecovery vs. time, assuming thatthe waterpumping rateremains constant,for the
futureas well as for the initial thirteenmonth periodused in fitting the data to the model. The spreadsheet
resultsare tabulamt in Appendix C.

One check on the quality of the datafit is a comparisonof cumulative contaminantrecovery during the
1.06 yearsof operating time used to fit the concentrationvs. time data. The calculated recove_ of TCE is
36,807 lb., and the calculated recoveryof PCE is 17713 lb., giving a total of 54,520 lb., or about 1.9%
more than the total of 53,486 lb. relz3r_ by Colven et al. (1987). Of course, close agreement should be
expected, since, although matching the estimated total contaminantmass removedwas not explicidy used
to fit the data, any reasonablerepresentationof the concentrationvs. time plots should work over short
time intervals.Figure IV.19 shows the model "forecast"for a 10-yearperiodfrom September1985.
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Figure IV.19. Comparison of model calculations and field data for the Savannah
River P&T project. The upper curve is for total VOCs, the middle
curve is for TCE, and the lower one is for PCE.
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Comparisonof these calculated values with actual experienceduring the seven years of oi3erationwould
providea very good test not only of the model but of the sensitivity of its parameters to the amountof
actualperformancedataused in the fitting process.Perhapsan even morestringenttest wouldbe provided
by fitting the data for each of the eleven individualextractionwells used in the P&T project. However,
these data were not available to us as of the date of this report, and this more detailed comparison is
deferredindefinitely.

At present,we canonly comparethe forecastwith conesponding valuespresentedat the site tour briefing.
The calculated VOC concentrationafter6 yearsof opexatingtime at a pumping rate of 380 gpm. is about

. 12700 ppb., or about 15% above the concentration reported at the briefing. The calculated VOC mass
removedis 185,700 lb., or about 26% below the amountreportedat the briefing. These errorsdo not seem
to be excessive considering de limitedamountof data usedin determiningthe model parameters.Chesnut

. et al. (1978) mentioned that 18 monthsof datawere requiredto get a reasonablyaccurateforecast for the
performanceof a waterflcod over20 years,and pointed out that waterfloodmodel parametervalues were
essentially unchangedin addingdatabeyond 36 months.It wouldbe of considerable interestto explore the
sensitivityof model parametersto the amount of pump and treatdataused in the fitting process.

Figure IV.20 shows the fcxecast extended to 500 years f_om September 1985. This plot dramatically
illustratesthe potential effect of heterogeneityon the timerequiredforclean up. Note that calculatedTCE
and PCE concentrationsare both well above 100 ppb. at 500 years, based on the currentpumping rate. If
this model is even roughly correct, there may not be any practical (i.e., affordable)method for reducing
contaminantconcentrations to the 10 ppb. range. Note that the characteristictimes for TCE and ICE are
167,000 hr. and 275,000 hr., respectively, or about 20 yearsand 34 years. Hence, only a few decades
would be requireAto achieve clean-up in a homogeneoussystem, in contrast to hundredsof years if the
system is as heterogeneous as thiscurvefittingexercise suggests.
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Figure 1_.20. Heterogeneitymodelextrapolationfor theSavannahRiver Pumpand
Treat project.
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V. FIELD DATA

WELL COMPLETIONS

Well completion information summarizedin this section was given in _ et. al. (1989), for casing
and tubingdata, and in _ el. aL (1991), forpiezo,neter(IrL') tubepositions. Table V.I contains the
datafor the ISAS injection well and TableV.2 gives similarinformationfor the extractionwell

q

Table V.I Completion details of injection well AMH-I. MD is the distance in feet
below the top of the casing, measured along the borehole trajectory, and TVD is the
true vertical depth from the same reference point.

Description MD, ft. TVD, ft.

Top of whipstock 104.70 104.7

Top of window 105.70 105.7

Kick-offpoint 115.66 115.7

Top of brokendrill string 119__ 119_

Top of inflatablecasing Igw.ker 34.45 34.5

Bottom of pada_ 48.92 48.9

PZ tribeI 20.83 20.8

PZtnbe2 120.75 120.8

Wate_Table 132.5 132._

Bottom of blank 2 3/8 in. tubing 170.69 150.6

F'LrStpairof 1/8" drilledperforations 176_+ 150.6

PZ mbe_ 180.67 150.7

l,Zrobe4 240.67 151.4

Excessive drillingfluid loss zone 283+ 155+

PZ tube5 298_58 157.05

I'Z robe6 360_50 166.93

Bottom of screen 480.40 176.22

LastpairofIfS"drilledperfomficms 475_.+ 176::[::
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Table V.2. Completion details for extraction well AMH.2. MD is the distance in feet
measured along the well trajectory from the top of the casing.
Description MD

Topofwhipswck: 14.04

Top of window:. 15.05

Kick-offpoin_ 25.00
P

Cementbasket#1: 11.40

Cement basket#2: 12.40

" Centralizer:. 13.90

Bottom of blank4 1/2" casing:. 21.12

Top of slotted screen section: 21.45

PZtube 1: 22.2

PZ tube 2: 58.5

PZrobe3: 98.7

PZtube 4: 138.8

PZtube5: 179.0

PZ tube 6: 219.2

Bottomof screen: 225.82

Bottomof float shoe: 227.39

Bottom of drivepipe guide: 237.72

In order to model the performanceof the ISAS project,it is necessaryto measure, assume, or infer the
variation, with distance along the wellbore, of the flux into or out of the formation. Since no flow profile
measurements were made for the ISAS test, modelers have been forced to assume that the flux is
uniformlydistributedover the entire screened or perfora_ interval. Given the heterogeneousnature of
the in_ sands and clays, and the difficulties encounteredin drilling and completing these wells,
this assumptionseems almost certainly incorrect.The completion detailshave been summarized here for
referenceby subsequent investigators, in hopes that it can be combinedwith some of the indirect evidence
bearingon the injection and extractionflux distributions,in orderto begin assessing how serious the error
mightbe.

Manydifficulties were encounteredin drilling andcompleting the injection well which may have caused it
. to havean extremely non-uniform flux along its trajectory.

The drill stringbecame stuckafterreaming the hole to its final size, whencirculationwasstoppedfor one
hour while running a final single-shot survey, and ultimately the string was broken off in the hole. In

- order to salvage the hole, it was completedby washing down a 2-3/8" string of EUE tubing on top of the
stuckdrill pipe.

As noted in Table V.1, there is a blank string of tubing from the surfaceto 170.7', witha perforatedstring
from that point to a meaaaed depth of about 475', and an external packer is set in 8-5/8" casing at about
49'. The fast perforations should be at a measureddistance of about 176'. The annulus is open, except for
drilling debris,etc., from the base of the packerto TD. The section fi,om the base of the packer to about
the top of the window should be isolated from the formation by the 8-5/8" casing. However,depending
upon how much of the grout was drilled out of the window, the annuluscould be open to the formation
from the top of the window at 106'+ TVD to the first perforationat around 150.6' TVD (176' MD), and
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there is nothing other than debris to prevent air from leaving the tubing at the first set of perforations,
flowing upthe tubing/boreholeannulus, andexiting at anyreasonablypermeableinterval.

Note that the first perforationsare around 18 feet below the water table, and it would require an air
pressureof c¢ly 8.1 psig. to overcome the hydrostaticpressureand allow air to flow from the perforations
to thevadose zone.

In Looney eL al. (1991b), pmssmes are reported for the piezometer tubes at various times during the
injectioninto AMH-1 at 65 SCFM, !70 SCFM, and 270 SCFM.These may indicate periodic plugging of
perforations,especially towardthe end of the borehole. A carefulexamination of these datacould provide
a semi-quantitativeestimate of the flux distribution,but this was only partiallycompleted and will not be
discussed furtherin this report.

CONTAMINANT CONCENTRATIONS

Figures V.1 and V.2 show the reported concentrationsof TCE and PCE, respectively, from diiferent
samplingpoints in the extraction well, AMH-2, as functions of calendar time. The "continuous"curves
are measurements at the surface(0 ft. along the wellbore), and the depths for values shown as individual
points are given in the legend. The sample point closest to the well head is at 22.2 feet along the well
trajectory,and the most distantis at 138.8 ft. The maximum concentrationplottedis 500 ppm by volume;
a few highervalues were left off to obtain more detailover thelater time period.
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Figure V.l. TCE concentrations measured at the surface and at various sampling
points along the wellbore trajectory of AMH-2.

Note that, although there is considerable scatter, the individual sample tube measurements agree pretty
well with the wellhead measurements.The points for AMH-2:22.2 are connected with a line so they can
be more easily compared with the wellhead measurements. The dashed arrows were added to show the
operatingchanges, with the fLrstarrow representing the startof injection at 65 SCFM, the second when
injection was in_ to 170 SCFM, the third at the time it increased to 270 SCFM, and the last when
injection was terminated while continuing to operate the extractionwell for about six more weeks. There
is no visible effect from injectingairon the concentrationof TCEmeasured,with the possible exception of
the last period (after air injection ended), when there seems to be a clear d_g trend in TCE
concentration.
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The general impression obtained from examining this plot is that concentrationsin the sample robes
lrobably average higher than the wellhead concentration,and that there is not a clear-cut trendalong the
welIbore.There is some indication that concenwations in the more distant tubes have a higher average
concentrationthan those closer to the wellhead, poss/bly indicating that relatively more of the TCE is
comingfi'omdeeperstratathan fromthe shallower zones - i.e., air enteringat points closer to the surface
is less contaminatedthanair from deeperzones.

Fig. V.2 is a similar plot for PCE, which has a very differentappearance.As noted previously, the PCE
concentration first drops very rapidly, actually dropping below the TCE concentrationfor several days,

. then rises more or less coincidentally with the beginning of air injection. Close examination of Fig. V.2
reveals that the association between air injection and the increase in ICE concentration may be only
apparent.The increase in PCE concenwationactuallyappearsto have startedseveral days beforethe start
of air injection. Furthermore,the concentration did not vary much between early Septemberand mid-
November.

ll _e m _ , w
ml _ _ o , o

2

0

26-Jul- 15-Aug- 4-Sep-90 24-Sep- 14-Oct. 3-Nov-90 23-Nov- 13-Dec-
90 9O 9O 9O 9O 90

Figure V,2. ICE concentrations measured at the surface and at various sampling
points along the wellbore trajectory of AMH.2. See Fig. V.1 for the
legend.

Another very curiousobservationf_3mFig. V.2 is that the ICE concentrationsmea.qu_ at the surface
(upon which the estimates of VOCremoval were based)exceed the reporteddownhole concentrations by a

" factor of 1.5 to 2. Overall, the downhole measurements are reasonably consistent with each other,
indicating perhaps that PCE is entering the wellbore somewherepast the last point reported (at 138,8
feet), with little additionalentryuntil some point above the sampletubeat 22.2 feet. If this is correct, then

" a substantialfractionof the PCE producedis entering the extractedvaporstreamat depths shallower than
22.2 feet, which is dif_cult to reconcile with the completion records.Of course, there could simply be a
substantialmeasurementerror.Is it possible thatdifferenttechniquesor personnel were used for analyzing
the wellheadsamples and the downhole samples?

CORE SAMPLE PERMEABILITIES

In July 1992, we received a copy of the M Area Post Test CharactexizationGeotechnical Testing
O'Brien& C-ereEngineers, Inc., September 16, 1991. This report contains the most complete set of data
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yet obtained on the properties of the sediments within the stratigraphic interval of interest, including
measurements of vertical permeability on 18 samples and of horizontal permeabilities on 12 of the
samples. These dataate reproducedand partiallyanalyzed in the following table.

Table V.3 Permeability Data from Table 2 of O'Brien & Gere Report.

Lab Borehole Depth Class Kv(cm/sec)Kh(cm/sec)Kv/Kh Ln(Kv) Ln(lr_)
NO.

1233 MHB-1T 31-33 CS 1.80E-08 4.50E-08 0.4 -17.8329 -16.9166

1234 MHB-IT 40-42 SFC 3.50E-08 4.20E-08 0.833333 -17.1679 -16.9856 "

1235 MHB-1T 56-58 SS 3.30E.434 7.80E-05 4.230769 -8.01642 -9.4588

1236 MHB-IT 80-82 SS 1.50E-03 -6.50229

1237 MHB-1T 100-102 SS 5.50E-04 -7.50559

1238 MHB-1T 110-112 SI::C 4.00E-04 -7.82405

1239 MHB-IT 130-131.3 SS 1.10E-03 -6.81245

1240 MHB-4T 40-42 SFC 4.00E-07 3.70E-07 1.081081 -14.7318 -14.8098

1241 MHB-4T 60-62 CS 5.60E-04 -7.48757

1242 MHB-4T 70-72 CS 4.00E-05 1.90E-05 2.105263 -10.1266 -10.8711

1243 MHB-4T 80-82 SS 1.40E-03 -6.57128

1244 MHB-4T 110-112 SFC 6.20E-09 1.20E-08 0.516667 -18.8987 -18.2384

1245 MHB-ST 155-157 SS 3.40E-07 3.40E-07 1 -14.8943 -14.8943

1246 MHB-ST 170-171 CS 4.00E-07 5.50E-07 0.727273 -14.7318 -14.4133

1247 MHT-10B 201-201.7 SS 4.30E-05 4.50E-05 0.955556 -10.0543 -10.0088

1248 MHT-I1C 165-167.75 CS 1.90E-07 5.60E-06 0.033929 -15.4762 -12.0927

1249 MHT-I1C 200-202.4 SS 2.50E-04 8.50E-05 2.941176 -8.29405 -9.37286

1250MHT-12C 200-202.2 S 3.80E-04 1.20E-04 3.166667-7.87534-9.02802

Average 3.64E-04 2.95E-05 1.50E+00 - -
1.12E+01 1.31E+01

StandardDeviations 0.0004789 4.23E-05 1.306208 4277834 3.346676

S 1.3152543 1.4342155 0.871207

Sigma 1.0021291 1.0570835

Log normal Approx. Mode 9.28E-05 1.52E-09 7.63E-09 "

Median 0.0002204 1.43E-05 2.06E-06

Mean 0.0003641 2.95E-05 0.134549 0.000558 "

Table V.4 summarizes a discrete approximation, with four values, of a log-normaldistribution for the
permeabilityof the SRIDP subsurface.The mean is the arithmeticaverage of the 18 verticalpermeability
measurements. The t_ value was calculated by using the sample standard deviation to calculate a

coefficient of variation,S, and the fact that S = _/e: - 1 fora log-normal distribution.
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The column "Fractions"gives the fraction of the total stratigraphic interval with the corresponding
averagepermeabilityin the column headed k. The last column sums to the valueof average permeability
given as the mean,which serves as a check on the calculation.

In other words, a syst_, having only the four tabulated permeability values 4.30.10"5,1.03.10 "4,
2.27.104, and 7.82-10-4, in proportions0.1111, 0.2222, 0.3333, and 0.3334, respectively, would have
exacdy the same mean and standarddeviation as the original 18 data points. These proportions were
selected to agree with the correspondingfractions of mud, sandy mud, muddy sand, and sand from the
coarse gridstratigraphicmodel describedin Section VI.

• The average permeabilityis only 0.000364"1033 -_0.376 darcies,comparedto about 50 darcies reported
byLooneyet at. from an analysis of the transientpressure response in the vertical well SVE test. This
suggests thatthe coarsersediments were not represented in the samplein proportionto their occurrencein

. the ISAS demonstrationarea.

Table V.4. Four discrete permeability values with the same mean and standard
deviation as the O'Brien and Gere data. From lowest to highest k, these are

identified with mud, sandy mud, muddy sand, and sand, respectively.

mean k kbar 3.64E-04

sd of In(k) ¢_ 1.002

mediank $t 0.000220396

0.0000001

Fractions Cumul. Phinv k k*f

0 0 -5000000

0.1111 0.1111 -1.220698778 4.30E-05 4.78E-06

0_.222 0.3333 -0.430818545 1.03E-04 2D.9E-05

0.3333 0.6666 0.430543423 2.27E-04 7.57E-05

03334 1 5000000 7.82E-04 2.61E-04

Sum 3.64E-04

Another set of values canbe derived from the same databy calculating the mean andstandarddeviation of
the natural logarithm of k. The results are shown in Table V.5. Note that the arithmetic mean value,
calculatedfrom the log mean, log standarddeviation,and the mathematicalpropertiesof the log-normal
distribution,is now 0.135 cm/sec, or about 140darcies.

- From these two analyses of the same dataset, it is obvious that the heterogeneityparameterestimate from
actual permeabilitydistributiondata is subject to a verylarge errorwhen only a few samples are available.
In the Benton waterfiood example of the heterogeneitymodel approach, Chesnut et. aL reportedclose

" agreement between the ¢_value derived from core analyses and the value obtained f_om a fit of the
injection and productiondata. However,there was a muchlargerdata set available.Of about 200 wells in
the field, about60 were cored, and a sample was takenfi_m each foot of core (approximately40 to 50 per
well) forair permeabilityand other petrophysicalpropertymeasurements.

V-6



Table V.5. Four discrete permeability values with the same natural logarithmic
mean and standard deviation as the O'Brien and Gere data. From lowest to highest
k, these are identified with mud, sandy mud, muddy sand, and sand, respectively.
mean k kbar I_SE..01

sd of In(k) o 4.278

median k tt 1A2826E-05

e 0.0000001

Fractions S Phinv k k*f

0 0 -5000000

0.1111 0.1111 -1.220698778 2.32E-08 2.58E-09

02.222 0.3333 -0.430818545 7.44E-07 1.65E-07

0.3333 0.6666 0.430543423 2.36E-05 7.86E-06

0.3334 1 50000(0 4.04E-01 1.35E-01

Sum 1.35E-01

In summary,attemptingto representthese dam bya log.normal distribution_ to an average value that
is perhaps a factor of three too large or a factor of more than one hundred too small, and the ¢_value
ranges f_om about I to more than 4. This illustrates a range of uncertainty that could be reduced by
obtaining more data,providedthattheheterogeneityparametermodel is conceptuallyvalid.

PRESSURE RESPONSE* VERTICAL WELL VACUUM EXTRACTION TEST

Looney et. al. (1991a) reportedon the short-termvacuum extraction(VE) test summarizeAbriefly in the
Section L Although the sequence and duration of applying vacuum to different well _reens was not
planned foranalysis as a series of transientpressuretests, some of the data can be used to obtain estimates
of the airpermeabilityin the vicinity of well V'B-I, the principalextractionwell for the test.

In their,analysis, Looney et al. (1991a) used the pressure response data for screens VB-2A and VB-3B,
during the first period that vacuum was applied to VB-I only, to estimate the permeabilityand specific
storage foran interval70 feet thick more or less centered betweenthe groundsurfaceand the water table.
As they pointed out, Massman (1989) showed that groundwatermodels can, under some conditions, be
used to model air flow in the vadosezone.

The conceptualmodel they used is a leakyaquifersystem, withthepumpedintervalpartiallyisolatedfrom
the atmosphereby a continuous clay layer above the screened interval. The water table provides the lower
no-flow boundary. Except for the fact thatair is the mobile phaseinstead of water, the systemis treatedas
a classical leaky aquifer test, with the "pumped aquifer," i.e., the interval to which vacuum is assumed to
be applied at VB-I (the "pumped well"), _ as a confined "aquifer"separated from a shallower
"aquifer"by a 2-foot "aquitard."In the Hantushand Jacobleakyaquifer model, this shallower aquifer is
assumed to be a constanthead region---/.e., not enough fluid flows from the shallow, leaking aquifer to
change its pressure. In the present application, the constant head region is the atmosphere. With these
assumptions, and the analytical solution of Hantnsh and Jacob, Looney et al. calculated an ear
permeabilityof 42 darcies for the "pumpedaquifer" and a permeabilityof 0.05 darcies for the "aquitard."
Because of the flow geomelry, the valueof 42 darcies is an estimate of the horizontal permeabilityof the
sandy intervals, while 0.05 darcies might represent a reasonableestimate for the vertical permeability,at
least for the upper30 feet or so.
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This analysis may be slightly in error.Using flow equations for water to interpretresults for pressure
transients induced by the extraction of gases from porous media is common practice among petroleum
reservoirengineers. MatthewsandRussell (1967) andlaterEarlougher(1977) demon_ that the same
basic dU_erentialequations can be used to represent the single-phase flow of either gas or water, except
that in the case of gas flow at pressuresbelow I00 atmospheresor so, the appropriatedependent variable
is the square of the fluid pressure ratherthan the pressure itself (neglecting gravity). Since, with this
transf3rmationof dependent variables, the same differential equations apply, it is obvious that all the
analytical results derived for the flow of water can be used to analyze the flow of low-pressure gas for
similarsets of boundaryconditions.

a

The problemlies in the violation of some of the conditions necessaryfor the validity of the Hantushand
Jacob solution. The most serious problem is that the pumped well must be open only to the pumped

. aquifer.This condition is clearly violatedin the VE test becauseVB-1 is open to permeableintervals both
above and below the middle 70 feet (the total screen length in this well is 100 ft). If the intervals above
and below this zone are permeable, their pressures,as well as the pressure in the middle zone, will
decrease with time so long as extractioncontinues.

The actual flow geometryand boundaryconditions are complex, even if the permeabilityto air from the
_e to the water table were homogeneous and isotropic. However, we show below that the data are
reasonably consistent with the line-umrce solution for a well producing a slightly compressible fluid at
constantrate froma radiallyinfinite, isotropic, homogeneous layerof constantthickness.

In the ground water literature, the line-source approximationis known as the Theis solution, and in the
petroleum reservoir engineering literatureit is knownas the Homer solution. An importantresult of the
line-source solution is that Ap (for liquid flow) or _ (for low-pressuregases) varies linearly with the
/oooar/thmof time for the "infinite-acting"time period.

At early time, a plot of LXp(or Ap2) vs. log(t) will notbe linear becauseof well bore storageeffects and the
approximationof the actual mathematicalsolutionby its asymptoticform.Well bore storage effects can be
recognized by plotting Iog(_) vs. log(t). A slope of unity indicates that the pressure behavior is
completely dominated by well-bore storage, and hence cannot be used to determine propertiesof the
porous media within which the well is completed.

At late time, the effect of lateral boundaries (usually assumed to be either closed or held at constant-
pressure) affects the shape of the plot. If the systemhas a closed outer boundary,Ap (or Ap2) becomes a
linear function of t rather than of log(t), and if it has a constant-pressureouter boundary, Ap (or _2)
reaches a constant value independent of t.

The latterbehavior is characteristicof true steady-stateflow, and a plot of _ (or_2) vs. t will have the
same appearanceas the leaky-aquifertype curves of Hantush and Jacob--i.e., a progressive flatteningof
slope on a semi-log plot until it reaches a constant value. In the case of a lateral constant-pressure
boundary, the fluid sourcerequiredto main_n constantmass within the system(and hence a steady-state
pressuredistribution) is located at some fixed radialdistancefromthe pumping well. For the leaky-aquifer
model, the fluid source is distributedaboveor below the pumped aquifer and is assumed to supply fluid at
a rate proportionalto the local difference in pressure between the active and the passive aquifers.

In analyzing the vertical well data, we first prepareda plot (Fig. V.3) of log0Xp2) vs. log(t) for screens
. VB-2A and VB-3B, using the data given by Looneyet al. (1991a). The datareportedfor all screenswere

converted to absolute pressures,using the reportedbarometricpressure, and used to calculate values of
Ap2. The first two points for VB-2A could be connectedby a straight line with a slope close to unity.
However, it appearsthatwellbore storageeffects arenot importantafterthe first two or threedata_ints.

Figure V.4 shows the plots of Ap2 vs. log(t). Note that the data for both response wells are reasonably
well represented by straight lines after about 1 hour of drawdown in VB-1, and that they show no
tendency to flatten, as would be required for either a leaky-aquifermodel or a constant pressure lateral
boundary. Also shown are lines fittedby least-squaresto the"late-time"data foreach response well. Table
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Figure V.3. Log-log plot of the squared pressure response in VB-2A and VB.3B to
extraction from VB-I
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V.6, in addition to summarizing the dataused, also shows the result of using the Excel function LINEST
to deAenninethe least-squaresfines. Fromthe plots in Fig. V.4, it can be seen that the line.somce solution
is applicable,and the slopes of the least-squarefines can be used to estimate the permeability.

The data fromboth response wells are combined on Fig. V.5. A_g to the llne-source solution, the
pmssme resl_nse should be a functionof log(t/r2), where t is the time and r is the distance from the active
well to the responding well. There is considerablescatter,but the data can be fit reasonably well by the
least-squaresstraight line determinedby using LINEST, which is also plotted on Fig V.5..

Q
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Figure V.5 Theis plot for combined data from screens VB.2A and VB-3B,
assuming radial flow geometry.

In fitting these data, some of the early time points were excluded from the least-squaresanalysis. Several
choices wee used in each data set for the smallest value of t (or tit 2) included in the analysis, and the
final choice used was determined by selecting the choice which resultedin the largest value for the
regression coefficient and the smallest standarderrorof estimate for the dope. Table V.6 summarizes
these calculations. The lines in bold-face italics show the values used to estimate permeabilities.

The rationale for using AO2 is given by Earlougher(1977) in discus._g the applicationof the following
equation:
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Table V.6. lamst.Squares Analyses of Transient Pressure Data from the ViE Test.
The first column is the well designation, the second is the minimum value of the

independent variable ifiduded in the least.squares fit, the third Is the resulting
regression coeffident, the fourth is the dope, and the last is the standard error of
estimate for the dope. Units of the slope are cm 2 of water per log cycle.

Well " .... Xmln .... _ R2 _ .... s_ve, m' ' .se(m) ....... '
VB-2A 45 0.913 5843 739

60 0.940 4985 566

90 0.912 4658 721

VB-3B 30 0.922 7613 831

45 0931 6765 753

60 0.920 6183 813

90 0.886 5637 1009

Both 0.0128 0.841 9432 994

0.018 0.868 8316 811

0.024 0.849 8248 899

0.036 0.857 7352 831

0.048 0.834 7330 943

0.072 0.805 6940 1030

In Eq. (3/'.1), the following notation is used:

p_ = flowing well pressure,psia

Pi = initial reservoir pressure,psia

zi = gas compressibilityfactorat initialconditions,dimensionless

I_ = gas v/scosity at initial_'ons, cp.

P= = pressureat standard conditionspsia

1"= = temperatureat standardcondition, "R

T = flowing temperature,"R

q - gas flow rate, MSCF/Day {note: M - 103}

k = permeabilityto gas, md

h = thickness of producingzone, ft

PD(tD) = dimensionless pressuredrop

tD = dimensionless time

S = skin factor (dimensionless)

Dkl[ = dimensionless term toaccount fornon-Darcyflow (turbulencenearthe well-bore).

Earlougherstates thatEq. (3/.1) generally applies forp < 2000 psig.
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Equation (V.I) is written for _ measured at the flowing well. For the VE test, we have
m_mn_ments at two observationwells instead.This merelyrequires replacingPD(tD)by PD(tD,rD),since
PD(tD)iS just Earlougher's abbreviationfor PD(tD,I), and rD = 1 at the operating well. Earlougheralso
shows thatthe following approximationiSvalid fordimensionless lime greaterthan about 100:

p_ = p_ - 50,300 .(z_m_i). p_ • • L151.1og( )+0.405 0/'.2)
ri

@

Substitution of the following values of the parameters (applicable to conditions during the test) into
Eq. (V_,), which is of the form _2 = m log t + constant,

T_ = 520"R(60'F)

T _ 515"R(55'F) fromhorizontalwell test data

P_ = 14.696 psia

zi -=- 1.0 (ideal gas)

I_ _ 0.0178 air@ 55"F,Earlougher(1977)

h =- 121'- 23' = 98' top filterto WT in VB-1, _ney (1991a)

results in

k - 153.1.--q, (v.3)
m

where the slope, m, must be expressed in psi2 per IOgl0cycle. The rate, q, is not given tnecisely, but is
statedas "400 to 500 SCFM"in Looney et al. (1991a); we used 450 SCFM.

From theslope values given in Table V.6 (bold face), the permeabilityestimatesare:

• VB-2A 98 davies

• VB-3A 72 darcies

• Both 59 darcies

Theseresults agreequite well with each other andwith the estimateby Looney et al. (1991a) of 42 darcies
for the horizontal permeability. However, since there is no sign of the flattening in slope at late time
indicating leaky aquiferbehavior, the estimate for verticalpermeabilityobtainedby Looney et al. (1991a)

, probablyhas no physical significance.

TRACER TEST

We modified the heterogeneity parameter model for analyzing the helium tracer test. However, this
analysis was not completed due to funding constraints and, accordingly,we defer the documentation of
this work indefinitely.
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Yl. GEOLOGIC AND GEOPHYSICAL ANALYSES

STRATIGRAPHIC CORRELATIONS

An accuratethree-dimemional $tratigraphicmodel is requiredforcomputersimulationsof the hydrologic
and contaminanttransportresponse to the remedlation _ applied at the SavannahRivc_ In-Situ
Air StrippingDemonstration Site (ISASDS). The stratigraphicmodel provides the spatial distributionof
lithologic units, to which can then be assigned porosity, fluid saturations,permeability, and contaminant o

concentrationsby various methods.

The initial interpretationof the subsurface stratigraphymade by SavannahRiver LalxratoW staff and
their contractorswas a simple layered cross section through wells bIHTlc, MIH'2c, NHTI'4c,MHT6c,
MHTSc,and MHT10c. The swatigraphicunits, of more or less uniformthickness, were defined primarily
on the basis of four clay layers encountered in the wells. There was no definition of the complex
interhedding of sand and clay lithologies between these major clay units. Based on our review of the
lithologic descriptionsof thecote from all ten of the coredwells, we believe that the subsm'facesection is
muchmore heterogeneous thanportrayedby theSRL geologists.

Since heterogeneity profoundly affects all aspects of remediation process performance, from initial
contaminantdistributionto the efYtciencywith which contaminantis removed, and importantpart of our
analysis and evaluation task was to define more accurately the heterogeneityof the sedimentarysection
beneaththe ISASDS. The resulting detailedslratigraphicframeworkprovides a basis for more accurately
predictingthe movement of VOCs in the subsurface.

Approach

None of the LLNL/LBLAnalysis and EvaluationTeam were present duringcollection of core from the
wells at the ISASDS, nor were we able to review the core during our investigations. SRL ISAS project
staffand managementprovided lithologic data to LLNL, along with selected geophysical logs from the ten
MHTwells. We assume that the data were preperly generatedand checked for integrity. Even so, some
lingeringquestions remain regantingquality of the data.

The fn_t Iithologic dataprovidedto LLNLwere briefcore descriptionsgeneratedat the rigby the drill site
geologic. Several different geologists described the core, resulting in considerable variation in the
amountof detailand, apparently,the terminologyused fordifferent sediments. This made it verydifficult
to make stratigraphiccorrelations, and thus throe data w_e of only limited use. This may be the reason
for thevery simple initialcross-section preparedby SRL personnel

A second set of lithologic data (in ASCII fdes on diskettes) was subsequentlyfurnished to I2.NL by SRL.
These datawere generatedin the laboratory,using a binocularmicrogx_ to examine the core. Each foot
of core was _ in detail by a geologist, and the percentages of gravel, sand, and mud wae
estimateA. Using these data, they assigned a lithologic _rne to each foot of core. A number of other
parameterswac recordedforeach foot of core:

. Depth

• Core recovery

• IAthologicclassification

• Induration

• Color

• Sedimentarystructures
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• % gravel (>2 ram)

• % sand(62.5 microns-2mm)

• %mud (< 62.5 microns)

• Maximumgrainsize

• %heavy minerals

• Most abundantgrainsize fraction

" , Average roundnessof quartzgrains

• Carbonatefraction

. * Sorting

• Porosity

• PVaetype

• % muscovite

• _ lignite

• % sulfides

This more comprehensive and detailed data set allowed us to develop improved correlations between
wells, which show a more typical interfingering of clays and sands than were portrayedby the simple
"layer cake"modeL

Unformnawly, the lithologic descriptions resulting from the detailed petrographic microscope
examination(the second dataset) did notcorrelateverywell with the datafrom the well-site examination.
For example, a thick clay layer was descrt_edin MHTlc between 36-42' depth(near 325' elevation shown
on the right-hand side of Fig. VI.2) by the well-site geologist. This clay was not identified in the
laboratoryexamination of the core (shown on the left-hand side of Fig. VI.2). Interestingly, the high
gamma response and low resistivity recordedon the geophysical logs at this depth interval are typical of
clay layers. The drill site geologist may have interpreteda clay layer from the logs, without confmnafion
from the core, although this is unlikely, since there is a descriptionof clay in the lithology log. These
discrepanciesaredistmbing,but withoutperformingourown review of the core samples, we hadto decide
arbitrarilyto acceptone of the two data sets. Since the laboratoryexaminations were done with less time
pressure than the well-site examinations, we chose to use only the lithology from the lab analyses in our
interpretationof the stratigraphy.Figures VI.2-VLI 1 show the comparisonof lithology generatedby the
drillsite geologist and the lab geologist for wells Mimic throughMI_I0c, respectively.

We classified thelithology of the sediments based on Folk (1968). The ternaryplot in Fig. VI.I shows the
classifr, ation andnomenclaturescheme. The lithologic names arebased on the relative percentagesof the

" gravel, sand, and mud grain size fractions. SRL geologists used a different classification scheme
summarizedin Table VI.I.
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Table VLI. Lithologic classifications used by Savannah River Laboratory at
the ISAS demonstration site.

i iii

Classification Criterion

Pebbly (>25%gravel)

Sand (<20% mud)

Clayey sand (20-50% mud)
,@

Sandy clay (50-80%mud)

Clay (>20% mud)
i B

The basic difference in these two classificationschemes is in the cutoff ixxcentages for the various size
fractions.Folk uses the ratio of sand and mud to define the lithologic name, with sediments containing
>5% gravel termed "gravely'. SRL staff also use the term "clay'. This is imprecise, since the estimated
fine fraction is <62.5 microns diameter,which includes both clay and silt. "Mud"is the _ term for
describing these data. Using Folk's classification scheme, we assigned iithologic names, at one foot
intervals,to the entire_aligraphic section penelmtedby each of the wells.

Geophysicallogs were also providedwith the lithologic data. Of all of the logs, the naturalgamma log is
the most useful for sUmigralfak correlations. The naunl gamma t0ol detects the amount of gamma
radiationemitted by the sediments, which is a fimction of the dental and secondarymineralogy.There is
no indicationof arlificial radioactivecontaminationin the logs.

There is generally good correlationof gamma signalm_ between the bot_oles, reflecting a degree
lateralcontinuity of the beds. This is encouraging,except that the highs and lows of the gamma traces do
not always cone.late with lithology. Fme-grained sediments generally correlate with relatively high
gamma radiation, while the sands and gravels typically emit lower levels of naural radiation. This
relationshiphas been well docummted in manyplaces. Unfommately, in the ISASDS data, we observe
many incomistencies in this cls%_Jd correlationof lithology and geophysical log _. There are
numerousexamples where the high gamma peaks are not associated with co_g clay units. This
may be the result of poor sampling and/or inconsistencies in desc6bing the sediments. This could also
result f_n variation in the mineralogical contmt of the sediments. Cmaln radimctive minerals may
presem in some of the sands and gravels, giving the relatively "clean"clastic deposits a "clay-type"
signature.

Data interpretation

The available sedimentarydata from the ISASDS allow for only a basic lithostratigraphicframewoxk
ccceaructionat this time. _y, verylittle datahave been generatedon the formalstratigraphyof the
subsurfaceat ISASDS. Fcmnal strafigraphicunits should be identified to complete the evaluation of the
stratigraphy, since the formal stra_c relationships will suplx_ the currentlithostratigraphic
ccm_lationsinthisreport.

We used a CADD programto constrict the stratigraphicsections for each well The lithology was divided
into 4 generic groups: sand, muddy sand, sandy mud, and mucLThis list relm_ents deposifional
environmeats of decreasing energy conditions. Strafigraphicdata were keyed in for each well, and a
stratigraphiccolumn was constructed. Digilal geophysical log data were plotted alongside the lithologic
section for co_ and con_iation p_. These individual plots are a useful display of the
stratigraphyfor each well (Figs. VI.2-VI.11).

Next, the stratigraphic sections were used to conslruct cross sections through the study area. Two cross
sections were created: A-A' through MHTlc, MHT2c, MHT4c, MHT6c, MHTSc, MHT10c and B-B'
through MHT3c, MHT5c, MIIT7c, MH'Igc. These lines of sections are generally subparallel, and trend
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southeast-northwest(Fig. VI.12). Stratigraphiccorrelationsare based simply on depth and lithology. In
making the conelatims, we attemptedto honor the characterof the gamma log as much as possible, since
it should best reflect the lithology and mineralogy of the sedimcms. The good agreementof the gamma
logs provides suPlg_ for the fithologiccorrelations. Unfortunately,there ate no other independentcriteria
to mpp_ tbe correlationof thelgds, inch as could bewovided by a review of the core itself.

The cross sections (Figs. VLI3 and VI.14) portray a shallow marine delmsitional environment
chatact_izedby thinly bedded to massive fine-grained clastic sediments.The finest-grained sediments,
the muds and sandy muds, display some mount of lateral continuity, but are not as continuous as the

• sands. Facies changes are rapid; the muds are generally lenticular deposits, laterally grading into the
cmrsor-grained sands.

The lateralcontinuityof these fine-groinedsedimentsis key to themodeling of the hydrologyof this area,
" since the muds are the most impermeableof the sediments in the submrface,acting as barriers to ground

water flow below the water table, to waterand VOCspercolating downwardfrom the surface, and to air
flow from the surface or from the injection well to the extraction well in the ISAS demonstration.Our
ability to correlate these thin beds is bas/caIly limited to a simple depth correlation in each hole, while
honoring the characterof the gamma logs. In cases where the muds terminate between wells, we can only
guess where the fithologychanges.

Another consideration is that the stratigraphic framework is a three dimensional problem, and our
confidence in stratigraphicrelationshipsdecreases with increasingdistance from the line of section. We
have atlemptedto pull togetherthe stratigraphyof the two lines of section (Figs. VI.15 and VI.16). In this
process, we correlated the major fithostratigraphic units between the two lines of section. Using the
elevation and thickness data f_om each of the, 10 wells, we modeled the upper and lower bounding

of each unit. The result is a series of structmal contour maps and isopach maps of each unit.
Cross sections are thencut throughthese surfaces, providinga view of the lateralcontinuity of each chit.
This has been done for most of the fine-grained units,although some of the thin, isolated muddybeds are
too small to modeL

This stratigraphyis typical of a near shore, shallow marine deposidonal environment,characterizedby
periodicmarine wansgressions and regressions. The lenficular natme of these fine-grained muds is a
result of this continuingchange in base level andcorrespondingenergyconditions.

Coarse Grid for Hydrologic Modeling

The cross sections given in Figs. VI.13 and VL 14 arenot dire_!y usable for simulation of su_ flow
and Wanspo_ because we have no simple mechanismof assignhqgflow propertiesatthis level of detail In
order to provide a more useful representation for hydrologic modeling, we developed a method for
summarizing the lithostrafigraphynumerically at a spatial scale consistent with a practicalgrid spacing.
We constructed a grid composedof 1 m (vertical) by 10 m (horizontal)rectangulargridblocks that could
be superimposedon the cross sections (Hgs. VI.17 and VI.18). This was done with the CADD system.
The grid was constructed and then overlaid on the computerizedimage of the cross section. A unique
fithology was assigned to each rectangulargridlock,depending on the dominant lithology enclosed by the
gridblock. Permeabilitieswere then assigned to each lithology accordingto several methods.

Grain size data were provided to LLNL by SRL.Grain size distributionanalyses were performedon
. closely-spaced core samples _ the following wells: MHTIc, MHT5c,MHT7c, and MHTgc.From these

sieve analyses, several statistical parameters wee calculated, such as standard deviation, skewness,
kurtosis,and median. Anadditionalsortingparameterwas also calculaw_

We used these data and the formuladerived by Krumbeinand Monk (1942) to estimate permeabilitiesof
the sediments. The functionalrelationshipof grainsize distributionand permeability is given below:

k = 760.GM 2 .e -IJl" (VI.l)

where k = coefficient of permeability, GM = geometric mean distribution in millimeters, and s = phi
standarddeviation.
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Problems encountered and suggestions for future work
It has been frustratingworking with data generatedby another institution._ was not involved with
the initial development of the project, thus we had no control of the proc_ures used to collect and
describe the data. Nor did we have input on quality control and peer review of the data and
inll_)gefl_ons.

1) The initial lithology descriptionsshould be made by the drill site geologist. His job is to assure
quality control of the core as it is extractedfrom the botehole. A brief, yet delafled description
shouldbe made ofthesamplesat this time, and stratigraphiccontacts shouldbe assignedas
accurately as possible. A set of criteriashould be establishedfor all geologists to follow that are
involvedintheproject.Thiswillresultinconsistentlithologicdescriptions.Standardrockorsoil
colorchartsshouldbeused.ThisprocedurewasnotfollowedduringthedrillingoftheI0wells
at the SRS, as evidenced by the variationin qualityanddetailof the drill site geologists' Ethology
logs.

2) The laboratorydescriptions of the core at a one foot interval was very useful for the LLNL
analysis. Missing though was a "final"iithologic log created by the primarygeologist for each
hole. This final log pulls together all of the lithologic data into one format that can be easily
xeviewed. Thus, instead of a lengthy series descriptions for each foot of core, there is a very
detailed lithologic log of the majorlithostratigraphicunits encountered in the hole. This is a
standardmethod of organizing lithologic data, and should be practiced by personnel involved in
similar re:nediationexperiments.

3) There have been manywells drilledin the ISASDS. At this time, LLNL has not seen lithologic
and/or geophysical logs from all of the boreholes, nor do we know whetheror not any logs were
prepared.All holes constructedon the ISASDS should have been logged, both lithologically and
geophysically. Even when core is not collected, cuttings or grab samples should be taken. If
samples simply are impessible to collect, then at least we could attemptto interpret the lithology
from evm a limited suite of geophysical logs. For example, if natural gamma logs were run in
each of the existing wells at the ISASDS, we could constructa reasonablydetailed picture of the
litbostratigraphic fromework simply from the gamma logs. Theoretically, we could still run
naturalgamma and induction logs in the existing cased and grouted holes. With the appropriate
data from the large number of wells in the ISASDS, we could construct a very delailed,
defensible picture of the subsurfaceand provide a more accuratebasis for modeling contaminant

• extraction.
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Figure VL2. Lithologic section for MHTIc. The lithology displayed on the left
column was generated in the laboratory using a binocular microscope,
while the lithology on the right was described by the drill site geologist
at the rig, during drilling. Other the clay beds are delineated on this
section. The boxes extending from the right edge of the lab lithologic
log denote beds containing >5% gravel. The natural gamma and 64"
normal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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" tc section for _c. The litbology displayed on the left
Figure VL3. Litholog" . ..... ,-,--.-,^.-- usino a binocular microscope,e_lteo in in© tau,, a,,,... _, . - • -column was.gun ....... .,..,,.,-_hod by the drill site geologist

• " olo on the rtgttt was u_;_,,.,._,.- ._ .while the hi.It gY. .... ._.,___ ,t...to,, h,,ds are delineated on this
at the rig, during ormmg, utn©r t.,_ _-'"a _"

" boxes extending from the right edge of the lab lithologicsection. The . . ma and 64"
log denote beds contammg >5% gravel. The natural gain
normal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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Figure VI.4 Lithologic section for MH_c. The lithology displayed on the left
column was generated in the laboratory using a binocular microscope,
while the lithology on the right was described by the drill site geologist "
at the rig, during drilling. Other the clay beds are delineated on this

section. The boxes extending from the right edge of the lab iithologic
log denote beds containing >5% gravel. The natural gamma and 64"
normal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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Figure VL5. Lithologic section for MHT4c. The iithology displayed on the left
column was generated in the laboratory using a binocular microscope,

- while the lithology on the right was described by the drill site geologist
at the rig, during drilling. Other the clay beds are delineated on this
section. The boxes extending from the right edge of the lab lithologic
log denote beds containing >5% gravel. The natural gamma and 64"
normal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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Figure VL6. Lithologic section for MHTSc. The iithology displayed on the left
column was generated in the laboratory using a binocular microscope,
while the Ethology on the right was described by the drill site geologist
at the rig, during drilling. Other the day beds are delineated on this
section. The boxes extending from the right edge of the lab lithologic
log denote beds containing >5% gravel. The natural gamma and 64"
normal electric log are plotted for correlation purposes. The scales are
not included on this plot.

Vl-11



uzal gamma and
Elevation 64 ,_,'anormalelectric log MHTS¢(ft)

i_t6Ci _,o ................. • ._...._

Sand 350

r ' --

Muddy sand 3401 .................. ............................. I• ....... . ...... ::,:.=i.=_..::.. _ ,., , .................... •

f*'_ •.

.°°.....6. ._fo ......°..=.,........•...=._....._...•.

illliil illliiii_ill;ii;i;i;i;i;iiii:-

_ ...................

S=ndy mud
. 320

Nud
° o ° =., ° ,4 =,, .., ,,_|o. °, .....

300
', Gamma

Drill site

lltholoqy loq 290 !

I i _ " ==='--Other 28(; /_Resistivity _ -

Clay - 2"/¢ ........... ' ,: .................................;;;;;_I t- ..... :::::::::::::::::::::::::::::::::::::

260 .......... _ ............... .=

........:_ :::::::::::::::::::::::::::::::::..............

-.o !::......:::::::::::::::::::::::::::::::::::::::::
230 ,_ -

220
%

2_o _,
1

200

190 _)

180

170

160

Figure VII.7. Llthologic section for ME[T6c. The lithology displayed on the left
column was generated in the laboratory using a binocular microscope,

•, while the lithology on the right was described by the drill site geo!o.gist
at the rig, during drilling. Other the clay beds are dehneated on this
section, The boxes extending from the right edge of the lab lithologic
Ioa denote beds containing >5% gravel. The natural gamma an d 64"
n_'rtnal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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Figure VLg. Litbologic section for M]]T7c. The lithology displayed on the left
column was generated in the laboratory using a binocular microscope,
while the lithology on the right was described by the drill site geologist
at the rig, during drilling. Other the clay beds are delineated on this
section. The boxes extending from the right edge of the lab lithologic
log denote beds containing >5% graveL The natural gamma and 64"
normal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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Figure VI.9. Lithologic section for MHT8c. The lithology displayed on the left
column was generated in the laboratory using a binocular microscope,
while the lithology on the right was described by the drill site geologist
at the rig, during drilling. Other the clay beds are delineated on this
section. The boxes extending from the right edge of the lab lithologic
log denote beds containing >5% gravel. The natural gamma and 64"
normal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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Figure V1.10. Lithologic section for M]]T9c. The lithology displayedon the left
columnwas generated in the laboratory using a binocular microscope,
while the lithology on the Hghtwas described by the drill site geologist
at the rig, during drilling. Other the clay beds are delineated on this
section. The boxes extending from the right edge of the lab lithologic
log denote beds containing >5% gravel. The natural gamma and 64"
normalelectric log are plotted for correlation purposes. The scales are
not included on this plot.
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Figure VLI1. Lithologic section for MHTI0c. The iithology displayed on the left
column was generated in the laboratory using a binocular microscope,

" while the lithology on the right was described by the drill site geologist
at the Mg, during drilling. Other the d=y beds are delineated on this
section. The boxes extending from the right edge of the lab lithologic
log denote beds containing >5% g_vd. The natural gamma and 64"
normal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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Figure VLI2. Plan map of the In situ air stripping demonstration site. Most of the
existing wells are plotted, although we do not have the coordinates for
some wells. The lines emanating from Amhl and Amh 2 define the
lateral extent of these horizontal wells. Also note the location of the
lines of section for geologic cross sections A-A' and B-B'.
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Figure VL13. Geologic cross section A-A'. This lithostratigraphic cross section was
constructed using the lithoiogic data that was generated in the lab
With a binocular microscope. The correlations are based on depth and
lithology, while honoring the character of the gamma logs, which are
plotted on the stratigraphic columns.
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Figure VLI4. Geologic cross section B-B'. This lithostratigraphic cross section was
constructed using the iithologic data that was generated in the lab
with a binocular microscope. The correlations are based on depth and
lithology, while honoring the character of the gamma logs, which are
plotted on the stratigraphic columns.
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Figure VI.15. Geologic cross section .A-A'. On this and the following cross section,
we have identified unique mud horizons that can be correlated
between the two lines of section. The mud units are color coded for
ease of correlation between the sections. The surfaces of these units
are then modeled with an interactive surface modeling code, in an
attempt to construct the three-dimensional stratigraphic framework.
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Figure VLI6. Geologic cross section B-B'. On this and the previous cross section, we
have identified unique mud horizons that can be correlated between
the two lines of section. The mud units are color coded for ease of
correlation between the sections. The surfaces of these units are then
modeled with an interactive surface modeling code, in an attempt to
construct the three-dimensional stratigraphic framework.
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Figure VL17. Grid model of geologic cross section A-A'. This model is composed of
1 m x 10 m rectangular grid blocks, in which the individual grid
blocks have been assigned a specific lithology. This lithology
represents the dominant lithology that is intersected in the cross
section beneath the grid. permeability is also assigned to each
gridiock, as discussed in the text of the report.
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Figure VI.I8. Grid model of geologic cross section B-B'. This model is composed of
lm x 10m rectangular grid blocks, in which the individual grid blocks
have been assigned a specific lithology. This lithology represents the
dominant lithology that is intersected in the cross section beneath the
grid. permeability is also assigned to each gridlock, as discussed in the
text of the report.
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GEOPHYSICAL ANALYSES

In the previouspartof this section, the geophysical logs furnishedto us providedpart of the information
upon which we based our stratigraphiccorrelation for the ISASDS. They were not used quantitatively
except to provide informationaboutbed thicknesses.In the following, we describebriefly the use of a suite
of geophysical logs to determineporositythrough the section and watersaturationin the vadosezone, two
of the moreimportantsedimentparametersrequiredfor flow and transportmodeling.

Hole Information

The hole was augureddown to the water table using no drilling fluids. Below the fluid level, a standard
mud-rotarydrillingsystem was used to drill down to TD (totaldepth).Prior to logging, the hole was filled
to the surfacewith water.No casing was set.

Logging Program:
The geophysical well logs were obtained by Graves Environmentaland C,e_technical Services 1/24/90.
Three services were run to acquire neutron porosity, density, and resistivity logs. These logs will now be
discussed.

LoGs

The data were acquireA using the Century Geophysical Corp. 9030A logging tool, a 2.2" diameter
mandrel incorporatingthe following sensors: a gamma raydetectorto measurethe natttralradioactivityof
the formation; a 5_ focused guard resistivity electrode; caliper ann to measure the hole diameter;,and a
scintillation detector to measurethegamma rays originatingfrom the 125 mCi Cesium 137 source housed
at the bottomof the tooL

The caliper log provides the hole diameterversus depth. The hole is roughly7_ in diameter, highly nlgose
from surface to -118 ft. Below 118 ft, the hole size decreases to a diameterof -4.25 _ and the rugosity
disap_. A large washoutto 9_ is indicatedby the caliper log ata depthof 87 ft.

The density is determinedusing a single scintillation detector which measures the total energy of the
gamma rays scattered from the source. The depth of investigation is from 3-8". One disadvantage of
utilizing a single-detector tool is that the measurement is greatly affectedby the borehole environment.
More sophisticateddensity tools use two detectors,one positionedclose to the source and another placed
furtheraway. A two-detectorsystemallows the measurementto be correctedfor borehole effects by using
both count rates. The density measurementfrom a single-detector tool cannot be corrected for bore.hole
effects. Thus, when the hole is large or rugose, the measurementsare adverselyaffected; they are usually
lowea"the truebulk density.For example, the average bulk densityis -1.7 g/cc which appearsto be a low
bulk density. It is quite probablethat the tool may not be in sufficient contact with the borehole wall,
restflting in a gap between the detector and the formation and lower density measurements. Century
GeophysicalCorp. does nothave a methodto correct the density log forboreholeeffects.

A density-derivedporosityis based on the density values foran assumed sand matrix and water as the
"_ borehole fluid:

p,,,, = 2.65g / cm 3 (VI.2)
II,

p / = 1.Og / cm 3 0"I.3)

The equationforcomputing the density-derivedporosity is

Pb -- Pma= (vx.4)
P:-P.
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In Eq VI.4, Pb is the bulk density obtained directly from the density log measurements,and _d is the
porosityderived from them.As statedabove, the density measurementsare adverselyaffected by hole size
and rugosity. When the detectorface is pulled away from the borehole wall due to washouts and other
factors, the density will be artificially low. When the density-derived porosity is used to determine the
totalporosity and watersaturation,these calculations also reflect the artificially low density readings.

NEtn'RON LOGS

The neutron porosity was determined using the Century Geophysical Corp. 9055A logging tool, a 1.8"
diametermandrel featuringa scintillationdetectorfor measuringthenaturalradioactivityof the formation
and one Helium3 detector for sensing neutrons _tttered from a 1 Ci Am]k241 neutron source. The
neutroncounts arerecordedinAPI units (normalized to the tool calibration).The initial neutronporosity
values looked suspiciouslylow and en_c. For example, the datajumped by as much as 20 percentina
single measurement.The dataarespiky, and in severalzones the measurementswere obviously e_Toneous
(abnormallyhigh neutroncountratesresulting in negative porosityreadings). It looked as though the tool
may havebeen malfunctioninginthesezones.

A borehole c.oncction chart, dated 1978, was furnished by Century Geophysical Corp. to correct the
porosity measurements for hole size effects. The chart data were renormalized depending on the tool
calibration, re-plotted, and curves were fitted to represent the relationship between porosityand
normalized countrates for varying hole sizes. On average, the hole size correction increased the porosity
readingsby 37 percentof the valuebefore correction.
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Porosity and Invaded Zone Water Saturation Calculations
The total porosity a_d water saturationin the invadedzone (near the well-bore) aredetermined fromboth
the density and neutronporosity values. When the formation is completely water-saturated,the porosity
derived from the density log should be equal to the porosity derivedfrom the neutronlog. In the vadose
zone, however, the apparentneutron porosity will be lower, since the neutron log "sees" the amountof
hydrogen in the sediment.The difference between the apparentneutron porosity and the porosity derived
fromthe density log is essentiallyequal to the gas-fiUed porosity in the sediment.

• TOTAL POROSITY C_TION

The bulk density from the neutronlog canbe written

" p_=(1-¢,). p. +$,.$= "PI (vLS)

IfEq. (VI.6) is solved forbulk density also and the resultequatedto the right hand side ofEq. (VI.5), one
obtains

(1-,,). p.. +,, .p/= (1-,,).p. +_, .S= .p/. 0n.0)

Equation(VI.6) canthenbesolvedfor thetotalporosity_t:

p.= (VI._)

= 0.623_d+ 0377_.
The numerical values resultupon substitutingunity for the fluid densityand 2.65 for the matrixdensity.

II_VADEZ)_NE WAlI_RSA__ON

The invaded zone water saturation, Sxo, can be obtained after algebraic manipulation of the above
equations, from

S= = P- (VI.8)
1_ __._.d(1

#n" -P')

CLAY CORRECTIONS
4'

Because the invaded zone water saturations were reading above 100 percent, a clay correction was
applied, resulting in lower values. The correction was calculated from the difference in gamma ray

, response from a "clean" (i.e., clay.free) zone and the gamma ray response in a clay zone. This was then
used to calculate corrected neutron porosity values and, f'mally, total porosity values corrected for clay
content.
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WATER SATURATION

Since the water is very fresh and has a high resistivity, the elec_ical conductance of the sediments at the
ISASDS is dominated by exchangeablecations. Under these conditions, the Waxman-Smitsequation for
the resistivity of shaly sandsreducesto

R = (_" S',,j-I' . (VI.9)
B.Q

In Eq. (VI.9), R is the formationresistivity, _ is its fractionalporosity, Sw is the water saturation(fraction
of pore volume), B is the equivalent conductance of clay counterions, and Qvb is the cation exchange
capacity of the sediment per unit bulk volume. We assume that this equation holds for both the invaded _,
and uninvadedformation,and furthermorethat the 16-inch normal log gives the resistivityof the invaded
zone, while the 64-inch normal log records the resistivity of the uninvaded zone. Then the water
saturation in the uninvadedzone is calculatedfrom

Sw - RI.._L.S_o . f_.lo)
Ru

Figures VI.19 - VI.22 summarize the results of analyzing the well logs for MHTlc. The analysis was not
carriedoutfor the other wells due to termination of fundingresulting froman overallbudget reductionfor
the integrateddemonstrationproject.
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Figure VL19. Log analysis for MFITIc. TPORCOR is the clay-corrected total
porosity, Sw' is the shale-corrected porosity in the invaded zone,
SCRSMCOR is the stripped, smoothed, borehole-corrected gamma
ray response, and CALISM is the stripped, smoothed caliper log.
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Well Name: MHTICNEU

Figure VI.22. Log analysis for MHTIc, continued. POR is the total porosity with no
clay correction, SPHIDSM is the stripped, smoothed density porosity,
CALCNPOR is the borehole corrected neutron porosity, and Sxo is
the water saturation in the invaded zone without the clay correction.
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Vii. SIMULATION STUDIES

Although a numberof runs were made with the NUFT code to simulate the removal of VOCs and the
breakthroughof helium in the helium tracertest conductedby injectinga pulse of helium into AMH-I and
measuring its concentrationin AMH-2, no completely satisfactoryresults were achieved becat_ we did
nothave the necessary geologic informationuntila few monthsfrom theend of the fundingperiod. By the
time we had developed the detailed description and invesligated several methods for assigning

,, permeabilifies to different lithologic units to attempt generating a reasonable approximation to the
heterogeneity of the system, there was not enough time to complete all the planned simulation runs and
analyze the results.

- As an example of the preliminaryresults, Fig. VII.1 was prepared,based on assigning permeabililies to
each of the four lithologic typesdefmed on the coarse-gridstratigraphicsection A-A' given in SectionVI.
These were chosen to give a mean value of k equal to the value determined from the VE pressuretest
analysis given in Section V, witho assigned the"values shown in the legend.

](X_ ! '

,_ -- sigma..12sioma=2.5

.a 100 " _11 * r..

S_t 66dm

' start170cfm

10 m,t_dm
inst odin

, , , '

0 2O 4O 60 8O IO0 120 '140

Time, days

Figure VILI. TCE concentrations in AMH-2 from field data and from three
simulations with the NUFT code for o equal to 0 (homogeneous), 1.2,
and 2.5.

" Note that the performance improves as the degree of heterogeneityincreases. This is an artifact of the use
of a two-dimensional cross-sectional model. As o increases, the system becomes effectively isolated from
the atmospherebecause the sandy mud formsa continuous barriernear the top of the model cross-section.

" In reality this would not be continuous. A second problem is that we used the field contaminant
concentration vs. depth data fromone well to assign concentrations to all grid blocks, so that the initial
contaminant distribution was not consisteat with the lithology assigned. We had planned to simulate the
percolation of contaminant through the system to generate a consistent set of initial conditions for each
assigned permeability distribution, but this was not possible due to the termination of funding. This would
be an interesting follow up study for someone to pursue.
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VIII. CONCLUSIONS AND RECOMMENDATIONS

In closing, we would first like to emphasize that this is a progress report on quantifying the effects of
field-scale heterogeneitieson remediationprocesses. It is not a finished product,and much work remains
to be done even with SavannahRiver databeforetaking the resultstoo seriously, especially on the use of

! the simple analytical heterogeneity parameter model to evaluate the performance of P&T and ISAS
processes at Savannah River.

4

Howet,er, the general approach has worked well when applied to waterflooding reservoirs with enough
core data to determine accurate a priori estimates for the modei parameters (pore volumes, saturations.
and the variance of intrinsic permeability), and with a flood pattern and operating conditions held
constant overmost of the project life. In such cases, there is little differencebetween the parametervalues
determined from core data and the values obtained bY least-squares fitting of the production response
curves. Each waterflood response.curverequiresonly a single set of parameters.

Unfortunately, the Savannah River remediation projects consideredin this report do not satisfy the first of
these conditions. Core data are sparse and not systematically distributed, lab measurements on core
samples did not include all parameters of interest for each sample, and the sampling and measurement
errors in determining contaminant concentrations introduce a much larger percentage error in the
contaminant mass inventory than would be typical for initial oil in place in a waterflood project.

For the P&T project, the second condition is satisfied, and hence one major source of uncertainty in the
applicability of the heterogeneity,model is removed. The reasonablyclose agreement between the observed
concen_ations and model results extrapolated for six years with parameters determined from the first
thirteen months of operation lends some credibility for this application.

In contrast, there were a numberof significant changes in operating variables for the ISAS demonstration.
In the cuxve-fittingexercise der_ibed in Section IV and Appendix C, it was necessary, conceptually, to
associate two differentporevolumes with each contaminant concentration vs. time cuwe in order to match

._ the model to the field data. An analogous situation sometimes occurs in highly stratified petroleum
reservoirs,when the system responds as two distinct layers connected only,through the wellbores. It is
then easy to justin, the additionof two responsecurves to obtain the total production.

In the present case, this justification is not so easy. While the introduction of a mass source into the
system by injecting air will certainlychange the flow patterns, the treatment of the subsequentbehavioras
a continuation of the early time performance with a second response added is basicaUy an ad hoc
assumption and needs to be investigated further. Simulators xxill be very u._ful in this im'estigation.
because it is then possible to specif)' exactly the distribution of the important physical variables, in
contrast to a real system.

For now, it is interesting to speculate on the meaning of the results obtained. One of the difficult problems
in analyzing the Savannah River experience is the separation of the effects of the horizontal well geometr)
from the effects of air injection on the overall VOC recoveD"performance. Until we can develop a clear
rationale for this separation, it is difficult to transfer the technology. Another problem arises in comparing
/n-sire air stripping x_ithother remediation technologies which have been applied at the site. The pump
and treat _,stem has been in operation for more than seven years, but it encompasses a much larger area.

!,

For this reason, it would be expected to perform more poorly than a small-scale system located near a "hot
spot" of contamination. The vertical-well vacuum extraction test conducted before the horizontal system
xx_sdeveloped was also in the hot spot area, but the test was much too short to allow a good comparison to
be made xxithin-situ air stripping.

If the model results can be taken seriously, the short- and long-term performancewith and without air
injection can be determineddirectlyfrom the two parts of the modelcalculation. The model result for total
VOC extracted during the entiretest is 16834 lb., of which 5501 lb. is attributed to vacuum extraction
alone and 11333 lb. is attributed to the increase resulting from air injection. This represents a 200%
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increase in the amount of contaminant over the quantity that could have been removed in the same
operating period by extraction alone from horizontal well AMH-2. From the model results, we can also
correct approximately for the effects of air injection during the first 21 days and compare the results with
the vertical-well SVE test. The amount of TCE attributed to extraction alone from AMJ-/-2is 1290 lb., and
the amount of PCE is 1271 lb., giving a total of 2561 lb., or 12.5 lb. per foot of active screen. Recall from
Table 1.3 that the SVE test extracted 16.1 lb./ft, or approximately 1.29 times the normalized amount
extracted from MH-1. On this basis, vertical weUs appear to be more etticient, but this is not really
significantly different from the horizontal well results, considering the short operating time and highly
variable operation of the SVE test.

It.

It is worth noting that at least the qualitative effects of heterogeneity are captured by this simple model, in
that very long time periods will be required to achieve regulatory compliance through continued extraction
and air injection. Table VIII. 1. shows this dramatically, with the predicted percentage of mass recovered

- (according to the model) increasing very slowly with continued operating time. Concentrations of
contaminants in the extracted air are predicted to decrease very slowly, with more than 100 years required
to reduce TCE to less than 10 parts per billion in the vapor. In Section IV, however, we noted that
aqueous phase concentrations were predicted to remain above 100 ppb even after 500 years of operation of
the P&T system.

Table VIII.1. Extrapolated remediation performance based on the heterogeneity
parameter model.

Years of Per Cent TCE Concentration Per Cent PCE Concentration
Operation Removed (ppb) Removed (ppb)

1 59.4 56610 51.6 142296

10 90.7 988 97.6 1927

I00 98. I 30 >99.9 2

150 >99.0 9 >99.9 <1

Actually, the removal of contaminar*, in the vapor phase may offer a considerable advantage over P&T,
whether accomplished by extraction alone, by extraction combined with injection, or either or both
processes _ith horizontal or vertical wells. If we assume that the desired end result is a concentration of 5
ppb in the vadose zone aqueous phase for both TCE and PCE, then the required vapor phase
concentrations (assuming equilibrium) would be 0.4 and 0.8 ppm, respectively]. We extrapolated the
model results for the ISAS test to produce the plots on Fig. VIII. 1, in order to estimate how long it might
take to reduce the vapor concentrations to these limits. Based on these extrapolations, the vadose zone
water contaminant concentrations should reach 5 ppb after about 200,000 hours, or 23 years, of operation.
This is a dramatic improvement over P&T, but we hasten to point out that the underlying aquifer may not
be cleaned up, and that the P&T area is on the order of 100 times the size of the ISAS demonstration. The
determination of the effective area (actually, sediment volume) that can be effectively treated remains anf

unsolved problem.

FinaUv. it should be pointed out that the heterogeneit3.'parameter approach, if validated bv future '_vork.
.- very neatly separates the effects of heterogeneity from the question of uncertainty, and lends itself to rapid

Monte Carlo or other probabilistic modeling techniques to determine the range of economic uncertaint3.
arising from uncertainties in ¢_. total contaminant inventor3.',and other parameters. This in turn xx511
ultimateh"allow intelligent decisions to be made concerning the allocation of resources to environmental

It.sing partition coeffi_ents based on solubilities of 1100 mg'L and 150 rng'L, and vapor pressures of 69. I mm Hg and 18.1 nm_ Hg. for
TCE and PCE. respectively.
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remediation projects. The long period required for remediation is a consequence of heterogeneit?,', not

uncertainw. The only uncertaint3."is in how serious the problem _villbe.

10000

'_ 1000

,oo

8
0.1

o.1 1 lO lOO 1ooo lOOOOlOOOOOlOOOOOO

Operating Time, Hours

Figure VIII.1.Field data and heterogeneity model results for the ISAS test period,
and extrapolated model results for the concentration of TCE and PCE
versus operating time. PCE concentration is above TCE concentration
for most of the time shown. The vapor phase concentrations in
equilibrium with vadose zone water containing 5 ppb of each
contaminant are between 0.1 and 1.0 ppm.
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APPENDIX A. STREAMLINE MODELS FOR VERTICAL VAPOR

EXTRACTION WELLS AND HORIZONTAL INJECTION AND

EXTRACTION WELLS

This Appendix comprises two separate documents,reproducedhere as completed in August 1992 except
for changes in the cover pages and page numberingto improve consistency with the remainderof this

• report. Docamlent 1, Analytical Modeling of Advective Contaminant Transport During Soil Vapor
Extraction, was co-authore_lby Ronald W. Falta (Clemson University), Karsten Pruess (Lawrence
BerkeleyLaboratory),andDwayne A. Chesnut(LawrenceLivermoreNational Laboratory),to documenta

. portion of work pcrfonn_ for the Analysis and Evaluation Task on the Savannah River Integrated
Demonstration Project, under LLNL Technical Task Plan SF-211101 for the Office of Technology
Development, DOE. This reportwas submittedto the American Institute of Chemical Engineers as a
preprintfor the 1992 Summer National Meeting (Advances in Soil Venting, Session 54) in MAnneapolis,
MN, and presentedorally at the meetingby the seniorauthor.

Document 2, Analytical Solutions for Gas Flow Due to Gas Injection and Extraction from Horizontal
Wells, was written by Ronald W. Falta (Clemson University) in partial fulfillment of a subcontractto
LawrenceBerkeleyLaboratoryunderLLNLTechnical TaskPlan SF-211l01. It is also reproducedhereas
received,except for changes in formatof the firstpage. Page numbering startswith the first integer after
the lastpage of document 1.
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ABSTRACT

A general method for modelingthe advective transportof a Volatile Organic Compound

(VOC) to a soil vapor extractionwell has been developed. This techniqueis applicableto

cases in which the VOC is partitionedin the unsaturated zone between the gas, aqueous,

and solid phases. The VOC may havea one, two, or three-dimensionalinitialdistribution.

The method may be appliedto problemshavinga one or two-dimensionalsteady state gas

flow field in which the gas streamfunctionand gas travel time distributions are known.

Examples are included to show the application of the method to radial and two-

dimensionalcylindricalgas flow fieldswith differentVOC distributionsand characteristics.
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• ' INTRODUCTION

Soil vapor extraction is a new method for removing volatile organic compounds

(VOCs) from the unsaturatedzone. A soil vapor extraction system consists of one or

more gaspumpingwellsscreenedintheunsaturatedzone.The inducedgasflow
,It

resultsintheevaporationofnonaqueousphaseliquids(NAPLs),thevolatilizationof

chemicals dissolved in residualpore water, and the desorption of chemicals from soil

surfaces. Contaminant removal is achieved as the gas sweeps the contamirl_,t,9_ zone,

flushingcontaminantvaporsfromthesoil.

Inthedesignandevaluationofvaporextractionsystems,mathematicalmodelsof

the gas flow field and contaminant transportare useful tools. Usually, these models are

basedonnumericalsolutionsofthegoverningmassbalanceequations,andanumberof

numericalsimulatorshavebeendevelopedformodelinggasflowandchemicalwan-

sport in the unsaturated zone [1.2.3,4,5,6,7,8].

For certain well geomemes and system conditions, it is possible to develop

analytical solutions for modeling the induced gas pressure field. Analytical pressure

solutions have been presented for one-dimensional radial flow [9,10,11,12,13] and for

two-dimensional cylindrical flow [14,15.161under variousconditions.

" These gas pressure solutions may 0e used to calculate the gas travel time from any

. location to the extraction well (see, for example, [11,14,16]). Shan et aL [16] showed

that the gas streamfunction distribution may be analytically derived from the pressure

solution.

While several analytical solutions are available for modeling the gas pressurefield

under different conditions, the number of analytical solutions reported for modeling
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chemical transportduring soil vapor extraction operations is more limited. For prob-

lems in which the contaminantis presentin the formof a pool of NAPL restingon the

watertableor trappedin a low permeabilitysoil layer,Johnsonet al. [9], Johnsonet at.

[11,12], and Ho and UdeH [17] have presented boundarylayer type solutions for the

chemical transportassumingone-dimensional gas flow. In these solutions, the gas is

assumed to flow past but not throughthe conmmina_ zone, and the ram of contain- "

inant removal is limited by gaseous diffusion from the contaminated zone into the

flowinggas stream.

An alternate scenario is one in which the VOC is not present in the form of a

NAPL, and in which the gas flows through the contaminated zone. In this case, the

effect of diffusion is usually much smaller, and the rate of contaminant removal is

mainlylimited by the rate of gas flow through the contaminated zone. Forsituations in

which the VOC is strongly partitioned into the aqueous and solid phases, the rate of

local interphase mass transfer into the gas phase could also limit the rate of contain-

inant removal.

In this paper, we present a generalmethod for modeling the advective transportof

a VOC to a soil vapor extraction well. This technique is applicable to cases in which

the VOC is partitioned in the unsaturated zone between the gas, aqueous, and solid

phases, and in which the assumptionof local phase equilibrium is valid. The VOC may ,a

have a one, two, or three-dimensional initial concentration distribution, and the method

may be applied to problems having a one or two-dimensional steady state gas flow field

in which the gas streamfunction and gas travel time distributionsareknown. Examples

are included to show the application of the method to radial and two-dimensional
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cylindrical gas flow fields with different initial VOC characteristics and distributions.
Q

This technique may be used to optimize the placement of a vapor e_oa well

screen for a given subsurface VOC distribution, and is useful for conducting initial

. feasibility studies of vapor extraction as a remediation method. This analytical method

may also be used to verify the performance of more sophisticated numetizal models

used to simulate gas phase contaminant transport.

METHODOLOGY AND ASSUMPTIONS

The basis of the method is a mapping of the initial contaminant distribution from

ther-zorx-zplanetoa vaportraveltime-normalizedstre,amfunctionplane.Incon-

structing this mapping, the normalized streamfuncfion (fractional mass or molar flow)

is usually determined analytically by applying the Cauchy-Ricmann equationsto an

analyticalsteadystatepressuredistributionsolution(see,forexample,,[16]).Forsiva-

pleflowsystems,thevaportraveltimemay alsobedeterminedanalyticallyRt)m the

pressuresolution,andfc:morecomplicatedsystems,thetraveltimedistributionmay

becomputednumericallyfromthepressuresolution.

From thetransformedchemicaldistribution,thefractionofcontaminatedsoil gas

i,

enteringanextractionwellatanytimemav befounddirectly.Thisfractiondetermines

- the composition of the gas pumped from the well, and by using this information with

the known gas flowrate from the well, the rate of contaminant removal may be calcu-

lated.

The techniquedescribedaboveissimilarinmany respectstoapproachesusedto

model advectivc transport in saturated fluid flow. For example, Javandel et al. [18]
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developed a semi-analytical method for computing advective contam/nant wampon in

two-dimensional horizontal fluid flow systems. They use complex potential theory to

determine streamfunction distributions, and calcldate travel times numerically from the

complexvelocitypotential.Thisinformationisthenused tocomputecontaminant

breakthroughcurvesatpumpingwells,andtodetermineadveetivefrontlocations.

Inthepresentwork,we areprimarilyinterestedinfindingthecontaminantcon-

centration produced from a vapor extraction well as a function of time. By formulating

the advective modeling method as a mapping problem, this calculation is done in a

generalway.

To use steady state gas streamfunction and travel time solutions to model advee-

tiveVOC transport,severalsimplifyingassumptionsam necessary.A primaryrequire-

mentisthatthemovement ofVOC froma givenlocationmust beproponioniItothe

gasporevelocityatthatlocation.Thisrequirementissatisfiedunderconditionsof

linear equilibrium pardoning of the contaminant between the gas, aqueous, and solid

' phases. In this case, the VOC advective velocity is related to the soil gas pore velocity

bvo

_ (I)
oS:R_

where Vc is the VOC advective velocity, t,'gis the soil gas darey velocity, ¢ is the pot_-

ity, S: is the gas phase saturation, and Rg is the gas phase retardation coefficient for the

specific chemical. With linear equilibrium phase pardoning, Rz is defined as [19]

S,., PbKo

R,= HS--7+H,s, +i (2)

A-6

............... i iiii i i _-



where S., is the residual aqueous phase saturation, Pbis the soil bulk density, Ko is the

chemical-soft distributioncoefficient, and/-/is the chemical's Henry's constant. The

chemical-soil distribution coefficient is often estimatedby

Ko= (3)

whereK_ isthechemical-organiccarbonparddoncoefficient,and/=isthefractionof

organiccarboninthesoil[20,2I].MethodsforcalculatingK= fordifferentchemicals

aregivenby Lyrnanetal.[22].As usedinequation(2),Henry'sconstantisdimen-

sionless,andmay beapproximatelycalculatedfrom

c, (4)H- -c

C,,

--C "C

whereCzisthesaturatedvaporconcentrationofthechemical,andC,,istheaqueous

solubility of the chemical. The use of equations (1) and (2) for determining the VOC

transportrequirethattheVOC isnotpresentasaNAPL inthesystem.Inthepresent

work. we will assume that the R, is constant throughout the subsurface. This implies

that S,,,,Ko, O,and Obare constant and uniform throughout the system.

Because steady state pressure and streamfunction solutions are used to model the

gas transport, changes in the dow pattern due to changes in the gas composition are

neglected. When the gas phase concentration of a VOC is large, significant gas flows
• .

" may occur due to buoyancy effects [5.6.23].

This effect would be particularly noticeable during the evaporation of high vapor

pressure NAPLs, a situation which is not considered here. At lower gas concentration

levels, this phenomenon are less important. To illustrate this point consider the organic
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solvent, trichloroethylene(TCE). At a temperatureof 250C, TCE has a vaporpressure

of 9.9 U'a. At a total pressureof 1ATM,this corresponds to a gasphase mole fraction

of 0.098 (98,000 parts per million by volume), and a vapor concenwation of 0.52

kg/In3. The density of soil gas with this composition would be 1.58 kg/m 3 which is

substantially larger thantheambient soil gas density of 1.17 kg/tn3 [5]. On the other

hand, if the TCE gas phase mole fraction is smaller, say 0.01 (10,000 PPMV), the

vapor concentration would be 0.054 kg/m 3, and the total gas density would bo 1.21

kg/in3which is close to the ambient soil gas density. Although the TeE gas conccntra-

tion in this second example is only about one tenth the saturated value, it would still

represent a very significant level of subsurface contamination. The equilibriumaque-

ous concentration corresponding to a gas concentration of 0.054 kg/rn3 may be,calcu-

lated using Henry's law with Henry's constant, H calculated from equation (4). Tho

equilibrium aqueous concentration in this case is about 0.I 13 kglm :3or 113 mglL

would be considered a high level of subsurface contamination, and remediation would

probably be required.

Changes in the gas composition may also affect the characteristics of gas removal

from a well. For example, if an extraction well is pumped at a constant volumetric

rate, as the concentration of VOC in the gas increases, the gas density inerea_s (for

compounds having molecular weights greater than air), and the total rate of gas mass
,IL

removal increases.

An additional phenomena which is neglected in the present development is the

release of contaminants from the aqueous and solid phases due to the depressmization

of the gas phase. As gas expands during depressurization, the VOC partial pressure
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• and gas phase mass concentrationdecline. In order to maint_ local chemical phase

equilibrium,this requiresa reduction in the VOC concentration in the aqueous and

solid phases. Although tt_ effect may be important underconditions of large and

• wid_d gasdepre_urization, duringmost soil vaporextraction operations,the rune

of large gas pressurechange is restricted to an area very close to the extraction well

(see, for example, [11,12,16]).

APPLICATION TO RADIAL GAS FLOW TO A VAPOR EXTRACTION WELL

The streamfunction-traveltime mapping method for modeling advective gas wan-

sport may be illustrated by application to a simple flow field. !.",this :tion, we con-

sidera fullyconfinedradial gasflowsysteminwhichthegasextractionwellis

•screened throughout a permeable formation having uniformandconstant prope_es.

Gas Flow Field and Travel Times

For boundary,conditions consisting of a constant pressure,P, at a well radius of

r.,andatmosphericpressuretP,)ata radial distancefromthewellofri.lohnsonetaL

[II]solvedthegoverningporousmediagasflowequationtoobtainthe steadystate

radialpressuredistribution:

" 2. 2 t If2

" tP. -P.,)
P = :P_ + "in'lri/rw ) tn(rlrw (5)

¢t

Using Darcy's law. they obtained the radial gas damy velocity from equation (5)

I

I i -- (Pa/P.,) 2 )
k r lntr.,,ri)j k

_.'_=- _ (6)
"-._[ _ , In(r/r,,)1,a

Ll
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• where k is the effective gas phase permeability, and g is the gas viscosity. The

volumetric gas flowrate entering the well may be computed using equation (6):

h_ e.,(1-(e./e.,)z).
Q.= (7)

tn(r,,Jri)

where h is the thickness of the pumped formation, and Q. is mca.stacd at a pressure of

Fora systemcomposedofidealgases,thetotalmolarflowrateenteringthewell

may be computed by

,_=Q.,c., (8)

whereC,,,isthemolardensityofgasenteringtheweU calculatedby

P_

c. = R7 (9)

It is useful to note that the total molar flowrate entering the weU, 2Q,is independent of

the gas composition entering the well for this problem. This is due to the fact that the

molar density is not a function of gas composition.

Given a constant total molar flowrate distributed uniformly over the screen length,

the normalized streamfunction corresponds physically to a fractional molar flowratc.

That is, the molar flowrate between any two streamlines is constant, and the sam of

these streamtube flowrates is equal to the total molar flowrate. For one-dimensional
..

radial flow to a fully penetrating well. the normalized stream.function (fractional flow)

is easily computed as a linear function of depth. Considering a pumped zone of thick-

ness/z, the normalized streamfunction distribution may be written as:
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Vd= t- z/h (I0)

wherez is the depth from the top of the formation. Using equation (10), Va has a max-

imum value of 1 at the upper confining layerand a minimum value of zero at the lower

. confininglayer.

For this problem, the unretarded gas travel time from any radial d;,,_mnceto the

well may be calculatedusingequation(6) [! I]

i st at,x = " (11)
,. V+(r,)

The advective VOC travel time considering equilibrium phase partitioning may be ca/-

culated by simply multiplying "tby the gas phase retardation coefficient, Rz given by

equation (2). The advective VOC travel time, "t:nis then

_-R= xR_ (12)

In Figure 1, the normalized streamfunction (horizontal lines) and VOC gas travel time

(vertical lines) distributions are plotted. These distributions were calculated for a prob-

lem in which the formation thickness is 10m, the effective gas permeability, k is

lx 10-rim:, the porosity is 0.4. and the residual water saturation, S,, is 0.25. The VOC

. travel times were computed bv numerically intem,ating equation (7), and the transport

properties of trichloroethylene tTCE) at 20°C were used to calculate Rz used in equa-

tion (12). A listing of the problem specifications for this example are given in Table 1.

The TCE Henry's constant in Table 1 was calculated using equation (4) as the

ratio of the TCE saturated vapor concentration to the TCE aqueous solubility. The

saturated vapor concentration was computed using the ideal gas law [5] with the
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• temperature-dependentvaporpressuregivenbyReidetal.[24].TheTCE solubilityis

assumedtoberelativelyindependentoftemperature,anda valueof1.1g/lwasused

[25].Thesoil-waterdistributioncoefficientinTableI wascalculatedbyequation(3)

withanassumedvalueoff,,:of0.(30I,andaTCE Kocvalueof0.126rn3/kg[25].

The contour interval for the VOC travel times in Figure 1 is one d_y; in other

words, TCE vapor located along the fast contour will arrive at the extraction well in

one day, vapor located at the second contour arrives at the well in two days, and so

forth.Forone-dimensionalradialflow,thetraveltimecontoursarevertical,andarea

nonlinear function of the radial distance from the well. The contour interval for the

normalized strearnfunction in Figure 1 is 0.1, and V,_varies from a value of 1.0 at z---0

to 0.0 at z=10m. For radial flow, the streamlines in cross-sectional view are horizontal

and are a linear function of the depth from the confininglayer.

Conical Initial Contaminant Distribution

To show the application of the mapping method to a radial flow problem, we will

consider a conically shaped initial TCE distribution as shown in Figure 2. In this

figure, the contaminated zone is represented by the hatched area, and it is assumed to

have a unifbrm gas phase TCE mole fraction of g,,. The mapping of this contaminated

zone from a r,z coordinate system to a xR,W_coordinate system may Ix: lx_ormcd

graphically using Figure 2.

This is done by finding the I:Rand u_avalues corresponding to points along the out-

side edges of the contaminated zone. and plotting these values on a q:R,¥,_graph as

shown in Figure 3. The thickness of the hatched area at any value of vapor travel time
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in this figure then represents the fraction of contaminated gas entering the well at that

time. For example, initially (time=O), all of the gas entering the well is contaminated

because the thickness of the transformed zone at tim¢_0 is 1. Referring back to Figure

2, it is clear that this is the ease, because the entire well screen is initially ha contact

with contaminated gas. Later, after four days of vapor extraction, the thiekacms of the

transformed section in Figure 3 is about 0.6, indicating that about 60% of the gas enter-

ing the well is contaminated while the remaining ,*0% is clean (neglecting any diffu-

sion). This may be verified by checking the initial distribution in Figure 2. At the 't,_

contour corresponding to 4 days, 60% of the streamtubes contain contaminated gas.

For the purpose of convenience, the thickness of thi:" :ansformed section as a

function of travel time may be plotted separately, and a plot of this type is shown in

Figure 4. For a contaminated zone containing a TCE mole fraction of X,,, this ettrve

gives the relative TCE mole fraction leaving the well. _ ! X,,, versus time.. The

rate of VOC removal from the subsurface at any time is calculated by

,_t"= Ztt) M M,,, (13)

where M,, is the contaminant molecular weight, and 2Qis calculated from equations (7)

and (8). The cumulative VOC mass removal from the system at some time, t*, is

obtained by integrating equation t 13) with respect to time.

t

._1_ = ,_!Mw, ]Z(t) dt (14)
0

Although the advective transport method described in this section was based on

graphical techniques, the development of computer programs for implementing this
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methodisstraightforward,dependingon thecomplexityoftheinitialcontaminantdis-

triburlon.

APPLICATIONS TO TWO-DIMENSIONAL (R-Z)GAS FLOW TO A VAPOR
p

l

EXTRACTION WELL

In thissection,thesu'carnfunction-cravcltimemapping method formodeling

advectivegastransportisappliedtoa more complextwo-dimensionalcylindricalgas

flowfield.Examplesaregivenforseveralinidalcontaminatedzonegeonmtfies,and

theresultsforselectedproblemsarecomparedwiththosecomputedusinga composi-

tional multiphase flow simulator.

Gas Flow Field and Travel Times

Referring to Figure 5. we will consider a steady-state gas flow field resulting from

gas extraction from a well screened from z = b to z = a in the unsaturated zone,. The

porous media is assumed to be homoge_teous, but may be anisotropie, and the well is

pumped at a constant volumetric rate of Q,. The ground surface is assumed to be open

to the atmosphere (P = P,), and the system is assumed to be bounded by a no-flow

boundary at a depth of h. This lower boundary would cort_pond to either an imperme-

able stratum, or the water table (neglecting any movement of the water table due to gas

pumping).

The analytical solutions for the gas pressure and strcamfunction distributions

under these conditions are given bv Shah et at. [I6]. As presented in [16], the solutions

apply to a case wttere the gas well is pumped at a constant total mass rate, M, and the
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' solutions are written in terms of a dimensionless source strength defined as:

2r_khP,p,L

where kh is the effective horizontal gas permeability, O, is the ambient gas density, and

L is the thickness of the screened interval. It is more convenient to write equation (15)

- in terms of a volumetric flow rate, 9_,,defined as

Q,=-- (16)
P,

because this allows the solutions to be applied to cases in which the gas has a variable

composition. Using equation (I 6), Qo is the total volumetric 5ewrate leaving the well

measured at ambient pressure and temperature (P°,/3. As in the previous section, the

total molar flowrate leaving the well may be computed by multiplying the volumetric

flowrate by the molar density,

,(t = Q. G (17)

where C,, is the gas molar density at ambient conditions,

e¢i

co= (18)RT

" With these modifications to the Shan et al. [16] solutions, the normalized stream-

function, _¢a corresponds to a fractional molar flowrate, and the sum of the molara,

flowrates through all of the streamtubes is equal to the total molar flowrat_, M.

In Figure 6, the normalized streamfunction (We)and unretarded gas travel time (I:)

distributions are shown for an isotropic case in which the formation thickness, h is 4Ore,

and the volumetric gas extraction rate. Q., is 0.155 m_ls (328 cfm). Additional
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" parameter values for this case are given in Table 2. The ¥,t contour interval in this

figureis 0.05, correspondingto 20 strearnmbes. Each of the streamlines originate at the

groundsurface, and terminateat the well screen, and the molar flowrat¢ between

streamlineis constant. By convention, the top streamline,extending from r = 0, z = 0 to

the well screen has a ¥,_value of one, while the bottom streamline, extending from r =

0-, z = h to r = 0, z = h, and up to the well screen has a value of zero. We note that this +

convention is the reverseof that used by [16].

The gas travel time (x) distribution in Figure 6 was calculated using a simple par-

ticle tracking path integration method [16], and the travel time contour interval is one

day. As in the radial flow case (Figure 1), the firstcontour fromthe well correstxmds to

a gastraveltimeofIday,thesecondcontourcorrespondstoatraveltime of2 days,

and so on. It is important to note that for this flow geometry, the gas travel times

becomevery.largeastheradialdistancefromthewellincreases.Thisislargelydueto

the fact that most of the gas pumped from the well originates at the ground surfacea

short radial distance away from the well. With the ¥,_- 1:distribution given by Figure

6, it is now possible to construct advective gas transport solutions for various initial
I

contaminant distributions.

q

Cylindrical and Conical Initial Contaminant Distributions

Consider the cylindrically shaped contaminant distribution shown as the shaded

area in Figure 7. This shadedarea corresponds to a region in which the VOC gas phase

mole fraction is equal to Xo- The transformation of this zone into the Yd - x plane is

shown by Figure 8. As in the radial flowcase presented earlier, the transformed section
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geometry was computed by finding the 1: and _a values corresponding to locations

along the outside edges of the initial contaminant distribution shown in Figure 7. The

thickness of the transformed section at any value of 'r determines the fmgtioa of con-

taminated gas entering the well screen at any time, and this curve is shown by Figure 9.

In Figure 9, the vertical axis corresponds to the relative mole fraction of gas entering

the well, g / 7,,,,and the horizontal axis corresponds to the unretarded gas travel _ ¢..

InitiaLly,the gas entering the well consists of 50% clean gas and 50% contaminated

gas. This is due to the relative locations of the weUscreen and the conmmlnatM zone.

From Figure 7, it can be seen that half of the screen is located in the contamina_

region.

As the well is pumped, the fraction of contaminated gas entering the well

decreases as more and more of the strearntubescontain clean gas. For example,,after 4

days of pumping, only about I5% of the gas entering the well is contaminated (Figure

9). In other words, after .t days, only about 3 of the 20 streamtubes in Figure 7 are

delivering contaminated gas to the well. This may be verified by checking the amber

of streamtubes along the 4-day travel time contour which are within the contaminated

zone in Figure 7.

" For a given initial VOC mole fraction in the contaminated zone, and a gas phase

• retardation coefficient calculated by equation (2), Figure 9 may be used to compute the

time-dependent composition of the gas entering the well. This is done by simply multi-

plying the vertical axis by 7,,,and the horizontal axis by R8. This results in a plot of

VOC mole fraction, g versus retarded travel time, "tR,and the VOC mass rate and

cumulative amount of VOC removed from the system at any time are given by (13) and
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(14), respectively.

As mentioned earlier, once the Yd - x distribution for a vapor extraction well

geometryis developed, advective gas transport solutions may be constructedfor vat-i-

ous initial contaminantzone geometries. In Figure I0, a case is shown in which the

VOC is distributed in a conical volume similar to the radial flow example. The
P

u-ansforraationof this shapeinto the _d - Xplane is given in Figure 1I, and the resulting

thicknessof the transformed shape as a function of gas traveltime is shown in Figure

12. Although the VOCdistributionconsidered in thisexample is similarto thatshown

before for the radial flow case. Figure 2. the transfo_ shape shown in Figuxe 11 is

quite different from that developed for the radial flow situation,Figure 3. This is due

to the more complex two-dimensionalnatureof the streamfunctionand travel time dis-

tributionsused to develop thecoordinate transformation.

While the examples discussed thus far have only considered contaminated r.ones

having a uniform VOC mole fraction, more complicateddistributions may be modeled

by superimposing the solutions from several different initial distributions. Further-

more, it is possible to model the advective transport resulting from a _nsional

contaminant distribution in which the distribution is a function of r, z, and 0. This is

done by multiplying the relative mole fraction in the X/ X,,vs x breakthroughcurve by

the fractional flow through the contaminated zone in the 0 dimension(see [I !,17]). For •

example, if the contaminated zones shown in Figures 2, 7, and I0 were assumed to only

subtend and angle of a in the 0 dimension, the breakthroughcurves shown in Figm'es4,

9. and 12 would be multiplied bv cx/2=. This would account for the fact that the gas

flowing through the remaining angle of 2:t- _xis not passing through a contaminated
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Uniform and Layered Initial Contaminant Distributions

" Because the advective transport model described in this paper is not subject to

numerical discretization errors, the method may be _ to verify the _ of

numericalmodels for gas phase advective transport.In this section, two examples are

given in which the results calculated by the presentmethod are comparedwith those

obtainedusing a comprehensivemultiphasecompositionalnumerical$/mn!2_mrknowll

as STMVOC developed byFalta et al. [7].

For the firstexample, we consider the two-dimensional flow field resulting from

gas extractionfrom a well screened between 3m and7m below the groundsurfacein a

10m thickformation. The system has an anisotmpicpermeability,and the grmmdsur-

face is open to the atmosphere. For this problem, the entire subsurfaceis assumedto be

uniformlycontaminated with an initial chemical mole fraction of X,,= 0.01. The air

entering from the ground surface is assumed to be clean, and phase partitioningof the

chemical is neglected (Rs = I). Additional problemspecifications are listed in Table 3.

This problem was modeled using STMVOC with a very fine mesh. A total of
a

1050 elements were used with 20 uniformly spaced elements in the vertical dimension

and 50 logarithmically spaced elements in the radial elements. The remaining50 ele-

merits were placed at the top of the mesh. and were used to maintain the upper boun-

dary Condition of zero contaminant mole fraction and constant atmospheric gas pres-

sure. In order to match the assumptions used in the analytic model (ie. steady state

flow), an initial computer run was conducted to generate the steady state p_. This
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pressurefield, and a gas phasechemical mole fractionof 0.01 were then used as initial

conditions for the transport simulation.

A comparisonof the numericalresultswith the solutionobtainedusing themmlyt-

ical methodis shown in Figure 13. In this figure, the solid line rebuts the analytical

solution and the solidcircles representthe numerical solution result at every time-step.

These resultsarc in goodagreement,and one couldconclude that thenumcric_ simula-

tor is giving accurate results for this particular flow andcontaminant geometry.

The final example is somewhat more realistic, consisting of a layered _ tri-

chloroethylene distribution with equilibrium phase partitioning. In this case, gas is

pumpedfromthebottom3m ofa 10m thickanisottopicformationwhichisopentothe

atmosphereatthegroundsurface.TheinitialTCE distributionconsistsof6horizontal

layerswitha uniformTCE molefractionineachlayer.DetailsoftheinitialTCE dis-

tribution,alongwithadditionalparametersusedinthisproblemarelistedinTable4.

This case was modeled numericallywith STMVOC using the same mesh as in the

lastproblem.Becausethisproblemincludessomeporewater,andevaporationofpore

water is not considered in the analytic method, the STMVOC code was sfightly

modified to eliminate water evaporation in this simulation. In the numerical model
Q

phasepartitioningisincludedbyassuminglocalchemicalequilibriumineachelement

[7]. As in the previous example, an initial run was conducted to generate the stc_y _,

state gas pressure field. This gas pressure field was then used with the initial TCE dis-

tribution specified in Table 4 to form initial conditions for the numerical transport

simulation.
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To generate the analytical solution for this case, the transformed solution for each

layer was computed individually. These were then superimposed to give the overall
• .

contaminant breakthroughCarve. A comparison of thiscurve with the numericalsimu-

lation results is given in Figare 14. Initially, the TCE mole fractionenteringthe well is

zero due to the fact that the well screen is located in an area which is i nitini!y fl_ of

. TCE. After a shorttime, the TCE mole fraction begins to increase as gas from a highly

contaminated zone just above the well screen enters the well. A maximum mole fmc-

tion is reached after about 60,000s (about 0.7 days) of pumping, and following this

peak, the mole fraction entering the well begins to decrease as gas from the less highly

contaminated layers enters the well. The numerical results, shown as solid circles in

Figure 14, are in good agreement with the analytical solution, although the value of the

peak mole fraction entering the well is slightly underestimated by the code.

SUMMARY

A relatively simple analytical technique has been developed for simulating the

advective transport of VOCs in the unsaturated zone in response to soil vapor extrac-

tion operations. This method is based on a coordinate transformation defined by the

gas streamfunction and travel time distributions for a given vapor extraction well

geometry. The method may be applied to one and two-dimensional flow fields with

complex initial VOC distributions, and the effects of equilibrium phase partitioning of

the VOC into residual pore water and the solid phase are accounted for.

This method may be used in soil vapor extraction optimization studies, and it pro-

vides a very efficient means for conducting initial feasibillitystudies at hazardous waste
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sites requiring remediation. These solutions may also be used to verify the l_rfor-

manc_ of numerical simulators developed for gas phase contamiaant transtxm mcxiel-

ing.

NOTATION

a depth to well screen bottom, ra.

b depth to well screen top, m.

C° gas molar density at ambient pressure and temperatmm, mole/m 3.

C,, gas molar density at well screen pressure and temperature, moielm 2.

_'_ saturated VOC vapor concentration, kg Ira3.

C'_, VOC aqueous solubility, tg/m:'.

f_ fraction of organic carbon in soil.

h formation thickness, ra.

H Henry's Constant defined by equation (4).

effective gas phase permeability, m"

_:_ effective horizontal gas phase permeability, m'-.
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• k., effective vertical gas phase permeability, m2.

Ko soil-waterdistributioncoefficient,m 3/kg.

K,c organiccarbonpartitioncoefficient,m3/kg..

L lengthofscreenedinterval,m.

/14 total mass flowrate from well, kg Is.
,,)

MC total VOC mass flowrate from well, kg Is.

Af total molar flowrate from well, mole/s.

¢
M,,,,, cumulativeVOC massremoved,kg.

.V_ VOC molecular weight, g/mole.

P gas pressure, Pa.

P° ambient gas pressure. Pa.

P,, . well screen gas pressure. Pa.
o

Qo total volumetric flowrate at ambient pressure andtemperature, m31s.

Q, total volumetric tlowrate at well screen pressure and temperature,, m3/s.

ri radius of influence, m.

• well radius, m.
@

R universal gas constant, tMlmole K.

Rg gas phase retardation coefficient.
f

S, volumetric gas phase saturation.

S,, volumetric aqueous phase saturation.

A-23



T temperature, °C.

V+ VOC advcctivevelocity,m/s.

Va gasphase_ velocity,m Is.

m

a anglesubtendedbycontaminatedzone,rad/ana.

Z VOC gasphasemolefraction.

Zo initialVOC gasphasemolefraction.

porosity.

_t gasphaseviscosity,kg/ms.

Pb soildrybulkdensity,kg/m3.

p, ambientgasphasedensity,kg/m3.

•_ gastraveltimetowellscreen,s.

':-R retarded gas travel time to well screen, s.

Vd normalized streamfunction.

dimensionlesssourcestrength defined byequation(15).
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Table I. Radial Flow Problem Specifications
w

Parameter Value
I II H ,, _ III I II I I I I

Thickness h=i0 m

Effective gas permeability k=Ix10-12 m2

Porosity (I)=0.4

Residual watersaturation Sw=0.025

Well radius rw--O.051 m

Radius of influence • ri=30.0 rn

Well pressure Pw---0.7ATM=70,927 Pa

Temperature T=20° C

Gasviscosity g=l.81x10-5 kg/m-s

Soil bulk density pb= 1500 kg/m3

Contaminant Trichloroethylene

Henry's Constant H=0.353

Soil-wa:er partition coefficient KD--0.000126 m3/kg

Gas phase retardation coefficient Rg=3.73
' I II II I III IL g
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Table 2. Two.Dimensional Flow Problem Specifications
for Cylindrical and Conical Initial

Contaminant Distributions
it

" Parameter Value
, _,.., .. ' II I I llq ' " . " ' , I II I I I III III

Depth to impermeable boundary h--40 m

Depth to bottom of screen a--30 m

Depth to top of screen b=20 m

Total gas removal rate Qa=0.155 m3/s

Effective horizontal gas permeability kh=2xl0 -I I m2

Effective vertical gas permeability kv=2xl0 -II m2

Porosity q)=0.4

Residual water saturation Sw=0.25

Temperature T= I0 ° C

Gas viscosity ,u.=l.76x10-5 kg/m.s

Gas phase retardation coefficient Rg= 1.0
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Table 3. Two-Dimensional Flow Problem Specifications
for Uniform Initial Contaminant Distribution

Parameter Value
' III I III , ',_'::: Illll I III

Depth to impermeableboundary h=10 m

Depth to bottom of screen a=7 m

Depth to top of screen b=3 m

Total gas removal rate Qa=0.081m3/s

Effective horizontal gas permeability kh=IX10-11m2

Effective vertical gas permeability kv=1X10-12m2

Porosity q_=0.4

Residual water saturation Sw=0.0

Temperature T=I0° C

Gas viscosity g=l.76xlO'5 kg/m.s

Gas phase retardation coefficient Rg=1.0

Initial contaminant gas mole fraction :go=O.01
i i
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Table 4. Two-Dimensional Flow Problem Specifications
• for Layered Initial Contaminant Distribution

i

Parameter Value

Depth to impermeable bounda'ry h=10 m

• Depth to bottom of screen a=10 m

Depth to top of screen b=7 m

Total gas removal rote Qa=O.O005m3/s

Effective horizontal gas permeability kh=lxl0-11 m2

Effective vertical gas permeability kv=lxl0-12 m2

Porosity q_=0.4

Residual water saturation Sw=0.25

Temperature 1"--10° C

Gas viscosity _t=l.76x10-5 kg/m-s

Soil bulk density pb=1590 kg/m3

Contaminant Tdchloroethylene

Henry' s Constant H--0.214

Soil-water partition coefficient KD=0.000i26 m3/kg

Gas phase retardation coefficient Rg=5.68

Initial contaminant gas mole fraction:

0 <_z <_.3m Zo=O.O

. 3m .<_z _<4m Zo=O.O02

4m < z < 5m Xo=O.O04

5m __.z __.6m Zo=O.O06

6m < z __.7m 7.o=0.010

7m < z <_10m y,.o=O.O
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ANALYTICAL SOLUTIONS FOR GAS FLOW DU_ TO GAS

INJECTION AND EXTRACTION FROM HORIZONTAL WELLS
II

Ronald W.Falta

Departmentof EarthSciences,ClemsonUniversity,Clemson, SC

a

August 15, 1992

ABSTRACT

Analyticalsolutionsaredevelopedfor modelingthe transientand steady stategas pressure
andthe steady statestreamfunctionfields resultingfrom gas injectionand extraction from

a pair of parallel horizontalwefts. These solutions apply in cases in which the ground

surface is open to the atmosphere, and in which the porous media is isotropic but

homogeneous. By neglectingend effects due to the finite length of the wells, the three-

dimensional gas flow field is approximated as a two-dimensional cross-section

perpendicularto the wells. These solutions may be used to develop estimates of the

horizontalwell systembehavior,and are useful for modelverification.
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INTRODUCTION

Soil vapor extractionis a new method for removing volatile organic contaminants

from the unsaturated zone. A soil vapor extraction system consists of one or more

pumping wells screened in the unsaturated zone. These wells may have either a verti-

- cal or a horizontal configuration, and additional wells may be used for gas injection.

Contaminant removal is achieved as the induced gas flow sweeps the contaminated

zone, flushing contaminant vapors from the soil. Although the majority of soil vapor

extraction operations have involved the use of vertical wells (see, for example, [John-

son et al., 1990b]), researchershave recently begun to evaluate the performanceof hor-

izontal well vapor extraction systems [Looney et al., 1991].
0

In the design and evaluation of vapor extraction systems, mathematical models of

the gas flow field are essential tools. Usually, these models are based on numerical

solutions of the governing partial differential equations, but for certain well geometries

and conditions, it is possible to develop analytical solutions for modeling the gas flow.

While analytical solutions have been developed for gas flow to a vertical well [Johnson

et al., 1988; Massmann, 1989; Johnson et al., 1990a,b; McWhorter, 1990; Baehr and

Hult, 1991; Shah et al., 1992], and to a point sink [Wilson et al., 1988], the author is

not aware of any analytical solutions for gas flow to a system of horizontal wells.

P

In this paper, analytical solutions are developed for both transient and steady state

gas tlow to a pair of horizontal wells in the unsaturated zone. The steady state solu-

tions include both the pressure distribution and the streamfunction distribution. A

schematic diagram of the well geometry,considered in these solutions is shown in Fig-

ure 1. In general, the two wells shown in this figure may be both extracting gas, both
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injecting gas, or one may be injecting gas while the other is producing gas. In field

applications, it is likely that gas would be injected in the lower well and produced from

the upper well. It is assumed that the system is bounded below by a no-flow boundary

(either the water table or an impermeable stratum), and the upper surface is assumed to

be open to the atmosphere (constant pressure). The two wells are assumed to be paral-

lel, and the porous media is homoge_eous, but may be anisotropic. The well system is

modeled as a two-dimensional cross-section through the wells (the line marked A-A in

Figure 1), and end effects due to the finite lengths of the wells are not considered.

MATHEMATICAL MODEL

For transient gas flow in an anisotropic porous medium neglecting gravity, the '

governing equation is given by [Bear, 1972]

a/,2
= v.(?cvt'2) (1)

P _t

where _ is the volumetric gas content, Is is the dynamic gas viscosity, P is the gas pres-

sure, and _:is the effective gas phase permeability tensor. In (1), the system is assumed

to be isothermal, the gas is assumed to behave as an ideal gas with a constant viscosity

and composition, and the movement of pore water is neglected. It is also assumed that

Darcy's law is valid for the gas flow and that Klinkenberg effects [Klinkenberg, 1941]
,It

are negligible. This nonlinear equation may be approximated by a linear equation by

replacing p in the denominator of the left ha_ld side of (1) by the ambient pressure, P,,

c_p2 = V.(kVP2) (2)
Po 0t
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For problems in which the maximum pressure drop is less than one half of the ambient

pressure, the error resulting from this linearization is small [Kidder, 1957]. Analyses of

the importance of the various assumptions used to derive (2) are given by Massmann

• [19891, McWhorter [1990], and Baehr and Hult [ 199 I].

. Referring to Figure 2, we wish to solve (2) in a horizontally infinite system subject

to gas injection or removal in the two wells at mass rates of M i and ,_/2 per unit length

of well screen. In the analytical solutions, the screened portion of the wells are approx-

imated as line sinks (or sources) of uniform strength. While this approximation will

lead to some errors in the pressure distribution in the near well screen [Bear, 1979],

these errors are not expected to be large, and the use of uniform strength line sinks to

e

approximate well screens is common in hydrogeology.

The boundary conditions for this problem consist of constant (atmospheric) pres-

sure at the ground surface, and a no flow boundary at a depth of h,

P=P, at z=0 (3)

and

_P
w

_z -0 at z = h (4)

Transient Pressure Solulion

To simplify the solution process, it is-convenient to introduce a new variable, u,

(see, for example, Collins [196 II) defined as

u=/,.2_p2 (5)

A-Zl.9

......
........... [IIIIII I _ " --



Substituting (5) into (2) results in

_ _u=v.ckvu) (6)
P,, _t

and (3) and (4) become

i

u=0 at z=O (7)

and

C_U

_"_= 0 at z = h (8)

I

We will first consider the pressure solution due to gas injection or extraction in

one of the wells, with a gas mass rate of M. The solution for the two-well problem is
q

then obtained by superposition. A solution to (6) for an instantaneous point source of

strength Q located at x = x', y = y', z = z' in an infinite, anisotropic porous media may be

adapted from the heat conduction solution given by Carslaw and Jaeger [ 1959] to get

o<o,,,,,,<'<p 7<.;+ g + k, .lJ (9)

where k,_,ky, and kz are the effective gas phase permeabilities in the x, y, and z direc-

tions, respectively. To develop the solution for an instantaneous line source located at

# #

x = x, z = z, (9) is integrated with respect to y':

u= Q$_t f- Sg (x - x')2 + (z - z"")z'l_4_tPa_k_ exp 4-_a t kx kz jj (i0) .

To obtain the solution for a continuous line source/sink per unit screen length of

strength q, (10) is integrated with respect to time:

' exp( -rZOp_l"
4Po(t-t )J dt' (11)q_t , fJ

u = 4rcPa_[k.-'_ -o t - t"
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or

u

......q_ _ e-"

-- dv (12)
"= 4_Pa_k-"_" v

o.t

where

2PoRTM
q = (13)

and

r2_ (x-x')2 + (z- z')2 (14)
kz k:

In (13), R is the universal gas constant, T is the absolute temperature, M is the gas mass ,

injeetion/pr0duction rate per unit screen length, and M,_ is the average molecular

weight of the soil gas. For gas production, _t', and hence q is positive, while for gas

injection, M and q are negative. Defining:

a_- (15)
#_t

k:Pa
= -- (16)

and

$

.}=x (17)

and considerin_ a line source located at x'.. =0, z = z', (12) may be written as

+(z-z')Z} (18)
q E1 .,_2

u = 4_ 4t:_t
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in whichE I(v) is the exponentialintegral.

The boundaryconditions, (7) and (8) are appliedby using the method of images

with thefollowing sourcesandsinks (see Shanet al. [1992]; Wilson et al. [1988])

sinksat"z+.=(-I)"z'±2ha, n=0,I,2,3,.-- (19)

and

sourcesat:z_=(-I)"+Iz':1:2/I/I,n =0,I.2.3."- (20)

Then the transient pressure solution for a single horizontal well neglecting end effects

is

+(z-z.+)_ _2
u= q F.I -El (21)

4_a= 4oqt 40_t ,

Fora pairofhorizontalwells,thepressuredistributionmay be calculatedby

superposition,

u=., +u_ (22)

whereulistheresponsetowellIandu2istheresponsetowell2.ForwellIlocated

atx'=O,z"=aandwell2locatedatx'=O,z'= b,thetransientpressuresolutionis

qt q2
.= .......St+ S2 (23)

in which q z and qz are given by (13) with _f replaced byM t and M2, and

+(z- a): ._:+(z+a)2
$1 =El 4_t " -El 4cttt "

" +(z +(-1 a- 2nh) 2 ._z + (z + (-l)'+la + 2nh)2

+ _ El ' 4f,tzt " +El 4_t.=1
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4oqt - El .... 4o=t (24)

and
i

( }_2+(z-b)2 x +,,_,Z+b)_
S2=Et _ 'i_t -E, 4o_t

x +(z+,(-l)"+t,b,2nh)a ,,a
+ l 4oqt ........+ E ! 4o_t

- ,....... - -Et
40_t iO_t lJ (25)

From (23),theactualpressureisfoundusing(5),

e = -u (26).

SteadyStalePressureSolution

' For large times, the arguments of the exponential integrals in (21) bexmme very

small, and E| may be approximated as LCarslaw and Jaeger, 1959]

E t(v)= -'y-In(v) (27)

Then for large times, (21) becomes

, +(z -z_) 2
u = ---q'--- In ' 2 ..... (28)

4_c7_ +(z- z:)'

or, in expanded fon'n.

q' St+ qz-
u= 4/[(:z= 4"_-'_$2 (29)
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where

{ f-( ........ .................
_=+(z+a)2_+ _a z -t)'a-2nh)b _+(z+(-l)"a+2nh)b1

_'--'"_(z-.)'I .z.,'°l,(_'_(,_(-])'"°-2,_)')(_'_(z+U'",+_)')I(30)

and

i

t,

The solution given by (29) may be written in dimensionless form by defining

p_ u._ (32)

Then
I

e=i-(_,_+_2sa) (33)

where

I_ (34)

and

_2 (35)
_z= 2_:p,e,_k-_=

in (34) and (35), p= is a reference gas density calculated using the ideal gas law with a

pressure of Po and an absolute temperature of T. In some instances, it is more con-

venient to write (34) and (35) in tenns of t:onstant volumetric gas flowrates per unit

length of screen. In this case, the quantities/_I/P, and/_/2/P, in (34) and (35) are

replaced by the volumetric gas flowmtes per unit screen length, q. i and q=z where both
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qamand qa2 are measured at a pressure of Pa. With this formulation, the pressure solu-

tion is independent of gas composition.

e m

I

Streamfunction Solution

Using the steadystatepressuredistributiongivenby (33), thestreamfuncdonsolu-

tion is obtainedby applyingthe Cauchy-Reimannequations:

and

=_ a._O (37)

Using(36).

,v="j"a.lae_z (38)

Since

the streamfunction is determined by evaluating

S ' ', _0 dz=-E.i(2.;) 2 - .1 .....
_.7 " +(Z+O) 2 X +(z-a) 2

" [" ! 1
+ E 'i + 'l 2

,,--I ._'+(,+(-I)"a-211h) 2 X +(z+(-l)"a+2nh) 2

' ' 11-- _2 ,)_l.la -- I'm2.Z +(2+(-I -2_Z) 2 X +(Z+(-l)n+la+2nh)2 dz
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"U '+z ._ <z+(-_rbz,_i2-+i:_ i i i...... 2--,., x + - x +(z+(-l) b+:b61)

I _ ,.... I }J]-.2 r;,b- ....-_+ ,_ (40)x +(z+(-1 2_)_ (z+(-D'*'b''+7_0'

Each of the integralsin (40) may be written in the form of

=,

"L:_ ' (Z + Z,) _l. = _ + BZ + CZ _X 4-

,,2
where z, = z_,A = z_+ x , B = 2:,, andC = I. For

p = 4AC_B 2= 4,_2>0 (42) '

the integral is givenby Beyer [ 1981J,

A+Bz+Cz_'= oFc,o_......

Or

•,2 =':"
x +(z+z,,) 2 x L x j

Therefore, the szreamfunction is

,,,,

+ arctan -- ., + arcton .,
n=lL .t X

- orctOJ_ ' - drcWJ1
x
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+ __, Clrcfall - " + arctall ........ - -
,, n,,I x .t

In the streamfunetion solution, (45), the integration constant resulting from the integra-

tion in (38) is found to be zero after substituting (45) into the second Cauchy-Reimann

equation, (37). Complete listings of the FORTRAN programs used to evaluate the

steady state pressure and streamfunction solutions arc given in ListingsI and 2,

respectively.
e

APPLICATIONS

In this section, several examples are given to show the effects of well flowrates

and porous media anisotropy on the steady state gas pressure and strcamfunction fields.

The steady state pressure solution is also compared with results generated by a integral

finite difference numerical simulator. In each of these examples, the thickness of the

' unsaturated zone, h is 20m, the depth to the upper well, a is 9.5m, and the depth to the

, lower well, b is 17.5m. For each case, the ambient pressure, P, is 101325 paseals, the

temperature, T is 10°C, the ambient gas density, p,, is 1.248 kg/rn 3, and the gas viscos-

ity, I.tis !.76x lO-Skg/ms.
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Equal Injection and Production Flowrates

Figure 3 shows the steadystate gas pressurefield resulting from gas injection in

the lower well at a mass rateper unit screen length of 0.02 kg/ms with simultaneous

gas productionfrom the upperwell at the same rate. For this example, the effective gas
[

permeability is isotropic,and equal to 2x 10"hIm2. The contour intervalis 0.01 atmo-
lip

spheres,and the contourssurroundingthe upperwell representgas pressuredrawdown
a

due to gas extraction, while those surroundingthe lower well representgas pmssm¢

buildupdue to gas injection. The uppersurface is held constantat a pressureof one

atmosphere, and a contour of pressure equal to one atmosphere extends downward

from the groundsurfaceto a locationbetween the two wells.
#

The correspondingstreamfunctiondistributionis shown in Figure4. Each of the

streamtubes in this figure represent5 percent of the gas flow (on a mass basis).

Because the magnitudeof the well flowrates is equal, there are 20 streammbesentering

the upperwell, and 20 streamtubesleaving the lower well. From this sueamfunction

distribution, it is apparentthat not all of the gas injected into the lower well is

recoveredby the upperextractionwell. In fact, about 12-13 percentof the gas injected

into the lower well escapes the capture zone of the upperwell, and eventuallyexits the

system throughthe groundsurface. Similarly, about 12-13 percentof th¢ gas entering

the upperwelloriginatesat thegroundsurface,andnotat theinjectionweft. Between

the two wells,thestreamtubes,areverynarrow,indicatingvery highgasflowsin this,i,

region.

Forgasinjectionandproductionin anisotropicsystem,Figures3 and4 showthat

thezoneof influencedueto gaspumpingisfairly small,andrestrictedto a horizontal
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distance of roughly 1-1.5 times the thickness of the unsaturated zone. In an anisotropic

system, the induced gas pressure and streamfunetion distributions may be quite dif-

ferent than those in an isotropic system. In Figure 5, the gas pressure distribution is
_s

shown for an anisotropie case which is identical to that considered above, except that

- the vertical gas permeability, k, has been reduced by a factor of 10 to a value of

2x 10-12m2. As in Figure 3, the gas pressure contour interval is 0.01 atmospheres, and

the upper surface is held at a constant pressure of one atmosphere. Clearly, the zone of

gas pressure influence in Figure 5 is much larger than that in the isotropic permeability

case.

The corresponding streamfunction distribution for this anisotropic example is

i

shown in Figure 6, and in comparison with the isotropic ease (Figure 4), the gas flow

field extends over a much larger horizontal distance. For this anisotropic example, the

streamfunction distribution is "stretched" by a factor of (I0) ta relative to the isotropic

case in accordance with the horizontal coordinate transformation given by (17).

Although the shape of the streamlines in Figure 6 are different from those in Figure 4,

the same amount of injected gas escapes the capture zone of the upper well, about

12-13 percent.
¢,

For the removal of contaminants in the unsaturated zone by a pair of horizontal

X

wells, it is clear that gas should not be injected into the lower well at a rate equal to that

in the upper extraction well. To do so may result in the migration of contaminants
g.

away from the lower well, out of the capture zone of the upper well.
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Unequal Injection and Production Flowrates

For operations in which the magnitude of injection and production flowrates are

different, the gas flowfield is substantially different from the cases consideredabove.

Figure7 shows the steady state pressurefield resultingfromgas injection at a mass rate

per unit screen lengthof 0.01 kg/ms in the lower well with gas productionat a rate of
.v

0.02 kg/ms in the upperwell. For this example, the system is isotropic with a permea-

bility of 2x 10-il, and the contour interval is 0.01 atmosphere with a constantpressure

of one atmosphere at the groundsurface. Due to the larger rate of gas removal in the

upper well relative to the rate of gas injection in the lower well, the pressure field is

dominated by the influenceof the extraction well, and only a small region around the

lowerwell is subject to a relative pressure buildup.

The difference between this type of operation and that describedin the previous

section is more clearly illustrated by the streamfunction distribution for this e,as¢,

shown in Figure 8. Eachof the streamtubes in this contourplot account for five pen:eat

(on a mass basis) of the total flow to the upper(extraction) well. In this situation, all of

the gas injected into the lower well is recovered by the extraction well, and the capture

zone for the injected gas is represented by the streamline which originatesat the lower

boundary at x/l: equal to about 0.6 and extends to the upper well. As would be

expected, 50 percentof the gas entering the extraction well originated at the injection ,,

well, while the remaining 50 percent originates at the ground surface. The region

between the two wells is subject to a high rate of gas flow as evidenced by the large

number of streamtubes in this area.
J

J
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While the gas flow field in this isotropic example is limited in horizontal extent to

scaled distances (x/h) of a little over one, in anisotropic media, the flow field extends

over a much largerrange. This is seen in Figure 9 which shows the pressuredistribu-

tion (with a contour intervalof 0.01 atmosphere) for a case identical to that shownin

• Figure 7, but with a reduction of the vertical gas permeability by a factorof 10 to a

value of 2x 10-am2. Comparedwith the isotropic example, the regionof influence,and

the magnitude of pressuredrawdownand buildupare much largerin thiscase.

The streamfunctiondistribution for this example is shown in Figure 10. As in the

last isotropic example (Figure8), all of the gas injected into the lower well is captured

by the upperwell. The location of the injected gas capture zone is representedin this
I

figureby the streamlineextending from the lower boundaryat a scaled horizontaldis..

tance of about 1.9 to the extraction well. Again, 50 percent of the gas entering the

upper well originated from the lower well, and the remaining 50 percentoriginates at

the ground surface. The streamfunctiondistribution for this anisotropiccase is identi-

cal to that obtained for the isotropic case except that the streamlines are "stretched"by

a factor of (!0)2+2in the horizontal dimension.

In Figure 10, (and the earlier streamfunction plots) it is apparentthat the zone

between the two wells is swept by large amounts of gas. This suggests that the two-well
o"

injection/extraction configuration may be particularly effective at removing contam-

" inants located in deeper parts of the unsaturated zone. For comparison, Figure 11

shows the streamfunction distribution due to gas extraction from the upperwell with no

gas injection in the lower well. In this case, the amount of gas flowing through the

lower part of the unsaturated zone is much smaller than in the other examples.
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Comparisonwith NumericalSolution

As an independentcheckof the analyticalsteady state pressure solution,the

anisotropicexampleshownin Figures9 and 10 wasmodelednumericallyusingthe

multiphasc integral finite difference simulator TOUGH2 [Pruess, 1991]. The simuh-

tion was performedusing a fine meshconsisting of 20 elements in the verticaldirection

and 50 elements in the horizontaldirection. Due to symmetry, only half of the system

wasmodeled(see,for example,Figures3 through11),andthehorizontalmeshspacing

was very fine near the well, with an increasingspacing away from the welL Because

TOUGH2 models transientproblems,the boundaryand well conditions were appliedto

a uniforminitial pressurefield,andthe simulatorwas allowed to rununtil the gas pres-

surefield showed nochange with respectto time.

A comparison of the analyticallyand numerically generated pressuredistribution

along a vertical line atx=i.25m (x/h=O.0625)is shown in Figure 12. The re.,,mdtsarc in

excellent agreement and show the strong pressure drawdown near the upper well

(located atz---9.5m)and the pressurebuildupnearthe lower well (located atz=lT.Sm).

The analytically and numerically determined pressure distributions along a her-

izontal line throughthe lowerwell are comparedin Figure 13. Again, the results arc in

good agreement except veD' close to the well where the numerical simulator under-

predicts the amount of pressurebuildup. This is due to the fact that in the analytical

solution, the injection well is modeledas a line source, while in the numerical model,

gas is injected into a rectangular volume element. The reversal of the gas pressure gra-

dient at a distance of about 35 m (x/h=l.75) is indicative of the gas capture zone of the

upper extraction well.
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SUMMARY

Analytical solutions are presented for transient and steady star. gas flow to a pair

of parallel horizontal wells in the unsaturated zone. The porous media is assumed to be

homogeneous but may be anisotropic, and the well system is modeled as a two-

- dimensional cross-section through the wells, neglecting end effects.

Based on the results of this study, several conclusions may be drawn. Fizztly, in ao J

horizontal two-well gas injection/extraction system, it is important to produce gas at a

rate substantially larger than the rate of gas injection. This must be done to ensure that

all of the injected gas is captured by the extraction well so that contaminants arc not

transported away from the site by the injected gas.

$

Secondly, it is apparent that horizontal well flow systems ate very strongly

affected by gas permeability anisotropy. Neglecting this effect could result in large

errors in the gas pressure and streamfunction distributions. Finally, a comparison of

the streamfunction distribution for two-well injection/extraction systems with the

streamfunction distribution for single-well extraction systems indicates that the two-

well system may be very.effective for removing contaminants located in deeper parts of

the unsaturated zone.

In this initial study, several limiting assumptions were made. Perhaps the most

restrictive of these is the assumption that the porous media is homogeneous. Real sys-

am

terns are likely to be heterogeneous at least to somedegree, and in many cases, this per-

meability heterogeneity will in large part determine the gas flowfield. Also, the

assumption that the induced gas flowfield is two-.dimensional may result in significant

errors in problems where the length of the horizontal well screens are short compared
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to the thickness of the flow system. In these instances, the gas flowfield will be fully

three-dimensional, and the present solutions are not applicable.
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LISTING I

program horizp
c

c

c

c This program evaluates the analytical pressure field solution
c for flow due to the steady state pumping of two horizontal gas

c wells. The two wells may be pumped at different rates, and may

c be injecting or producing gas. Porous media may be anisotropic.

c Solution and program developed by
c Ron Falta 7/24/92.

" c

c ........ Input variables-
c

c

c h = depth to impermeable boundary
c

c a = scaled z coordinate of upper well = depth/h
c

c b = scaled z coordinate of lower well = depth/h
c

c cl = dimensionless source strength of upper well

c = mu*Ml/(2.*pi*rhog*Pa*sqrt (Kx*Kz))
c

c where

c mu = gas viscosity, Pascal*s

c M1 = gas mass injection/productlon rate per unit length of screen

c (positive for production), kg/s

c rhog = ambient gas density, kg/m**3

c Pa = ambient gas pressure, pascals
c Kx = effective horizontal gas permeability, m**2

c Kz = effective vertical gas permeability, m**2
c

c c2 = dimensionless source strength of lower well

c = mu*M2/(2.*pi*rhog*Pa*sqrt (Kx*Kz))
c

c where

c mu = gas viscosity, Fascal*s

c M2 = gas mass injection/production rate per unit length of screen

c (positive for production), kg/s_

c rhog = ambient gas density, kg/m**3

c Pa = ambient gas pressure, pascals

c Kx = effective horizontal gas permeability, m**2

c Kz = effective vertical gas permeability, m**2
c

c note that M/rhog in cl and c2 may be replaced by the volumetric flowrates

. c at a pressure of Pa, Q1 and Q2.
c

c aratio = ratio of vertical to horizqntal gas permeability
c .= Kz/Kx
c

C k = number of points to be calculated in x direction:
c

c 1 = number of points to be calculated in z direction.
c

c x(i) = scaled x-coordinate = x/h
c
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C z(j) = scaled z-coordinate - z/h
c

c !

c Output is the gas pressure in units of ATM )
c

c
C** * ** *** * *** **** ************** *****************************************

C

C

C

implicit double precision(a-h,o-z)

common/depth/h
common/dat/a,b, cl, aratio, i, j, k, i,

_x(150),z(150)
C

C read data
c

open (unit=5, file=' gasina, dat ', status= 'unknown' )
open (unit=6, file= 'nongasp, out ',status=' unknown ')

open (unit=8, file=' nongridp, out ',status=' unknown' )
read (5,10)" h,a,b, cl,c2,aratio, k,l
a=a*h

b=b * !1

I0 format (6ei0.4,2i5)
c

read (5,20) (x (i) , i=l, k)

20 format (5ei0.4)
c

read (5,30) (z (j) , j=l, l)
30 format (5e10.4)

c

c check for read

c

c set values for Macgridzo output file
xmin=0.

.'.-.max=.,:(k)

zmin=-z (i }

zl,ax=0.

delx= (xmax-xmin) / (k-l)

delz= (zmax-zmin) / (1-11

write (8,40) xmin, xmax, zmin, zmax,delx, delz

40 format (5 (5x, fl0.4,/), 5x, fl0.4)
c

c .... scale x coordinate for anisotropy

trans=dsqrt (aratio)
c

do 90 j = l, 1
zz=z (j)*h
do 80 i - l, k

xx=x (i )*h
xt=xx*trans

c

c

c

u0 = dlog (

& (xt**2.(zz+a)**2)/(xt**2+(zz-a)**2))
c

ul = uO
c

c

c calculate the additional component
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n = 0

70 continue

n = n + 1

c

un = dlog(
& (xt**2+ (zz+ (-11 **n*a-2*n*h) *'21"

& (xt**2+(zz+(-ll**n*a+2*n*h)**2)/

& ((xt**2+(zz+(-11**(n+ll*a-2*n*h)**2)*

& (xt**2+ (zz+ (-11 ** (n+ll *a+2*n*h) *'211 )

c
ul = ul + un

c

if (dabs (unl .gt.0.00001l then

. goto 70
endi f

c

uO = dlog (
- & (xt**2+(zz+bl**2l/(xt**2+(zz-b)**2)l

C

u2 = uO
C

C

C calculate the additional component
c

n = 0

72 continue

n = n + 1

c

un = dlog(

& (xt**2+(zz+(-ll**n*b-2*n*h)**2)*

& (xt**2+lzz+(-ll**n*b+2*n*ll)**2)/

r, ((xt**2+(zz+(-ll**(n+iI*b-2*n*h)**21*

r, (xt**2+ (zz+ (-i I** (n+II *b.2*n*h) *'21 ) )

c
u2 = u2 i.un

c

if (dabs(un) .qt.0.00001) then

goto 72
endi f

c

theta=l .- (cl*ul+c2*u2)

c
c
c

C- covert from dimensionless p**2 to atm

c
if(theta.lt.O.) theta =0.

pu=dsqrt (theta)
zzl=-zz/h

. xxl=xx/h

if (i. eq. 11 xxl=0 •0

c....... The 3 column output nongasp.out is disabled for now

• C ,.

write (6,1201 xxl,zzl,pu

120 format (3(5x,F12.61)

write (8, 121)pu
121 formatl5x,Fl2.6)

c

80 coatinue

90 continue

c

return

end
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LISTING2

program horlzs
c
c

************************************************************************

c

c This program evaluates the analytical streamfunctlon solution
c for flow due to the steady state pumping of two horizontal gas

c wells. The two wells may be pumped at different rates, and may
c be injecting or producing gas. The media may be anlsotropic.
c Solution and program developed by
c Ron Falta 7/24/92.
c

c-- Input variables .................... "
c

c h = depth to impermeable boundary, m
C

c a = scaled z coordinate of upper well = depth/h
c

c b = scaled z coordinate of lower well = depth/h
C

c cl = dimensionless source strength of upper well
c = mu*M1/(2. *pi*rhog*Pa*sqrt (Kx*Kz))

c where

c mu = gas viscosity

c M1 = gas mass injection/production rate per unit length of screen
c (positive for production), kg/s-_
c rhog = ambient gas density, kg/m**3

c Pa = ambient gas pressure, Pa
c K× = effective horizontal gas permeability, m**2
•: Kz = effective vertical gas permeability, m**2
C "

:_: c c2 = dimensionless source strength of lower well

c = mu*M2/(2.*pi*rhog*Pa*sqrt (Kx*Kz))
c
c where

c mu = gas viscosity

c M2 = gas mass injection/productlon rate per unit length of screen
c (positive for production), kg/s

c rhog = ambient gas density, kg/m**3
c Pa = ambient gas pressure, Pascals

c Kx = effective horizontal gas permeability, m**2
c Kz = effective vertical gas permeability, m**2
C

c note that M/rhog in cl and c2 may be replaced by the volumetric flowrates
c at a pressure of Pa, Q1 and Q2.
C

C

c aratio = ratio of vertical permibili_y to horizontal permeability
c = Kz/Kx

c

c k = number of points to be calculated in x direction;
C

c 1 = number of points to be calculated in z direction.
C

c x(i) = scaled x-coordinate = x/h
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c

c . z(j) = scaled z-coordlnate = z/h
c
c

c Output is the scaled streamfunction defined as the streamfunctlon
c value at some location divided by the streamfunction value at a=O
C and z-(a+b)/2.
c
c
************************************************************************

C

C
C

implicit double precision(a-h,o-z)
dimension x(150),z(150),str(150,150)

" open (unit=5, file='gaslna.dat', status=' unknown' )
open (unitI6, file-' nongasf, out ',status- 'unknown ')
open (unit=8, flle-' nongrldf, out', status=' unknown' )

c read data
c

read (5,10) h,a,b, cl,c2,aratlo, k,l

i0 format (6ei0.4,2i5}
c

read (5,20) (x(i),l=l,k)
20 format (5ei0.4)

c

read (5,30) (z (j) ,j=l, l)
30 format (5ei0.4)

c set values for Macgrldzo output file
xmln=O.

:-.max=x(k)
zmin=-z (I)
zmax=O.

delx = (xmax-xmln) /(k-l)
del z= (zmax-zmin) /(i-I)

write (8,40) xmln, xmax, zmin, zmax,delx,delz
40 format (5 (5x, flO. 4,/), 5x, flO. 4)

c

c

c....... compute scaling parameter
trans=dsqrt (aratio)

c

c...... scale streamfunctions by maximum value
c

xm=O. 0001

zm= (a _b)/2.
call stream(xm, zm, a,cl,stmaxl)

call stream(xm, zm,b, c2,stmax2)
st rmax=stmax i+stmax2

c
c

do 90 j= i, 1

zz=z(j)
do 80 i = I, k -"

" xx=x (i)
xtrans=xx*trans

c

call stream(xtrans, zz,a,cl,stl)
call stream(xtrans, zz,b, c2, st2)
strfun= (stl+st2)/strmax

str(i, j)=strfun
c....... make depth negative for contouring routine

zzl=-zz
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XXI=XX

if (i.eq.l)xxi=0.0

c ...... The 3 column output nongasf.out is disabled for now
c

write (6,120) xxl,zzl,strfun

120 format (3(5x;F12.6))
write(8,121) strfun

121 format (Sx,F12.6)
c

c

c

80 continue

90 continue
D

C

C

C
return

e

end

c

c

subroutine stream (x, z, a, c, su|

implicit double precision (a-h,o-z)
uO =datan ((z+a)/x)-datan ((z-a)/x)

c

U = U0

C

C

c calculate the additional ccmponent
c

n = 0

70 continue

n = n + 1

c

un =datan((z+(-l) ** (n)*a-2*n)/._)

& datan ((z+ (-i) ** (n) *a_2*n)/x) -

& datan( (z+ (-I) ** (n+l) *a-2*n)/:.)-

& datan ((z _.(-I) ** (n+l) *a+2*n)/x)
c

D = 12 + Un

C

if(dabs(un).gt.O.O0001) therl

goto 70
endif

c

su = -2.*c*u

c

return

end

o
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NOTATION

a depth to upper well, m.

b depth to lower well, m.

h depth to water table or impermeable stratum, m.
I

gas phase permeability tensor, m2.
5"

kx horizontal gas phase permeability, m 2.

ky horizontal gas phase permeability, m 2.

k+ vertical gas phase permeability, m2.

t_ gas mass flow rate per unit well screen length (posidve for extraction), kg/ms.

,_1 upper well gas mass flow rate per unit well screen length (positive for extrac- '

tion), kg /ms.

A'¢: lower well gas mass flow rate per unit well screen length (positive for extrac-

tion), kg Ires.

M,_ gas average molecular weight, g/mole.

n summation index.

P gas pressure, Pascals.

4

Pa ambient gas pressure. Pascals.

q continuous gas source strength per length of well screen, kg2/s 5. "

q l upper well continuous gas source strength per length of well screen, kg2/s s.

q2 lower well continuous gas source strength per length of well screen, kgZ/s5.
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q°I upper well volumetric gas flowrate per unit screen length at a pressure of Pa,
i

m3/ms.

q.z lower well volumetric gas flowrate per unit screen length at a pressure of P,,,

m31ms.

Q instantaneouspointor line sourcestrength;for point source,k&2m/s4;for line

source,kg2Is4.

Qa total volumetric gas injection flowrate at a pressure of P,,, mS/$.

Qo,,, total volumetric gas extraction flowrate at a pressure of/'., m3/s.

r defined by (14).

R universal gas constant, mJImole K.

St defined by (24).

$2 defined by (25).

w

St defined by (30).

$2 defined by (3 I).

t time, s.

. T temperature, K.

u pressure difference variable defined by (5), kg21m2s4.,O

x horizontal distance from wells, m.

q

._: transfomaed horizontal distance from wells defined by (17), m.

z depth from ground surface, m.
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z_ depth from ground surface to line source, m.

z_ depth from ground surface to line sink, m.

a= effective gas phase diffusivity defined by (15), m21s.

vertical gas phase diffusivity defined by (16),m2ls.

I.t gas phase viscosity, Pascal s. ,,

$ gas filled porosity (volumetric gas content).

V streanffunction.

p, ambient gas phase density, kg/m 3.

0 dimensionless pressure squared, defined by (32).

_._ dimensionless upper well gas line sink strength defined by (34).

c.2 dimensionless lower well gas line sink strength defined by (35).
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Figure I. Side view of a horizontal well system in the unsaturatedzone.
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Figure 2. Cross-sectional view of a horizontalwell system.
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APPENDIXB: HETEROGENEITY PARAMETER MODELS

In the first section of this Appendix, we present the derivation of a heterogeneityparameter model for
waterfloodingin considerabledetail, since it seems conceptuallysimpler than startingimmediately with
the tran_on of volatile organic compounds. The extension to contaminanttransport in a heterogeneous
system can then be accomplishedessentially by inspection after writing the equations for contaminant
transportinan ideal system.

WATERFLOODING

In petroleumproduction,the primaryrecovery stage comprises the removalof oil, gas, andwaterfzom (me
or more wells (orproducers)by reducing the bottom-hole pressureat the well-bore to a value below the
pressure in the surroundingporousand permeablemedium (the petroleumreservoir). In some reservoirs,
the initial pressure,producingdepth,and fluid density are such thatthe producedfluids will flow to the
surface, but generally some form of artificial lift (e.g., a pump) is required before the end of primary
pmducfion.

Many reservoirs have essentially closed outer boundaries, with little or no mass entering the system to
replace fluids as they areproduced.Hence, the resea_oirpressuregraduallydeclines in proportionto the
cumulative fluid withdrawn (i.e., with increasing reservoir voMage), and they are known as depletion
reservoirs. Economic primaryproduction terminates when the pressure has declined to the point thatoil
and gas can no longer flow into the producersat rates sufficiently high to provide net revenues greater
thanthe operatingcosts of the wells.

Aftera depletion reservoirhas reachedits economic limit on primaryproduction,a signif'r,ant petcenlage
of the oil originally in place remainsin the rock, along with gas, which exsolves as the rese_oir pressure
is reduced,and along with much of the watea"originally present.A portion of the remainingoff, knownas
the waterflood movable oil, can be recovered by water ¢fisplacement;the remainder is the waterflood
residual oil, trappedby capillaryforces within the rock pores.

In the laboratory,when wateris injectedcontinuously into a rock core containingoll at a satatafion higher
than the watedlzod residual value, someof the oil will be displaced to the outflow end of the core. The
residual oil saturationvalue dependsupon the initial oil saturation,the flow velocity, and variousinu,/nsic

properties of the rock/fluid system. The difference between the initial oil saturation, Sot, and the

residual oil samralion, S,,,, is defined as the movable oil saturation.The residual oil after
waterfloodingrepresentsthe targetfor tertiaryrecoveryprocesses, such as _t flooding.

In field applicationsof watezflooding,water is injectedinto the reservoir,either by converting some of the
originalproducersto injectors, or by drilling new injectors, while continuing to withdrawfluids (usually
by pumping) fromthe remainingproducers.The injection of waternot only restoresthe reservoirpressure,
it also immiscibly displaces (or sweeps) oil from the injectors to the p_cers. Usually, the arrayof
injectorsand producersis designed to form a repeatedpatternof basic symmetryelements, with the "five-
spot"perhapsbeing the most common. Except near the edges of the reservoir,each injectorin a five-spot
patternflood is surroundedby fourproducers,located at the cornersof a squarecenteredon the injector.A
schematic illustrationof a single element in a five-spot patternis shown in FigureB.I. "

The efficiency of a waterflood is most conveniently expressed as the fractional recovery of the total
movable oil remainingin the reservoirafter primarydepletion. This allows thedirect comparisonof actual
flood performancewithan ideal system in which injected watervolumetricallydisplaces, first, the gas left
behind at the end of primaryproduction,and then, the movableoil. No oil is produced untilenough water
has been injected to displace all the gas (the fill-up volume). Subsequently, oil alone is produced until
water breaksthrough to the producingwell, at which point the cumulative water injected is called the

flood-out volume.
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O O
Figure B.1 Plan view of a single symmetry element of a five.spot waterflood

pattern. The solid circles represent the producing wells, and the circle
with the arrow through it represents the injection well. This basic
element is repeated as needed to span the productive limits of the
reservoir. A typical distance between producing wells in the US is
about 400 m.

IDEAL WATERFLOOD PERFORMANCE

This ideal, "piston-like"displacement process is shown graphically in Fig. B.1 and can be described
quantitativelythroughapplicationof the following assumptions:

1. Before injectionbegins, the systemis completely depletedby primaryproduction, andthere is no flow
fromthe outflow end.

2. Fractionalporosity (_), along with initial oil, gas, and watersaturations(expressedas fractionsof the
pore volume) Soi, Sgi, and Swi, respectively, are uniform,as is the inlrinsic permeability,k.

3. Beginning at time t = 0, water is injected at constant rate iw into one end of the system (the inflow
boundary), successively displacinggas, oil, and water out the otherend (the outflow boundary).

4. Flow between the inflow andoutflow boundariesis perfectly linear.
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5. All displacements of one fluid by another are absolutely stable (i.e., piston-like), unaffected by
gravity, capillarity, viscous f'mgering, dispersion, or any other process causing mixing or
simultaneous flow of displacingand displacedfluids.

6. Injected water builds up an oil bank ahead of the injection front. Within the oil bank,only oil flows,

at constant saturation(equal to 1 -Swf); ahead of the bank, only gas flows (at saturation Sgi), and
behindit, only waterdoes (at saturation1 - Sorw).

7. A residual oil saturation,$orw, is left behind after all the gas and movable oil have been displaced,
and the remainingporespace is occupied by water at saturation1 - Sotw.

Hence, at the outflow boundary(the producer),gas will be produced,with no liquid, untilall the free gas
has been displaced and the leading edge of the oil bank reaches the woducer. Then, oil only will be
woduced until all the movable oil has been displaced (i.e., the wailing edge of the oil bank reaches the
producer), and, finally, wa_ only is produceduntil injection stops.

Considera system of lengthL and cross-sectional areaA perpendicularto thedirectionof flow, and let Vp,
Vfu, and lifo represent,respectively,its totalpore volume, fill-upvolume, andflood-outvolume:

V, = ¢ . A . L (13.1)

VI. = S,, re.2)

= (s,,+s.,- s...).v,
Let iw be,the rate of water injection,qo and qw be the oil and water volume_¢ productionrates,
respectively,and W, Qo, and Qw bethe cumulativewater injected,oil produced,and water produced,
respectively. Then, afterinjecting at constantratefor time t,

W - iwt (13.4)

Qo =0, forW <v/.;

=W-V_, for VI. <W <V/o; 03.5)

=V/o-V_,, for V/° <_W

Q. =0, forW <V/o;

=w-V/o, for V/o<w. 03.6)

Note thatthe limiting valueof cumulativeoil production, Qo, is equal to the difference betweenthe flood.
out volume and the t'dl-upvolume, Vfo- Vfu, which is just the total movable oil in place at the start of
waterflooding,Vmo.

The production rates, qo and qw, can be obtained simply by differentiation of the equations for Qo and ..
Qw:

q° =0, forW <V_;

=iw, for <_W<V/o; 03.7)
=0, for V/, < W
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qw =0, . forW <VIo;
03.8)

=iw, for VIo <W.

It is convenientto normalizeF.qs.03.5)and(B.6),andtheassociatedinequalities,by dividingbothsides

by Vmo, letting7 = W/Vmobe thenormalizedcumulativeinjectionm i.e., the volumeof waterinjected
perunitvolumeof movableoil in placeatthe startof waterflooding:

Q: = 0, fort < _,;
V

=7-_, forX<7 <I+_, 03.9)

= I, for I+ X _<7.

Q: =0, for7<l+X, 03.1o)
=7-l-X, forI+X _7.

Here,Q*oandQ*w arethenormalizedcumulativeoilandwaterproduction,respectively.Notethatthe
formerquantityisjusttheoilrecoveryefficiency,expressedasafractionofthemovableoilinplaceatthe
startofwaterflooding.Theparameter,Iistheratiooffill-upvolumetomovableoilvolume.Nooilis
produceduntil the normalizedcumulativeinjectionis equalto _. The recoveryefficiencytheninctea_es
linearlyindirectpmlx_on m nommli_ injectionuntilall the oil hasbeenproduced(orinjectionstops).
ThiswasshowngraphicallyinFig.IV.2andwillnotbe repeatedhere.

Eqttations(13.7)and03.8)are convenientlynormalizedbydividingtheoil andwaterproductionratesby
the water injectionrate; the inequalitiesare normalizedas beforeby dividing them throughby the
movableoil volume:

q:= 0, for7< _.;

=1, forZ -<7<I+X, 03.11)

=0, for I+X -<7.

q_ = 0, forT < 1+ X, 03.12)
=I, forI+X-<7.

L

FigureB.2 (essentiallythe sameas Fig. IV.I) showsa plot of the normalizedoll productionratevs.
normalizedcumulativeinjectionas givenby Eq.(B.I1).Plotsfor theothernormalizedvariablesdefined

" in Eqs.03.9),(B.10),and03.12)arenot shown,becausetheycaneasilybe sketchedby thereader.

WATERFLOOD EFFICrENCY IN A HETEROGENEOUS SYSTEM

With the ideallinearsystemas a startingpoint,wecan nowconsiderthe effectof the spatialvariationin
permeability.In ordertosimpfifythe analysis,theheterogeneoussystemis representedconceptuallyas a
collectionofindependentfinearelementsconnectingthe inflowboundary(orboundaries)withtheoutflow
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boundary(or boundaries). The jth element has intrinsic permeabilityk/and area a] perpendicularto the
directionof flow, and all elements are assumed to have the same leng'th,porosity,and fluid saturations.
The total areaperpendicularto thedirectionof flow is A.

iii _ _,

, i ,, II IIIII I

o _. 1+)_
NormalizedCumulativeInjection

Figure B.2. Normalizedoil productionrate vs. normalizedcumulative injection
for an ideal homogeneouswaterflood. The production rate is zero
until all the gas remainingin the formationafter primary depletion
has been produced,then remains equal to the water injection rate
untilall the movableoil hasbeen produced.

By ignoring changes in flow resLstance (i.e., neglecting the saturation dependence of relative
petmeabilifies) as the displacement fzonts propagate through each element, and recognizing that the
pressuredropbetween inflow and outflowmust be the same for each element,we can write the cumulative

injection into thejth layer, Wj, as:

/cj .aj
Wj= N .W

kj. aj CB.13)j=l

k_ .aj
k.A

Upon multiplying the numeratoranddenominatorby _. L. (Soi - S ) andrearrangingthe result, theorw

normalized injection variablefor elementj is found to be:

_'j=7 .k_Ik 03.,14)
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whenthe normal/z_ cumulative injectioninto the entiresystem is equalto ?. Each element will obey Eqs.
03.7) and(B.8), withTj in place of

= ---- kl;
7

" kj.7 (l+_,).k"
= - X, fork l<k i< -k 2, 03.15)k y

• = 1, fork2 < ki.

Q_(ki,7)=O, forkj <k2,
03.16)

' _fY-i-X, fork 2_kj.k

Note that in Eqs. 03.15) and 03.16), the cumulative normalized oil and water productionare writtenas

functions of k.:/and 7, and that the associated inequalities arc expressed as inequalities for kj at a given
valueof total dimensionless injection, 7. At a given value of 7, all elements with k less than kI will have

no oil, those with k betweenk1 and k2 will have producedonly a fractionof their oil, and those
with k greater thank2 will have producedall of theiroil. Similarly,elements with k less than k2 will have
producedno water,while those withk greater than k2 continueto producewater so long as it is injected.

To obtain the total normalized production of oil and water, we must sum the contributions of all the
elements, weighted by their volume fractions in the totalsystem:

a_ rkj "7 ] a_
-r El.- o3.7>

= .--+ kj-V l-z,
j,tj<_ A j,_._j k A 03.18)

Withoneadditionalassumption,thevolumetricaveragesinEqs.03.17)and03.18)canbereplacedby
averages over thepermeability distribution of the system. We assume that this distributionis describedby

• a lzobability density function ilk), and that flk)dk repre_nts the volume fraction with permeability
between k and k + dk, in accordance with the usual frequency interpretation of probability density

functions. Hence, we can replace the fraction aj/A in the aboveequationsbyflk)dk, and, in the limit as dk
, approacheszero, the sums become integrals:

Q_(y) = _ kf(k)dk-Xff(k)dk+_f(k)dk 03.19)t2 t2
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= f (k)d¢ O3.2o)

For many aquifersand petroleum reservoirs,the distribution of permeabilityvalues measured on cores is
closely approximatedby a log=normaldistribution,with density function

exp -_ . • -

f ( k ) = kcy,4_ 03.21) ,

The parameters/,_and o'am, respectively, the mean of the natural logarithmof k and the square root of the
varianceof the natural logarithm of k. ff we assume that the distributionof permeabilityis log-normal in
F-zls(8.19)and_.0), theintegrationscanbeped'ormedeaplicitly.

Note that the_eareonly two types of integralsover the log-normaldensity function which are needed: one
involving a partialaverage of k, and one involving an incomplete integralof thedensity function. By some
straightforwardbut tedious manipulation involving changing the variable of integration and integrating
by parts, it can be shown that. forarbitraryvalues of a and b:

= -O 03.22)
at

1i
_(z) = _.e -_/2 is the normalprobability integral. (B.24) ,
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Dimensionless cumulativeoil and waterproduction,respectively,are then given by:

Q2=V -,I,

Q: =_¢I_ ...... (14- _)_ 14- 03.26)

Normalizedratesof production canbe obtained by differentiatingEqs. 03.25) and03.26) with respectto T,
and noting that

q...z.o= dQ_ 0.27)

and

d 8qw Qw___=__.__ 03.28)

Again, the algebrais tedious but slraighfforward,andthe resultingexpressions are:

_w°= ¢I)IIrl(_!+ _1 - (I)ILrll 1+__1 + _1 03.29)
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°21
+T

q..a.--• ......... - 03.3o)
lw

v..

Xnobtahme formsofEqs.fS S),(B:7.6),and thefactthat¢(-z)---1-O(z)
hasbeenused.

Notethattheseexpressionsfordimensionlesscumulativeoiland waterproductionandoilandwater

productionratesxeducetothosegivenpreviouslyfortheidealhomogeneouscasewheno approaches0.

For o = 0, the normalized oil rate is a rectangularpulse, equal to zero until y = Z, when it jumps to 1.0,

and remains there until y = 1+ k, when it returns to ze_; this is precisely the behavior shown in

Fig.B_.. The normalized water rate is a unitstepfunctionat I+_ Infact,theoilpulseforthe
homogeneous case is just the differencebe,twvea a step function for the leading edge of the oil bank and a
r,zp function for thewailing edge of the oil bank.

The median for each log-normal function in the he/emgeneous system is the corresponding step-function
argument multiplied by exit-e2/'2). Hence, as the heletogeneity parameter increasea, the median
lmssklhnmghof each displacementfrontoccursat smaller and smaller values of cumulativeinjection.

The derivation of the wam41oed model has been presented in some detail since it provides a
com_ble physicalbasis for the int_on of hetm'ogeneityas a log-normaltransformationon a
step function representingthe propagationof a displacement front in an ideal homogmeous system. Note
that the heta'og_us system resultsare obtained by first developing equations desexing the arrival of
diffew,nt fluid displacement frontsat the outflow boundaW of an ideal linear system. The step-function
arrival time (or, equivalently, the cumulative injection at which the arrival occurs) is then tnm_ormed
into a cumulative log-normal dism_ufionof arrivaltimesby the derivationgiven above,.

VAPOR EXTRACTION

IDEALSYSTEM

To develop a model for vapor exuacfion, we again consider a linear dement with areaA _cular to
thedirection of flow, and let Sv be the total vaporcontent (air plus water vaporpluscontaminantplus soft
gas) per unit pore volume. The total bulk volume of sediment f_romwhich gas can flow to the outflow
boundary(e.g., an extraction well) is assumed to be divided into two regions: an uncontaminatedvolume,
Vu, nearest the outflow, and a contaminated volume, Vc, further from the outflow. This division is
included to allow fora delaybetweenthe startof gas extractionand the beginning of contaminantremoval
- i.e., to allow for the case in which the extractionwell is not located within the contaminantplume. "

Within the contaminatedvolume, a volatile contaminant is sssumed to be present in the vapor phase at
concentrationCvo (mass perunitvolumeof vapor phase),in equih'bfiumwithcontaminantat ,,
concentrationClo (mass per unit volume of aqueousphase) dissolved in a stationaryaqueousphase held
by capillary forces in the porousmedium.

Water saturation is assumed equal to l-$v; in other words, there is no free non-aqueous phase liquid
(NAPL) present. Solid-phase partitioningis also ignored(although it could be included,as in Falta et al.,
1992). Vapor is extracted at a constant volumetric rate qv at the outflow well, and is supplied at some
effective outer boundary either by injection, natural influx, or a combination of the two. Gas-phase
compressib/lity is ignored.
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Consider a locationx at time t betweenthe inflow boundaryat x = 0 and the outflow boundaryat x = L.
At distances less than x, the medium is contaminated, and at greater distances the medium is
uncontaminated.In other words,x is the position of the contaminant front (assumed sharp)at time t. In
time At, the carrier fluid(air)will move from x to x + Ax, where

AX= q" At. (1}.31)

Contaminantmovement _ re_rded by partitioninginto the stationary fiqmd phase. Letfbe the fi'acfionof

• e len_h Ax w_ch becomes conmm_ueed in time At - i.e., the con_minant _ont w_ advance a

d_ancef4x.

A ms ba_nce on He con_t _ves

C,,q,At = fArA¢_S,C,, + fAxA_(1- S, _b
(B.S2)

where Eq _31) hasbeenused to substitute for A_

A_ cantering common umms,the res_ang exp_s_on can be solved forf:

[f= 1 JC.)
The velocity of _e con_t _ont h

v'r = f =,S, Ak Sv ) "
where Eq. (]}31) was used m ob_n the canqer flu_ velod_. A _m_ar i_ shows that the _fing
edge of the contaminantmoves v_th the same velociw. Hence, the conuuninant moves as a rectangdar
prise m _s ideafized model, exactly an_ogous to the movement of the oil bank in a v_erflood. To

, compile the iogy. we need to deu_fine the cumlve canSer fired (a_) Ou'oughputat the time the
leadmg edge of _e con_afinant puhe reaches the ou_ow boundary,and _e cumulative Ou'oughputwhen
• e waLKngedge reaches_e boundary.

L_ _e re,on _ x=0 tox = Lc be the originally concun_ed po_on, and _e re,on fi'omL c to L be
• e tmcon_m_ po_on of the sys_m. Let tf be Oaetime requhed for the fi_nt of the conmmmant
prise _ reach the ou_ow, and tb be _e time for the back _ reach the ou_ow. These arereally obmlned
by using Eq. (B.34) for the con_nhaant pulse velociw, and noting _at the di_nces _aveled areL-Lc and
L. respectively:
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L Lr (I+_)L°tb= "--= ,LIL_)E (13.36) ,
v4 v4 v¢

wheretheparameterXhasbeenintmdttce,d to maintaintheanalogywith thewaterfloodmodel.Notethat
it hasthesameett'eftin the idealcontaminanttmnsp_ model thatit doesin the idealwaterflo_ model:
v/z.,it introduoesa delayin contaminantlacakthmughattheoutflowboundawof the

The form of Eqs. (B35) and (13.36)suggests thatan appropriatenormalizedcumulativethroughput
p.

variableforvaporextractioncanbedefinedas:

y,=--- 03.3_)
L.

since contaminantextractionstartswhen19is equal to _ (i.e., t = t_ and ends whea it is equal to l+:t
(i.e.,t= tb).

A nmrephysically_t definitionforYvisobtainedby substitutingtherighthandsideof

Eq.(B.34)forvc./:

v4 q,
..mm-,_ _ _ --

AIl+FX-s,lc,)L,
t._S,

_.38)

M_

Notethatthe totalinitialmassof contaminantin thesystem,Mco is _vea by:.

M, = L,A[C,_¢_, + C_(1- S, )]
t_.39)

= L,Ac.¢s,
f

Finally,thenormalizedthroughputcanbewrittenas:

lB.40)

W¥ -,----.
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where the numerator is the cumulative vol_,,.e of vapor (air, soil gas, water and contaminant vapor)
removedat theoutflowboundary,and thedenominatoris theamountthat wouldhaveto be removedto

extractall of theinitial contaminantmassif X wereequalto zero and theentirecontaminantinventory
couldbeexwactedatconstantconcentrationCvo.This def'mitionfor normalizedthroughputhencehasan
analogousphysical significance to the certeb_nding normalizedquantityfora waterfloocL

In complete analogy with Eqs. (13.9)and (13.11)for the normalized cumulative oil production and the
normalized oil production rate for an ideal wated_od, we can write the following equations for
normalized cumulative contaminantremovaland normalizedcontaminant concentrationin the produced,v.

gas for an ideal vacuumextractionprocess:

M/M,=O, for7, <_.;

=7,-k, for_ <7, < 1+_., Cs.41)

= 1, forI+Z _7,.

C, IC,, =0, forT, <_.;

=1, for _.<7, <I+Z, 03.42)

=0, for I+Z _7,.
Here, M is the cumulative total contaminantmass removedas a function of the nomzlized cumulative

total volume of gas extn_ted, and Cv is the correspondingcontaminantconcentrationin the extractedgas.
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HETEROGENEOUS SYSTEM

We can immediately write down the equations for a heterogeneous system comprised of infinitesimal
linear elements with a log-normal distributionof permeability. The detailed steps are exactly the same as
those used in deriving the waterflood equations. For the cumulative normalized contaminant mass
extracted, we have

M/M,_=y, ..... _,1+ _._J

(B.43)

and for the normalized contaminantconcentrationin the extractedgas, we have

Equations(13.43)and (B.44) reduce to Eqs. (BAD and (B.42), respective/y, as o'_hes zero.

To ill_ the effect of the betemgeneity parameter, or,on the cumulative contaminantextraction and
the concentrationof contaminant in the extracted gas, Fig. B.3 was prepared,assuming no delay between
the startof vapor extractionand the arrivalof contaminantat the extraction well (i.e., _.= 0). Note that a
log-log scale is used in Fig. B.3. As pointed out in the discussion of the analogouswaterfloodmodel, the

of these curves should be invariantwith respect to changes in scale factorswhen plotted with log-
log axes. Hence the parameters2 and o' can be determined by plotting field data on log-log paper, and
comparing the resulting plots with a family of type curves for the normalized responses with

systematicallyvarying values of 2 and o'.The translations requiredalong the horizontaland vertical axes
to achieve a match betweena type curve and the field plot can then be used to determine the parameters
Cvo and Mco by selecting a match point and reading off the corresponding values of the dimensionless
quantities and field variables.

It is perhaps noteworthy that the general effects shown by these curves are consistent with observed
performance in vapor extraction projects. In the ideal homogeneous linear system, contaminant is
removedata constantrateuntilitisallextracted, as showninFig.B.3for¢r= 0.Of course,thisideal
behavior is never obtained in the field; in reality, the contaminant concentration in the extracted vapor

B-13



decreases rapidly at fu'st,but then conl_ues to be producedat lower concentrationsfor a very long time.
These lower concentrationsremain significantly higher than regulatorystandards until many times the

ideal volume of gas hasbeen extracted.Thisbehavior is shown by the curves in Fig. B.3 for o"_ 0.

1

i_ 0.1 ......., centmtio

, , ,
8=" o.o ,I !

'

: ',
0.001

0

Z

0.0001 ...... " _%"

0.001 0.01 0.1 1 10 100 1000

NormalizedThroughput

Figure B.1. Normalized contaminant concentration and normalized cumulative
contaminant mass removed vs. normafized cumulative total vapor

extracted (throughput) for Z = 0, for values of ¢rranging from 0 to 3.
Note that there is no theoretical upper limit to the value of or.

For the examples shown in Fig. B.3, note thatattaining the three - to - four orderof magnitude reduction
in contaminant concentrationtypically needed to meet regulatory standardsrequires on the order of 10
times the ideal throughputvolume fora systemas heterogeneous as the Benton waterflood(i.e., o = 0.8).
Foreven more heterogeneoussystems,I00, 1000, or even larger multiplesof the ideal throughputvolume
would be requiredtoachieve regulatorycompliance, depending upon theeffective valueof _.

_t

PUMPANDTREAT
it

IDEAL SYSTEM

For the vapor extraction process in an ideal system, we considered partitioning between a stationary
aqueous phase and a mobile vapor phase, which serves as the carrierfluid. For a pump and treatprocess,
the aqueous phase is the mobile carrier, and the solid grains in the sediment represent the stationary
phase. We also noted that, since the dimensionless performance equations do not explicitly contain the
partition coefficient, adsorption of contaminant on the solid could easily be accommodated in vadose zone
vapor extraction processes.
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Providedthatthereisonlya singlemobilephaseandthattheconcentrationsinthestationaryphasesare
proportional to the mobile phase concentration, the veloci_ of a contaminant front can generally be
expressed as

-- I'm

v,_, (1+ K)' where vm is the mobile phase particle velocity. 03.45)

Here, K is just the dimensionless ratio of total contaminant mass in the stationary phase(s) per unit bulk
volume of sediment to the contaminantmass in the mobile phase per unit bulk volumeof sediment. Note
that, if all the contaminant is in the mobile phase, the contaminant front moves with the same velocityas
the carrierfluid.

v

HETEROGENEOUS SYSTEM

As noted previously,dimensionless equations of the form of Eq. 03.43) for the cumulativecontaminant
mass extracted as a function of dimensionless carrier fluid throughputand Eq. 03.44) for contaminant
concentrationapply equally well to oilrecover, vapor extraction, and pump and treat with suitable
def'mitiom of dimensionless throughputvariables. For contaminant exwactim, the obvious choice of a
dimensionless concenu-a_onvariable is just the mass of contaminant per unit volume of carrierfluid in
the exwac_ fluid, divided by an initial "average"concentration in the mobile phase within the
contaminated zone. However, any consistent set of units can be used to fit the field data, with final
conversionasrequiredto calculate thecontaminantmassinventory.

Fora dimensionlessthroughputvariable,we canuseoperatingtimedividedbyacharacteristictime,to,or
cumulativecarrierfluidvolumeextracteddividedbya characteristicvolume,0-o.Thatis,we canexpress
concentrationasafunctionofthroughputaseither

-
cl co = O I,, -0 , 03.46)

or as

Ic/co =0 Z, . 03.47)
1_ (Y

In applications, Eq. 03.46) is the easiest to use ff the carrierfluid extraction rate is reasonablyconstant, '
while Eq. 03.47) is better ff the rate varies.
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In the former case, the initial contaminant mass inventory is calculated from

M o = Cotoq. , (B.48)

where q,n if " _.average carrier fluid extraction rate over the time period included in the analysis.

In the latter case, it is obtained from

M o = coQ.o. (B.49)

•_ Note that only the product of the two sealing parameters is required to calculate the starting inventory of
contaminant.Appendix C containsexample calculations in fitting the SavannahRiver data.
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APPENDIX C" FITTING HETEROGENEITY PARAMETER

MODELS TO FIELD DATA.

BENTON WATERFLOOD

There are several consequences of this simplified treatmentthat have practical significance. One is that
for displacements in heterogeneoussystems, the relevant operating variableis the logarithm of cumulative
injection (or time, for more-or-less constant injection rates), which very vividly iilnswates the rapidly
din_hing return for any recovery (or remediation) process involving fluid displacement. For the
specific case of a watetflood, a plot of oil production rote vs. time on a logarithmicscale should result in a
symmetric Gaassian curve shape, as shown in Fig. C.1 for an Illinois Basin waterfioed (Benton Field)
fxom 1947 until 1972.

Benton Waterflood

300000

0
250O00

u
:3 a
•o 20O000
Im IN,

__. ,-

Ore= Ir

-"='o= 10o00o5ooo0 ,,,,"• • • ill
0 -------'--
1000o0 l(XXXXX) 100o00o0 ltX)(XX)O(X) 1000o00o0o

CumulativeWaterInjected,Barrels

Figure C.1. Monthly Oil Production versus Cumulative Water Injected for the
Benton Waterfiood, Benton, llfinois.

Perhaps even more significant is that the size of the system does not appearexplicitly in the nonnafized
response equations. Changing the total movable oil in place merely translates the model production
response curve along the horizontal (logarithmic) axis. If the verticalaxis is made logarithmic as well,
changing scales translates the curve horizontally and verticallywithoutchanging its shape. This impfie_
that, providedthere is some statistical regularity withina single reservoirbeing waterflooded, the shape of
production curves for individual wells or groups of wells should be similar to the curve for the entire
reservoir when plotted on log-log axes. This conclusion was shown to be correct, for the Benton
watefflood, in Chesnut eta/. (1978).

Finally, there is a self-containedtest of thetheory. Note that the normalizedwaterproductionrateis given
by a single log-normalprobabilityintegral (Eq. B.30) and that the sum of oil and water (i.e., total liquid)
production rotes is given bya different log-normal integral with the same o but a different median. Plots
of normalized water and total liquid productionrates vs. log of timeon probabilitypapershould result in
parallel straight lines.

C-1



Figures C.2 and C.3 show, respectively, probability plots of total liquid production rate vs. log W and
waterproductionrate vs. log W. In additionto the field data, these plots also show straight lines obtained
fi'oma l_-squarvs fit to the data. The slopes of these lines give directly the values of c from the total
liquid response (0.813) and from the water production response (0.804). If the model is a good

approximation to the displacementof fluids in heterogeneous media, these crvalues should be identical.
The agreement is quite good, especially in view of the gross simplifying assumptions made in deriving the
model equations, and suggests that the shape of breakthroughcurves for field-scale transporttxocesses
may be dominated by spatial heterogeneities rather than by classical dispersion theory, which predicts a

" Gaussianbreakthroughcurve.

Benton Watodlood Performance

------y = 23174*eA(O.81278norm(.x))R=0.86083
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Figure C.2. Log-normal probability plot of normalized total fluid production rate
vs. cumulative water injected, for field data (circles) and a linear least-
squares fit to the data (dashed line).

II

C-2



' Benton Waterflood Performance

----y =35072* eA(O.80422norm(x))R=0.96233
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CumulativewaterInjected,Thousandsof Barrels

Figure C.3. Log.normal probability plot of normalized water production rate vs.
cumulative water injected, for field data (circles) and a linear least.
squares fit to the data (dashed line)

SAVANNAH RIVER IN-SITU AIR STRIPPE_/G DATA

Air Injection History and Operating Time
The air injectionhistorywas obtained from copies of field log book pages reproducedin Looney et. al.
(1991b - draftcopy):

Table C.1. Summary of Air Injection History

Time interval, hr. Nominal Injection Rate, SCFM

0 - 342.5 0

342.5-655 65

655-1511.6 170

1511.6-2261.6 270

>2261.6 0
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No log book data were available to us after 11/8/90. We used the firstclock reading of the unit hours clock
on 11/16/90, 2611.5 hours, from the FTF..S'INE.XLSspreadsheet sent to us by B. B. Looney on 5/11/92,
as the time that air injection stopped. This was used to calculate a value of 2261.6 hours for the operating
time at the termination of air injection. Anomalously low readings for both TCE and PCE from 2172.5 to
2173.2 operating hours were not used in fitting the data. These are the concentrations resulting in the
sharpdownwardspikes shown in Fig. CA.

• _oooo 1
' TOE

% ...............-....PCE

= / I
L_
4)
Q. 10 .: I
m !
12
ca

1 ...................... ! ", ..............

0.1 1 10 100 1000 10000

Operating Time, hours

Figure C.4. Contaminant concentrations (ppm by volume) measured in gases
extractedfromhorizontalwellAMH-2duringthe SavannahRiver
IntegratedDemonstrationof In-Situ AirStripping.

A portion of the PCE_TCE.XLS spreadsheetis shown in Fig. C.5. The first, third, and fourthcolumns
wee extracted from FFESTVE.XLS received from B. Looney on 5/11/92. Column 2 gives the hours of
AMH-2 _ _ ITcneDora 14 13

Ext_cted horn FTESIVE.XI3 TCE PCE TCE PCE

PUMP3pera#ng _. 1.0OEQ1 I.(X)E.02 8 0.5
TIME efne TCE PCE a 2.5 2,5 0.8 1.1

0.1RS)(his) (PPM) (PPM) K:fm 500 CO 1000.0 1,_0.0 1700 700

MW 151A 166.8 131A 166.8
Moo 10186.3 36|fi,8 10822.9

1 2 3 4 $ 6 7 8 9 10 II 12

1604.2 l'kxn ICF,,.OIIS R:E,(36S Ir_ I(:F,_C/¢C PCE_C,,_CDfl.__E
1604.3 0,1 39.6 78,7 0.I 39.6 78.7 0 _ 66.7 779,6 -29.0 -700.8
1604.7 0.5 1052.0 39_.5 0.5 I(_2.0 3969.5 176.7 961.5 875.3 3006.0
16056 IA 328.7 956.6 IA 328.7 956.6 264,2 934.2 64.5 22.5
1606.9 2.7 327.7 956.1 2.7 327.7 Q55.1 314.5 8,58.3 13,?. 96.9
1606.4 4.2 401.0 901A 4,2 401.0 901,4 341.1 787.2 59.9 114.2
1610.1 5.9 432.3 852.5 5.9 402.3 852.5 356.0 724,7 46.3 127.8

1611.6 7A 390.2 852,5 7A 390.2 8S2.5 362.9 680.4 27A 172,I
1616.1 11.9 446,1 746.0 11.9 446.1 746.0 368.5 583.9 77.7 162.0
1628.7 24.5 431.8 402.5 24.5 431.8 4(_ 3.53.7 438,2 78.1 ..,35,7
1634.0 29.8 288.0 326.0 29.8 21_.0 326.0 345.2 400,7 -57.2 -74.8

,, 1639.4 3,5.2 178.4 229.7 35.2 17"oA 229.7 336.6 370.0 -158_ -1,40.3

1654.3 50.1 352.0 328.2 50.1 352.0 328.2 314.8 308.6 37.2 19.6
1657.8 53,6 395.2 391.6 53.6 395.2 391.6 310.1 297,5 85.1 94.0
1658.3 54,1 345.8 329A 54, ! 345.8 329,4 309.5 _&O 36A 33A
1662.8 58.6 302.6 2821 58.6 302.6 • 282.1 303.8 283.2 -I.2 -1.2

1676,1 71,9 230.5 211,8 71.9 230.5 211.8 288A 252.0 -,57.9 -40.2
1676.6 72A 230.5 219.5 72,4 230.5 219.5 .: 287.8 251.0 -,57.3 -31.5
1681.5 77.3 205.4 248.9 77.3 :205,4 248.9 282.7 241.5 -77.2 7.4

1687.7 83.5 188.8 190.3 83.5 188.8 190.3 276.5 230.6 -87.7 -.40.2
189Q.9 95.7 248.3 211.9 95.7 248.3 211.9 265.3 212.0 -I 7.0 ..0.2
17(30,3 96.1 241.2 211,9 96.1 241.2 211.9 265.0 211.5 -23.8 0.4

Figure C.5. Partof the PCE_TCE.XLSspreadsheetused to fit SavannahRiver
INAS data to the heterogeneity parameter model.
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operating rime calculated from the clock readings in Col. 1. Columns 5, 6, and 7 were copiedfrom Cols.
2, 3, and 4 (values only) with gapsdue to down rime removed. Values from 2172.2 to 2173.2 operating
hours were deleted, as discussed above.

In fitting the data, the first step was to match the initial operating period, before air injection started. This
was done with a Mathcad worksheet, FITCLEAN.MCD, by trial and error. Columns 5,6, and 7 were

exported from PCE_TCE.XLS as a text file to be read by FITCR.EAN.MCD as a 3-row by N-Column
matrix, where N is the number of t_e points included. An example trial for fitting ICE concentration vs.
time data is shown in Fig. C.6.

p_

MCADworksheet FITCLEANmodifiedfromLOGCLEANto visuallyfitfielddam forcontaminant¢o_on
vs.lime. F isthe dimensionlesscumulativevolumeofcanierfluid(airorwater)removedfromthesystemat
an outflowboundary(oneor morewe41s), k is ade_j parametertoaccountfordekwedbreak3hroughof
contam_ant,and (_is amacrosco_cheterogeneitypatamet_z. _"
D.A.Chesnut,May 20, 1992

Functions:

In -t--_,2 _, +

g(F,k,o) :=cnorm _ - cnocm

in - In F _

h(r',k, a) :=- k.cnonn + (14- k).caorm
o o

Set uparrayof argum_t v_u_

Fmax := 1000 F1 :=0.001 6:=0.05 e :=10"Is

i :=2.. 121

Trialvaluesof shapepatametm: k :=.01 a :=2.5

r"i :=l"i_ 1.1os
Calculatedimensionlessoocmentr_ andcumulativemassremoved

Read_ offielddala: con :=READPRN(tce_pce)

j :=3.. rows(con) Set rangeof indexforplotting

cO:=1500 cl :=150 Trialvalues forscale parameters

PCEconcenvation looo0 , i i i i
versus_me

m

*_3-'---'__' .,,._' _

==J': i _!_1 "I I t J

.1 =l.ri.%.1 l_

FigureC.6. Mathcadworksheetforfittingearly.timedata(extractiononly).
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The f'mal values for the parameters 2, o, co and to (tO is labeled as c I in PCE_TCE.XLS and
FITCLEAN.MCD) are given above Cols. 9 and 10 of PCE_TCF_,.XLSfor TCE and PCE, respectively, and
were shown previously in Table IV.1 in the columns for "VE."Conversions from field units to mass per
unit volume, and the calculation of total contaminant inventories, were explained in Section IV.

Columns 9 and 10 in PCE_TCE.XLS are calculated values of TCE and PCE concentrations in ppm by
volume, using the parameters determined by the trial and error fit with F1TCLEAN.MC'D. For this
calculation, the maem function g.fn was used:

=ARGUMENT('g')
=ARGUMENT('I*)

, =ARGUMENTCs*)

=0.N(g/D+0.5*sA2)/S
=(L.NCgI(I+I))+0.5"_2)/s
=NORMSDISI"(A5)-NORM,._31_(A6)
=RETURN(AT)

The calculated concentrations wee sabwaeted fixnn the field measm_ values to generate the residuals in
columns 11 and 12. A second set of parameters,sannma_._ in columns 14 and 13, wee detegminedby
trial and error to fit the residuals. The calculated values were plotted in embedded charts (not shown) in
the spreadsheet, and the fit was judged visually.

In order to perform the final calculations for cumulative mass extracted and reduce the size of the
spreadsheet, the operating time, observed TCE and ICE concentrations in ppm byvolume, and early-time
parametervalues were e_ to MASSFIT.XLS,a portionof which is shown in Fig. C.7.

......

A ! m I C I • ,/,,U 1 r I O I m I n ! J I K I t I _0 I N I 0 I P I * I I
! Iommmolt_ IIAll _ .

"_"e,_ee_n e 2Jr 2.5 cut 1.t
T _ Mo _ 1ooo,o I_ 11w
"_" ci _ i_ Iw
T taw I.I_,4 _ l.lt,4 llfdl

T ImmV IX_V Mm louu,_ _uuI lwm._i _mdmlm O_uIl_ _ _ C_mWul_m_ C_lllm Omumllm

1! _ 11_&._ _ I?I,7 951.5 _ _ 1_7 961Ji 5,d11 25,M 0,72 _ 03'/ _ _

_" 4,_9 401,,0 901,a. 141.1 71_a' 0,1) 0.0 1,41,1 711_._ 32.3_ 11,14 14,A7 GC0 14._ 10.14 0,00 I_,M

71.9 2.,113,5 _11m _ _ GO 2 r, _ _ 3_.ql2 4/7.09 _ 0_0 _ 4_0.90 &_ 491_,
"_ 7"/.4 2_0..5 219.5 _.,il 251.0 o.o 2.6 IN_,ll 25,1.6 30Q.,.._ 4;Lii6 3_.,75 O.CO 3_.25 492.9_ 0.77 4_._0

Figure C.7 Part of MASSFIT.XLS for final determination of heterogeneity model
, parameters for the Savannah River ISAS project.

Columns A, B, and C contain the field data. Columns E and F contain the calculated concentmLonsbased
• on parameter set 1 (determined from the pre-injection data). Calculated resultsfor parameter set 2 are

given in Cols. G and FL Columns E and G were added together to obtain the total calculatedTCE
concentrations given in Col. I, and F and G were summed to obtain the total calculated PCE
concentrations listed in Col. J. The macro g.fn was used again for calculating concentrations for
parameter set 2. The calculated and observed concentrationswere shown previously in Fig. IV.15.

Field values of cumulative extraction were calculatedseparately for each contaminant from the reported
volumetric concentrations and the nominal gas extraction rate of 580 SCFM, assuming that standard
conditions refers to a pressure of Iatm. and a temperatnre of 32* F. An alternative would be to use the
reported volumetric rates for each time interval, but the average rate should suffice for the present
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purpose. The "observed" cumulative mass of contaminants extracted by the end of the project was 5218 lb.
of TCE and 11149 lb. of ICE, for a total VOC removal of 16370 lb. Looney reported a total of 15923 lb.
However, we were not able to reproduce his numbers exactly for each time interval, and a least part of the
discrepancy seems to be the use of a different (and unstated) pressure and temperature base for reporting
the volumetric gas extraction rate.

Columns M, N, and O give the calculated cumulative mass of TCE extracted for extraction only, for the
incremental extraction after the start of air injection, and the combined total. Columns P, Q, and R
contain corresponding values for ICE.

The cumulative mass calculationrequiresa second macrofunction, h.fn:

h.fn

=ARGUMENT('g')
=ARGUMENT('I*)
=ARGUMENT('s')

=(LNCglD-0.5*_2)Is
=(LNCgI(I+1))-0.5*r_2)Is
=-I*NORMSDIST(A14)+(1+I)*NORMSDIST(A15)
=RETURN(A16)

These calculations and the field cumulative removal estimates were presentedpreviously in Figs. IV.17.

PUMP AND TREAT DATA FROM SAVANNAH RIVER

As discussed in Section IV, there are four parameters in the heterogeneity parameter model to be
deaennin_ by a priori calculations or f_m fitting observed concentrationvex'us time behavior with some

form of the model equations. Although a considerableamount of characterizationdata was obtained, ve_
few permeabilitymeasurementswee made, and hence we cannotdetermine ¢rfrom a statistical analysis
of the permeability distribution,as was done by Chesnut et al. (1979) for the Benton watea'floo_Common
practice in the petroleum industryis to core continuously throughthe entiregross strafigraphicinterval of
interest, sample at some fixed frequency(e.g., at each foot), and analyze each sample for porosity,
permeabili_, and oil sattwation.We stronglyrecommend that this practicebe adoptedfor charac_n
of remediation sites.

In Section VI, we presented some results from an incomplete quantitativeanalysis of geophysical logs
that' ff completed, mayprovide good estimatesof permeabilitywithin each logged lxrehole.

In order to pzoceed with our evaluation,we used the first thirteenmonths of datafrom the full-scale M-

area pumpand treatprojectto determine the model parameters.For assumed values of _, or,cO, and tO,
spreadsheet PT.XLS uses Eq. IV.1 to calculateTCE and PCE concentrations as functions of time, then
plots them on the same log-log scale as the field data. Since the calculations are very fast on a personal
computer, many different combinations of parameter values can be tried and one can attempt to choose the
"best fit"by visual inspection of the plots.

However, as can be seen f_3m two examples of the spreadsheet calculations, it is difficult to judge which "
of several different combinations of parametea'sis really a "bestfit," because of considerable scatter in the
data and the short time interval over which data were available. The first example uses a equal to 2.5 for

*q

both contaminants, with X essentially equal to zero, and the values shown on the partial print-out of the
spreadsheet (Fig. C.8) for cOand t0. The resulting initial mass inventories are 1,056,000 and 856,000 lb.,
respectively, for TCE and PCE.

Figure C.9 shows, with _, freed at essentially 0, the changes in co and to reqtfired to maintain a good fit
with a = 2.0. The characteristic time for TCE is reduced by a factor of three, while it is reduced by a
factor of 2.5 for PCE. Contaminant inventories are reduced to 352,000 lb. and 285,000 lb., respectively,
while the initial concentration of TCE is not changed and that for PCE is reduced by only 17%. There is
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no visually obvious difference in the quality of fit between these two examples, in spite of the very large
differences in inventories and time scales.

B I C I D I t" ! F 1 '_ ! H I I
Savannah River Pump and Treat Performance

TCE PCE

Pumping Rate, gpm 380.2 _. 1.00E-05 1.00E-05
Water Density, Ib/gal 8.337 a 2.5 2.5
Water Throughput, Ib/h 190183.6 C0 37000.0 18000.0

tO 150000.0 250000.0

Mc0 1055519 855826

100000.0

IE TCE(caO

_J PCE(caO

i 10000.0 • R

a TCE(obs)

t9, PCE(o_$)
U

1000.0

1.00E+00 1.00E.01 1.00E+02 1.00E+03 1.00E+04 1.00E+05 1.00E+06 1.00E+07 1.00E+08

TIMe, hi'

Figure C.8. First example of attempting to fit Savannah River Pump and Treat
data with the heterogeneity parameter model.

• n ! c I 0 I t I F I e ! H ! I
River Pump and Treat Performance

TCE PCE
Pumping Rate, gpm 380.2 _. 1.00E-05 1.00E-05
Water Density, Ib/gal 8.337 a 2.0 2.0
Water Throughput, Ib/h 190183.6 C0 37000.0 15000.0

tO 50000.0 100000.0
Mc0 351840 285275

100000.0

m In TCE(caO

PCE(co0
10000.0 •

4= I TCE(ob$)

i
: • PCE(obs)
0
U

1000.0 i + a o n

1.00E+00 1.00E+01 1.00E+02 1.00E+03 1.00E+04 1.00E+05 1.00E+06 1.00E.07

_me, hr

Figure C.9. Second example of attempting to fit Savannah River Pump and Treat
data with the heterogeneity parameter model.
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In order to provide a morereproduciblemethod of fitting the data, a second spreadsheet,FrFIT2.XI_,
was developed. The same equation was used to calculate contaminant concentrationsfrom assumed values
of the parameters,and the RMS errors were calculated as well. For TCE, the RMS errorincreased from
795 forExample 1 to 930 forExample2, while the errorfor PCEdecreased from 588 to437.

The parameters cO and tO were then systematically varied, while keeping _. and _ fixed for both
contaminants,to producethe "bestfit" values tabulatedin Section IV. The RMS errorsfor TCE and PCE
were reduced to 784 and 411, respectively. Although these values representat least local minima in the
error_, they may notbe the lowest values which could be attainedby moreextensive trial-and-error
calculations.

At some futuredate, it might prove worthwhileto try using a more sophisticatedapproachto minimizing
the RMS error than simple trial and error. However, the error surface is highly non-linear, and one p

author's (Chesnut) previous experience in attempting to fit waterfl_ data by using _ descent
methods often led to physicallyunrealisticcombinationsof parameters.As a practicaltool, it may well be
better to provide a rapid means of calculating values and visually inspecting the agreement between
c_!culated and observed results, while _g a minimum in the error ran'face,than to attempt the
development of a completely_ curve-titlingprocess.

Finally, a third spreadsheet,PT4CAST3CLS, was dev_ using the parametervalues obtainedfiu_
fitting the observed data, to forecast concentration versus time and cumulative contaminant removal
versus time, assuming that the _g conditions do not change. These results were shown in Fig.
IV.20.
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APPENDIX D. ANALYSIS OF FLOW PROCESSES DURING TCE
INFILTRATION IN HETEROGENEOUS SOILS AT THE SAVANNAH

RIVER SITE, AIKEN, SOUTH CAROLINA_

INTRODUCTION

Contaminationof soils and groundwaterfrom volatile organic compounds(VOCs),

such as organic solvents and hydrocarbonfuels, is a problem at many industrialfacilities.

", Key to successfully characterizing, containing, and eventually remediating the

contaminationis a thorough understanding,based on sound scientific principles,of the

complex interplayof physical,chemical,and biologicalprocessesin geologic media,which

affect the migration and distribution of the contaminants, and their response to

remediation operations. A qualitative and quantitativeunderstanding of contaminant

behavior under natural conditionscan provide valuable guidance for site characterization

and monitoring. It can aid in evaluating the contamination that is likely to occur if no

intervention is made ("no action" scenario), and it provides useful information for the

design and implementationof remedialactions. Sound engineering design of containment

and remediationof contaminants must be based on mechanistic models that adequately

describe the importantcontaminant migration processes; such models must be calibrated

and validatedthrough appropriate site data.

This report focuses on physical mechanisms that affect contaminant behaviorunder

the conditions encountered at the SavannahRiversite(SRS). Although other contaminants

are present at the site, for the purpose of this discussionwe will restrictourselves to the

processes following a spill and infiltrationof trichloroethylene (TCE), which is the main

contaminant present at the location of the Integrated Demonstration Project.We beginby

briefly describing the main physical processes following release of TCE into the

subsurface. Subsequently we will present simple engineering models that can help to

evaluate contaminant migration processes in a semi-quantitative way. Finally, we will
m

discuss results of detailed numerical simulations of TCE infiltration into a

q.

1This Appendix was written by Karsten _, Earth Sciences Division, Lawrence BerkeleyLaboratory,
as Lawrence Berkeley.LaboratoryreportLBL-32418. It is reproducedhereas received,except for the first
page, which has been re-formatted to attain more consistencywith the rest of this report. Pages have been
re-numbered D-l, D-2, D-3,... in place of 1, 2, ... in the original manuscript.
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heterogeneous medium consisting of sands and clays. These simulations attempt to shed

light on the initial distribution of contaminants at the site prior to the start of remediation
!

operations. We also point out limitations of present numerical modeling capabilities, and

identify issues that require further research in order that a realistic description of contam-

inant behavior in the subsurface may be achieved.

Contaminant Behavior under Natural Conditions

The infiltrationofTCE intothesubsurfacegivesrisetoa numberofcoupledmulti-

phasepartitioningandflowprocessesina three-phasesystemconsistingofan aqueous

phase,a gasphase,anda non-aqueousphaseliquid(NAPL).Table1 listssome ofthe

importantthermophysicalpropertiesthatdeterminecontaminantbehavior.

TableI. Selectedthermophysicalpropertiesofwater,air,andTCE
atambientconditionsof20°C temperature,Ibarpressure
(asusedinSTMVOC code)

Component Water Air TCE

density (kg/m 3) 998.2 1.19 1462
viscosity(Pa.s) 1.00x 10-3 1.66x 10-5 .59x 10-3
vaporpressure(kPa) 2.337 - 7.196

effective density in phases (kg/m 3)

aqueous (*) 997.2 .0145 1.099
gas (*) .017 1.07 .388
NAPL - .003 1462

(*) assuming that all three components are present

The density of TCE being approximately 1462 kg/m 3 at ambient conditions, as compared

to 1.2 kg/m 3 for soil gas (humid air) and 998 kg/m 3 for water, a plume of NAPL will

migrate downwards under the combined action of gravity, viscous, and capillary forces.

Because of heterogeneities on different scales, such as clay lenses and depositional layers

that differ in permeability, porosity, and capillary behavior, the NAPL will not flow

straight downward in a piston-like displacement, but will instead be dispersed to varying

degree both vertically and horizontally. Partial ponding may occur when the plume

encounters regions of low permeability or adverse wettability, such as clays. The
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presence of aqueous and gas phases in the pore space will interfere with the NAPL
e

migration (relative permeability effects). It will also impact on the NAPL by way of

phase partitioning processes, namely, dissolution in the aqueous phase, and evaporation

into the gas phase. At ambient conditions of T = 20°C, P = 1 bar, the partial density of

TCE in a saturated aqueous solution is 1.10 kg/m 3, while the density of saturated TCE

• vapor is .39 kg/m 3. Thus, the amount of TCE in 1 m3 of frec product, 1462 kg/m 3, is

equal to the TCE content in 1330 m 3 of saturated aqueous solution, and 3768 m3 of

. vapor-saturated gas. The TCE can also sorb on solid phases, such as organic carbon and

soil minerals. This sorption may be partially or completely reversible, and it may occur

instantaneously (equilibrium sorption) or be controlled by kinetic rates. Portions of the

NAPL plume may also be immobilized in the pore space by capillary force.

The downward advancement of a TCE plume is an intrinsically unstable process,

because higher-density fluid (TCE) is present above fluids of lower density (water, soil

gas). Interacting with ever present soil heterogen_ities on different scales, the gravita-

tional instability may give rise to a highly dispersed displacement front (fingering).

Because TCE is denser than water, a plun_ of TCE will continue to sink downward

below the water table, and will tend to migrate to deep and poorly accessible regions.

The presence of TCE vapors considerably increases the density of soil gas. At

ambient conditions ofT = 20°C, P = 1 bar, the density of (humid) air is 1.18 kg/m 3, while

the density of air saturated with TCE vapor is 1.48 kg/m 3. This density contrast provides

a negative (downward) buoyancy force which can induce large-scale gas phase convec-

tion with associated spreading of the contaminant (Falta et al., 1989). Additional

mechanisms for contaminant spreading through gas phase processes include molecular

diffusion, and barometric ptmaping.

Gravity.driven Flow of a.NAPL Plume

. Neglecting effects from capillary and pressure forces, the flux in a NAPL plume that

is falling freely under gravity in the vadose zone can be estimated from a multiphase ver-

sion of Darcy's law as

Fn= k Icr------:n9n2g (I)

HereF=ismassfluxinkg/sm 2,k andkrnareabsoluteandrelativepermeability,respec-

tively,PnisNAPL density,_ isNAPL viscosity,and g istheaccelerationofgravity.In

writingEquation(I)we haveneglectedthesmalldensityofsoilgasrelativetoliquid

NAPL. Insertingvaluesof9n= 1462kg/m3 and gn = 0.59× 10-3Pa.sappropriatefor
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TCE. Equation (1) gives

Fn = k- krn x 3.554 x 10a° (kg/s) (2)

If NAPL is spilled at a mass rate Q 0cg/s), the horizontal cross sectional area AQ to which

the plume will spread can be estimated from

Q=AQ-F (3) "

Substituting from Equation (1) we have

IXnQ

(4)
Inserting parameters appropriate for TCE, this gives

AQ= 1.81 x 10-11
k krn Q (m2) (5)

A similardiscussioncanbemade forgravity-drivenmigrationofNAPL belowthe

watertable.Inthiscasetheeffectivebodyforceon theNAPL is(Pn-Pw)* g,sothatthe

flux can be estimated as

k,.
In= k _ P.(P.-Pw)g (6)

whichisa factor(Pn-Pw)/Pn= (1462"-998)/1462= .32smallerthanthecorresponding

expressionEquation(I)forthevadosezone.

SupposethataTCE plumeadvancesdownwardby buildingtoasaturationSTCB= 1

- Swr-The rate at which the TCE plume advances can then be estimated from

_(1 - S,_)p.t_ = F_ (7)

Here un is the actual (pore) velocity of TCE advancement. For plume propagation in the

vadose zone we have, from Equations (1) and (7)
II

P.g
u. = k k,.,, (8)

¢(]-

NAPL Mobilization by Buoyant Gas Flow

Buoyant gas flow due to the presence of a volatile organic compound (VOC) such

as TCE was discussed by Falta et al. (1989). The Darcy velocity (volumetric flux) of

downward gas flow can be estimated in analogy to Equations (1) and (6) as
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k,o
- k'_ (Pg- Pa_r)g (9)

Vgas ].tg

Here pgisthedensityofgascontaininga mixtureof(moist)airand VOC vapor,while

p_ isthedensityofambientsoilgas.The VOC massfluxassociatedwiththevolumetric

fluxofEquation(9)isobtainedbymultiplyingwiththepartialdensitypg_ofcontam-
o

inantvaporsinthegasphase.InthepresenceoffreeNAPL phasetheappropriatedensity

isthesaturatedvapordensitypO whichfromtheidealgaslawcanbeestimatedas
'I

p0M
(10)

wherep0 isthesaturatedvaporpressureoftheVOC, M isthemolecularweight,R the

universalgasconstant,andT theabsolutetemperature.Adoptingideal-gasapproxima-

tionsalsoforthedensitiesofairandair/vapormixtures,Equations(9)and(10)combine

toyieldaVOC vaporflux

E=kk+g _ M(M- M_) (II)

Wc have denoted the buoyant downward mass flux of VOC vapors by E, because, under

presumed conditions of local phase equilibrium, it must equal the evaporation ram of free

NAPL phase per unit horizontal cross sectional area. At T : 20°C, saturated vapor pres-

sure of TCE is 7.2 kPa, and air viscosity is 1.66 x I0-s Pa.s, so that from Equation (II)

we have

E = k k_ x 6.94 x 104 (kg/m2.s) (12)

Assuming that NAPL is present at invxiucible saturation S,r, the thickness of NAPL layer

removed per unit time from buoyant gas flow, clg, can be estimated from

E = _S,rPn_ (13)

, Inserting typical parameters of k k_ = i. x I0-nm:, _ = .4, Sr_ = .05, Pn = 1462 kg/m 3,

we have dg = 2.38 x I0"8 m/s = .75 m/yr, which represents a significant amount of con-

+ taminant removal.

NAPL Leaching by Water

An analysissimilartotheabovecanbe made forremovaloffreeNAPL phaseby

means ofleachingfrominfiltratingwater.An infiltratingvolumctricwaterfluxVw will

dissolveNAPL ata roteof
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D= vwp_ (14)

where Pwn is the partial density of NAPL in saturated aqueous solution. Again assuming

that NAPL is present at irreducible saturation Snr, the thickness of NAPL layer removed

per unit time from dissolution in infiltrating groundwater, clw,can be estimated from

D = ___ S" -_._.b - :- _ (15) Y

It is of interest to compare the rates of NAPL removal by buoyant gas flow and dis-

solution in infiltrating ground water. For parameters applicable to TCE we have, from

Equations (12) and (14) o

E klq_ 6.94x 104 klq_
---=----- x = 63.09 x 103 ---- (16)
D vw I.I "vw

Fora hypotheticalwaterinfiltrationrateofIm/yr,thisratiobecomes

so that evaporation of NAPL into gas phase flowing under buoyancy would equal disso-

lution into infiltrating groundwater at an effective gas permeability of 1/1.991 × 1012m2

= .55 x 10-12 m2, or .55 darey. For higher permeability evaporation would dominate,

while for lower permeability dissolution would be a more important mechanism for
NAPL removal.

Gas Diffusion

The spreading of VOC vapors in the gas phase by molecular diffusion has been dis-

cussed by Falta et al. (1989). It is described by a diffusion equation

"_ = D_d f AXg¢ (18)

where Xgc is the mass fraction of VOC vapor in the gas phase, and the effective gas dif-

fusivity is given by

q:

Dg.eff= -_g Dg (19) •

Here, _ is a tortuosity factor, typically of order 0.5, and Rg is the gas phase retarda-

tion factor, which accounts for phase partitioning of VOC vapors into liquid and solid

phases through dissolution and sorption, respectively. The retardation factor is

Sw pgKD

Rg = 1 + SgH + _SgH (20)
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Here
I

H =Cg (21)

is Henry's constant, which is the ratio of effective densities (concentrations) Cg = pg *

CandCw Pw* cXg = Xw of the contaminant in gas and water phases, respectively.

o
KD = _- = KoJo¢ (22)

is the distribution coefficient for the VOC chemical between solid and aqueous phases,

given by the ratio of mass fraction of adsorbed VOC in the solid phase, Xsc, to effective

density of VOC dissolved in the aqueous phase. This is usually assumed to be propor-

tional to fraction of organic carbon, foc, in the soil, the proportionality factor Koc being

refened to as the organic carbon partition coefficient.

For TCE, we have H = .388 / 1.099 ffi.353. Assuming that adsorption is insignificant

at Savannah River (Eddy et aL, 1991), the gas phase retardation factor for a typical

irreducible water sann'ation of Swr= .15 is approximately 1.5. For a typical "free" gas

diffusivity of 10-5 m2/s, the effective gas diffusivity from Equation (19) then becomes

3.3 × 10-_ m2/s. To put this number in perspective it may be compared with a typical

thermal diffusivity for heat conduction in soils, which is Dth = K/O * c = 1.5/2500 * 1000

= 0.6 × 10-6 m2/s. The distance to which diffusive spreading reaches can be estimated as

x=4N (23)

Thus, diffusive sp_g of TCE in the gas phase is somewhat more rapid (by a factor

q3.3/0.6 = 2.3) than conductive heat transfer in soils, but it is a relatively slow process.

Based on the effective gas phase diffusivity of 3.3 x 10--6m2/s for TCE estimated above,

diffusive penetration distances are .53 m in 1 day, 10.2 m in 1 year, and 32.3 m in 10

years.

Barometric Pumping

VOC vapors may be removed from the subsurface as a result of atmospheric pres-

sure variations, a process that we shall refer to as "barometric pumping." Atmospheric

pressure is subject to fluctuations with a dominant cycle period of 24 hours. As atmos-

pheric pressure rises, the column of soil gas above the water table is compressed, and

"clean" atmospheric air enters the subsurface, where it may acquire some VOC contam-

ination through processes such as mixing with already contaminated soil gas, evaporation
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of resident NAPL, or diffusion of VOC vapors down concentration gradients. When

atmospheric pressure subsequently decreases, the soil gas column expands, discharging a

certain amount of contaminant to the atmosphere.

The quantitative aspects of this process may be estimated in analogy to the problem

of moisture removal from the vadose zone by barometric pumping (Tsang and Pruess,

1989). From the ideal gas law, decrease of atmospheric pressure from P _ P- AP will _,

result in an increase in the height of the soil gas column from H --->H + AH such that

AP AH
= ---- (24) "P H

i

Per unit surface area, the amount of VOC vapor removed in one full pressure cycle will

be

Mvoc = _ _ Sg P_a= H [p_-_--]_ SgPgn (25)

For an order-of-magnitude estimate, we use AP/P = .005 (Tsang and Pruess, 1989), and H

= 40 m, _ - .4, Sg = .8, to obtain a removal of VOC vapors of .064 * Pgnkg/m2 per pres-

sure cycle (one day). Making the extreme assumptionthat VOC vapor in soil gas beneath

the land surface is at satm'ated density of .39 kg/m 3, this translates into a removal of 788

kg/m 2 per year, a very large amount. Realistically, however, VOC vapor concentration

will likely be much less than saturated near the ground sm'faee, so that contaminant

removal rates from atmospheric pumping will be considerably less. For the parameters

assumed above, the thickness of soil layer beneath the ground surface that is directly

affected by barometric pumping is only AH = .005 * H = 0.2 m. After removal of free

NAPL phase from this zone immediately beneath the ground surface, VOC vapors can be

supplied to the atmospheric pumping process only by diffusion from below (as convec-

tive transport is downward). The long-term impact of atmospheric pumping thus seems to

be to effectively shift the atmosperic "zero VOC concentration" boundary downward by

a small distance of order _ = 0.2 m, which is not ex-F.eted to have a significant effect

on contaminant migration.

o

Numerical Simulation of TCE Infiltration

Some of the important processes affecting contaminant migration and dispersal may

operate on relatively small spatial scales (< 1 m), which may not be resolvable with the

kind of spatial discretization that would normally be employed in engineering models of

a site. For example, observations at the Savannah River site indicate that TCE contami-

nation is highly spatially variable, and tends to be localized near the top of clay-rich
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zones (Eddy et al., 1991). The strong heterogeneity of contaminant distribution has

important implications for the feasibility and success of remediation operations. We need

to understand why the contaminant is distributed in the observed manner, and what the

driving forces and conditions are that have generated this kind of distribution. Only if we

identify the processes leading to the observed contaminant distribution can we hope to be

, able to perform a reliable evaluation of remediation schemes, and to develop an under-

standing of what the processes can and cannot accomplish in a given time frame. Such

. process understanding is also essential for a transfer of the experience gained at Savan-

nah River to other sites.

In this section we report on the current stares of our efforts to use multiphase

numerical simulation as a tool for developing a better understanding of the role of forma-

tion heterogeneity in contaminant transport. In order to be able to identify the manner in

which the different multiphase flow and partitioning processes interact with formation

heterogeneity we have simulated idealized "generic" models, which were designed to

capture important features of the Savannah River site, such as layering of highly perme-

able sands with clays of variable horizontal extent. Rather than modeling the full comple-

ment of mulfiphase processes in a complex heterogeneous setting, we introduce process

and formation complexity in a step-wise fashion, to be able to discern the important con-

trois on contaminant behavior. For example, we examine in considerable detail the

interaction of a descending TCE plume with day lense,s and clay layers of different spa-

fial extent, both in the vadose zone and beneath the water table. It is hoped that the

insight gained from such detailed studies will eventually support a scale-up to "effee-

five" process description on a larger scale.

Numerical modeling of TCE infiltration is subject to space diserefization effects

(numerical dispersion), which can be particularly severe because of the gravitationally

unstable nature of the process (Pruess, 1991). These effects can give rise to spurious

(unphysical) flows, which may depend strongly on size and orientation of the numerical

" gridused.We have performeda gridorientationstudyto spccificaUyaddressthese

isssues (below).

TOUGH2 and STMVOC Codes

The simulations reported here were carried out with the TOUGH2 and STMVOC

simulators, which are closely related members of the TOUGH/MULKOM family of mul-

tiphase simulation codes, developed at Lawrence Berkeley Laboratory. TOUGH2, a suc-

cessor to TOUGH, is a general-purpose simulator for nonisothermal flows of multiphase,
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multicomponent fluids (Pruess, 1987, 1991). STMVOC, a descendent of TOUGH,

features the same general architecture and solution methodology (Falta and Pruess, 1991;

Falta et al., 1992a). It is a specialized code for nonisothermal flow of three-phase three-

component mixtures of water, air (a pseudo-component) and a volatile organic compound

(VOC). STMVOC describes all of the multiphase processes discussed above, including

full phase partitioning of the VOC between NAPL, gas, aqueous, and solid phases, VOC
ir

migration by convection in all of the three phases, and VOC diffusion in the gas phase. It

has full capabilities to describe strongly heat-driven processes, such as steam drive of

volatile contaminants. However, in the present study STMVOC has been used only for "

processes at ambient temperature of 200C. The code has been validated by comparison

with laboratory experiments (Falta et al., 1992b).

Model System

The model system is loosely patterned after the conditions at the site of the SRS

Integrated Demonstration Project (see Figures 1 and 2). The main contaminant source

being a process sewer line of considerable horizontal length, we model a 2-D vertical

(X-Z) section perpendicular to the sewer line. Constant gas pressure conditions are main-

rained at the ground surface, and constant gas and aqueous phase pressures are main-

tained at the distant lateral boundaries. The water table is placed at a depth of approxi-

mately 130 ft (Eddy et al., 1991). Total vertical extent of the system modeled is 160 ft, at

which depth boundary conditions of"no flow" or "constant pressure" are imposed.

For the simulations reported below STMVOC was run in isothermal mode, with the

entire flow system held at a temperature of 20°C by means of assignment of a very large

heat capacity to the porous medium.

Some of the parameters that have an important impact on the behavior of the three-

phase water-air-NAIL system are poorly known. This is especially true for the "charac-

teristic curves" (relative permeability and capillary pressure curves). For relative per-

meabilities we have adopted a functional relationship developed by Stone (1970) that is

widely used in petroleum reservoir engineering. This relationship had to be slightly

modified to deal with subtle issues of phase behavior near irreducible saturations. The

equations for water, gas, and NAPL phase relative permeability used here are:

I Sw-Swr nkrw = 1- Swr (26)

z,g= 1-Sr J (27)
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krn= 1-Sg-Swr-S_ 1-Sw-Sr.r J (1--Sat) (28)

The modification made concerns the term in the curly brackets for krn, where we have

replaced Stone's expression (1-Sg-Swr) by (1-Sg-Swr-Snr), to avoid the unphysical

possibility of obtaining large krn near Sat when Sg is near 1- Swr- Sr_.

For capillary pressures we used the three-phase relationships given by Parker et al.

(1987); however, capillary pressure between gas and N/kPL phases was neglected. The

capillary pressure between the aqueous phase and the non-wetting gas and NAPL phases

is

rrl
A summary of problem specitieations intended to be representative of conditions at the

site of the Savannah Pdver integrated demonstration project is given in Table 2. Capillary

pressures for different hydrogeologie units were sealed inversely to the square root of

absolute pcrn_ability.

Table 2. Formation Pro_es for 2-D Vertical Section Problem

Sands Clayey Sands Clays
• ' ,,, i J

permeability (m2) k 10-]I 10-12 10-.]5
porosity _ .35 .35 .50

relative pcrmcabilities (Equations 26-28)

irreducible water saturation Swr .15 .60 .60

irreducible gas saturation Sgr .001 .001 .001
irreducible NAPL saturation S= .05 .05 .05

- exponent n 3 3 3

. capillary pressures (Equation 29)

strength parm _eter 0qaW 5.0 1.58 .05
limiting saturation Sm 0.0 0.0 0.0
exponent n 1.84 1.84 1.84

The flow domain is a 1 m thick vertical section, with dimensions of 160 ft in the vertical,
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1000 ft horizontally. For numerical simulation it is discretized into 24 rows and 15

columns of varying spacing (Figure 3). Finer vertical discretization was employed at the

elevations at which clays are encountered at the site, to be able to better resolve flow

processes associated with those clays. Horizontal discretization is finest near the assumed

symmetry line (left hand side) where TCE release is taking place. An expanded view of a

part of the calculational mesh is shown in Figure 4, which also indicates the assignment

of domains with different hydrologic properties. The domains labeled "325CL" and

"300CL," respectively, correspond to the 325 ft and 300 ft clays encountered at the site

(Figure 1), and are assignedclay properties as given in Table 2. The domain "TANCL"

represents a clayey sand conv,sponding to the "tan day" at the site. It should be

emphasized that in its present form the assignment of these units and their hydrologic

properties is rather schematic.. They are meant to represent the hydrogeologic feaun-es of

the site in a generic way, so that important process aspects may be explored. The

description of hydrogeologie units and the specification of their properties needs to be

refined in the furore, so that natural conditions and remediation response may be modeled
in more realistic detail.

Prior to smrmp of TCE infiltration, the system was run to gravity-capillary .equili-

brium. Water saturation in the vadose zone was assumed to be at _eible levels. For

the initial set of runs no water recharge from the surface was taken into account. The

contaminant is assumed to be pure TCE with thermophysica! properties as given for

problem 3 in the STMVOC User's Guide (Falta and Pruess, 1991). Release of contam-

i inant is modeled by injecting TCE into the uppermost grid block at the left hand side of

the model, at a rate of 89.68 x 10"_ kg/s, which is equivalent to 1 barrel per 30-day

month. Because of symmetry we only model half of the domain, so that the spill rate

amounts to 2 baxrels of TCE per month per meter of sewer line.

Infiltration into Clayey Sands

We have modeled TCE infiltration over a time period of 30 years. For the follow-

hag discussion of the behavior of the NAPL plume refer to Figures 5 and 6, which show

NAPL saturation distributions after 3 years of infiltration in a large-scale and a close-up

view, respectively.

In response to TCE release, NAPL saturation in the injection grid block builds up

until the residual NAPL saturation of 5% is exceeded, at which point the NAPL becomes

mobile and begins to flow downward under gravity. Eventually the descending NAPL

plume encounters a clay lense (the "325CL" domain, Figure 4), which because of its

low absolute and relative permeability acts as an obstacle to downflow of NAPL.
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Ponding with buildup of NAPL saturation takes place, which is accompanied by modest

pressure increase. This causes most of the NAIL to flow laterally, but a small amount of

NAPL is slowly invading the clay zone itself, and ultimately passes right through it. The

NAPL flowing laterally to circumvent the clay lense resumes its predominant downward

flow after it reaches a break in the clay lense, and subsequently ponds again as it

¢ encounters the more extensive clay zone at 60 ft depth (the 300 ft clay). The growth of

the poudod zone slows with time, as an increasing proportion of the infiltrating TCE

, penetrates into the clay. The extent of the ponded zone has almost stabilized after 10

years (compare Figures 7-9), eventually reaching an area of 38.1 m2. From Equation (5)

the ponded area may be estimated as AQ = 2.52/_n m2, which is consistent with the

simulation results, but also indicates that because of the strong dependence of AQ on the

a priori unknown krn, Equation (5) is of limited utility in that it can only provide a very

conservative lower bound. It is evident that a considerably broadened plume descends

below the clay zone. After 30 years the plume has penetrated all the way into the water

table, and NAIL saturation is beginning to build up at the bottom of the flow system,

which was assumed impemaeable in this simulation (see Figure 9).

In addition to a free-phase NAPL plume, a plume of TCE vapors develops in the gas

phase (Figures 10-14). This plume spreads much more quieldy to a large volume,

because of gas phase convection driven by the negative buoyancy of vapor-ladden soil

gas. From the shape of the concentration contours one can clearly see how the downward

convection is diverted sideways as the lower permeability of the "TANCL" domain is

encountered at a depth of 90 ft. The moons enclosed by the 0.3 kg/m3 concentration con-

tour correspond closely to the extent of the NAPL plume, as concentrations approaching

the saturated value of'0.388 kg/m3 can only be maintained in immediate proximity to flee

NAPL. Note also that, wherever TCE vapor is present, a TCE concentration in equili-

brium with the gas phase concentrations is maintained in the aqueous phase. The amount

of TCE dissolved per unit volume of aqueous phase is a factor 2.83 larger than what is

, present in the gas phase.

Diffusive transport of TCE vapors in the gas phase was neglected in the present cal-

-, culation. As was discussed here diffusion will yield a migration distance of order 100 ft

over 10 years, adding further spreading of the TCE vapor plume which is not

insignificant, but is considerably smaller than the distance covered by advective tran-

sport. The advective migration of TCE vapors is probably overestimated in the simula-

tion presented here, because of the rather small extent of clay zones in the model. The

presence of more extensive clay layers with only limited breaks at Savannah River would

tend to reduce gas convection effects.
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Another simulation was run in which TCE infiltration was stopped after 10 years,

and the system was left alone to examine the redistribution of contaminant that would

occur under natural "no action" conditions. The NAPL plume after 10 years of

infiltration followed by 20 years of no infiltration is shown in Figure 15, which should be

compared to Figure 7 for the plume at 10 years. It is seen that the NAPL plume has con-

tinued to disperse outward and downward, while highest NAPL saturations have been

reduced. There is a rather limited region above the clay lense where the NAPL has been

removed by pcr_tent evaporation into the descending gas stream. This simulation was
i,

continued to 100 years total time (results not shown), after which time NAPL was com-

pletely swept out of the region above the clay lense, with very significant NAIL satura-

lions remaining in the clay lense itself (approximately Sn = 12%). A similar pattern of

behavior was seen at the more extensive clay layer. This can be understood by noting that

gas convection is confined to the highly permeable sands. Thus, although penetration of

NAIL into the clays is inhibited by low absolute and relative permeability, NAPL that

will get into the clays is little affected by gas phase xedistribution processes.

A brief exploralion of flow system behavior in the presence of water infiltration

from _pitalion was also m_,5,r Applying a recharge rate of 15 inch/year (Colven et

aL, 1987), the system was first run to steady state. This resulted in a modest inczease in

water satm-alions beyond ixreducible levels in the highly pemae_le sands (fi'om 15% to

appmximamly 19%), while the clays became almost completely water-samrat_ (Sw >

98%). Steady water saturations for the ease with recharge are shown in Figure 16. The

attainment of nearly full water sanwan_Zonby the clays can be undcrsto(xl by noting that

the txnxneability of the clay units of 1O-D m2 corresponds to a hydraulic conductivity of

appro_m_mly 10"_ m/s, or .32 m/yr, which is slightly less than the applied recharge rate.

Figure 16 shows that there is some increase of water saturation above the clays; part of

the infiltrating flux is being diverted around the clay zones. After a steady state with 15

inch/year of recharge was reached, TCE was injected at the same rate as in the previous

set of s/tutti,lions without water infiltration. The NAPL plume after 10 years is shown in
It,

Figure 17; it looks very different from the previous case of no water infiltration (Figme

7). The NAPL again ponds atop the clays, but due to their nearly complete water satura-

tion the clays now act as nearly impermeable barriers to the NAPL, and very little NAPL

penetration into the clays themselves takes place. Virtually all of the injected TCE is

being diverted laterally around the clays. However, in the aqueous phase in the clay

regions, TCE is present at close to saturated concentrations.
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Grid Orientation Effects

In simulations of oil recovery operations involving two- or three-phase flow it has

been noticed for a long time that predicted results can be sensitive to the orientation of

the computational grid used. Mobilization of highly viscous oil by less viscous water or

steam is an "unfavorable mobility ratio" displacement, which is subject to a hydro-

" dynamic instability (viscous fingering). The finite space discretization used in finite

difference or finite element numerical simulations generates a purely numerical (as

,, opposed to physical) dispersion with associated spurious flows. Numerical dispersion in

general will be anisotropic and tends to be strongest in the directions of the lines of the

numerical grid, and weakest in the directions nmning diagonally to the grid. The "grid

orientation effect" (spurious dependence of simulated results on the orientation of the

numerical grid) arises from an interplay between hydrodynamic instability and anisouo-

pic numerical diffusion (Brand et aL, 1991).

In the context of oil recovery simulations, grid orientation effects have been dis-

cussed for horizontal flows, with particular focus on steam flooding (Todd et al., 1972;

Coats et al., 1974; Coats, 1982; Coats and Ramesh, 1984). The customary approach has

been to consider a five-spot production-injection arrangement, and to compare simula-

tions with "parallel" and "diagonal" grids (Figure 18). It has been shown that grid

orientation effects can be substantially reduced or e"inninatedby means of higher-order

differencing schemes, which maintain a higher degree of rotational invafiance.

results in a more nearly isotropic numerical dispersion, so that hydrodynamic instabilities

will not be amplified from grid effects. Figure 19 depicts the standard "5-point" approx-

imation, in which a grid block P interacts with the four neighbors with which it shares a

common intezface (solid flow lines). The "9-point" approximation additionally incor-

porates flow in the diagonal directions (dashed flow lines), which essentially eliminates

grid orientation effects in the simulation of steam floods CYanosik and McCracken, 1979;

Coats and Ramesh, 1982; Pruess and Bodvarsson, 1983).

' At a temperatureof20°(2,theviscosityofTCE (0.59x I0-3Pa.s)islargerthanthe

viscosity of air (1.66 x 10-5 Pa.s), but smaller than the viscosity of water (1.00 x 10-3

" Pa.s). Thus displacement of air by TCE has a favorable mobility ratio, while displace-

ment of water has an unfavorable mobility ratio, so that invasion of TCE into an aquifer

would be subject to a viscous instability which, however, would not be very strong as the

viscosities of TCE and water differ by less than a factor 2.

There is another kind of hydrodynamic instability which is of much more

significance and concern with TCE, namely, the gravitational instability of a denser fluid

fTCE) invading regions with less dense fluids (air, water) from above. This kind of
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instability may lead to strong grid orientation effects in vertical section models. Such

effects have been recently studied for the problem of cold water injection into depleted

vapor zones in vapor-dominated geothermal reservoirs (Pruess, 1991). Issues of gravita-

tional instabilityandtheassociatedpotentialforgridorientationeffectsinthereleaseof

TCE intothevadosezoneareentirelyanalogoustothegeothermalinjectionproblem.In

ordertoevaluatetheseeffectswe havepefforrncda simulationstudythatcloselyparal-

lelsthegeothermalinjectionstudy.

Using the "EOS8" three-phase module of TOUGH2, we have simulated the migra-

lion of TCE plumes in vertical section models that employ parallel and diagonal grids,

respectively (Figure 20).The gridsshown inFigure20 aremeanttoillustratethecon-

cept;intheactualsimulationswe usea 12x 12parallelgridof5m * timblocks,anda

diagonalgridwith7.5m longdiagonal(5.303m sidelength).The flowsystemisIm

thickand the verticaland horizontaldimensionsare60m each.The watertableisata

depthof37.5m; constantpressureconditionsaremaintainedatthefightboundary,with

allotherboundariesbeing"no flow."TCE isinjectedintheleftuppermostgridblockat

a rateof89.68x 10"6kg/s,correspondingto I barrelper 30-daymonth.Simulations

werepedormedfora ten-yearperiod,usingparallelanddiagonalgrids,and5-pointand

9-po_tdifferencingschemes.ResultsforTCE plumeaafterI0yearsareshown inFigure

21,whereshadingindicatesthe presenceofNAIL sann'ationsof 1% orlarger.Corn-

pad.son of the 5-point xesults for parallel and diagonal grids shows that grid orientation

effects are very large. The parallel grid produces a narrow TCE plume that slumps down-

ward, and then spreads along the impermeable bottom of'the flow system. In contrast, the

diagonal grid gives considerable lateral spreading of the plume. A comparison of the 9-

point zesults for both grids shows that grid orientation effects have been essentially com-

pletely eliminated.

It is to be emphasized that absence of grid orientation effects does not necessarily

mean that physically realistic results have been obtained. It simply means that the aniso-

tmpy ofnumericaldispersionhasbeenreducedinsucha way thatitwillnotamplifya

hydrodynamic instability which is present in the flow system. Physically realistic model-

ing of the migration of a NAPL plume under conditions of a gravitationally induced ,.

hydrodynamic instability requires proper description of all physical mechanisms that will

affect plume dispersion in a heterogeneous medium. In the absence of heterogeneity, the

downward slumping predicted by the parallel 5-point grid is actually correct, because this

differencing scheme produces numerical dispersion only in the vertical direction (Pruess,

1991). A lateral (transverse) spreading of the plume can arise from formation hetero-

geneity, suchaspresenceofclaylensesandlayers,aswas demonstratedinthenumerical

D-16



simulations discussed above. Although diagonal grids and higher-order differencing

methods produce more nearly isotropic dispersion effects, there is no reason to expect the

lateral dispersion in these differencing schemes to adequately approximate true physical

dispersion effects in a heterogeneous medium. We believe that the 5-point parallel dif-

ferencing scheme is acceptable when heterogeneities arc modeled in explicit detail. The

5-point diagonal as well as parallel and diagonal 9-point schemes introduce a lateral
Q

numerical dispersion that in detailed models with explicit representation of heterogeneity

would arise from flow diversion due to the heterogeneities. A physically realistic

" representationofthedispersiveeffectsofheterogeneityincontinuum-basednumerical

modelsofmultiphaseflowhasyettobedevelo_d.

Concluding Remarks

We havepresentedengineeringestimatesaswellasnumericalsimulationsforthe

multiphaseprocessesthatarisefromTCE releaseinthevadosezone.Althoughthebasic

physico-chemicalprocessesofflowandphasepartitioningaresimpleand wellunder-

stood,theiranalysisiscomplicatedbynumerouscoupledeffectsandby theever-present

andalwaysimperfectlyknown heterogeneityofgeologicmealia.Our simulationshelpto

explainthepreferentialassociationofTCE contaminationwithclaysthatwas observed

attheSavannahRiversite(Eddyetal.,1991).Buoyancy flowinthegasphasewas

foundtohavea potentialforspreadingcontaminationfromlocalizedsourcesoverlarge
axcas.

Althougha largeamountofdataisavailableforthesite,some ofthemostimportant

parametersaffectingTCE behaviorinthevadosezone,suchasthxe.e-phaserelativeper-

meabilitiesand capillarypressures,arepoorlyknown. Presentlyavailablesimulation

techniquescan cope withthe highlynonlinearmultiphaseprocessesaffectingTCE

migrationinthesubsurface.Furtherresearchisneededtodevelopa betterunderstanding

ofthebehaviorofmultiphasefluidmixturesinheterogeneoussystems.

," In future projects dealing with subsm'fac_ contamination, it would seem beneficial

to integrate simulation-based performance assessment modeling as early and closely as

- possible with the site characterization, monitoring, and rcmediation activities.
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