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ANALYSIS AND EVALUATION OF VOC REMOVAL
TECHNOLOGIES DEMONMSTRATED AT SAVANNAH RIVER

I. INTRODUCTION

Volatile Organic Compounds, or VOCs, are ubiquitous subsurface contaminants at industrial as well as
DOE sites. At the Savannah River Plant (see Figure 1.1), the principle VOCs contaminating the subsurface
below A-Area and M-Area are Trichloroethylene (CoHCl3, or TCE) and Tetrachloroethylene (CoCly, or
PCE). These compounds were used extensively as degreasing solvents from 1952 until 1979, and the waste
solvent which did not evaporate (on the order of 2x100 pounds) was discharged to a process sewer line
leading to the M-Area Seepage Basin (Figure 1.2). These compounds infiltrated into the soil and underlying
sediments from leaks in the sewer line and elsewhere, thereby contaminating the vadose zone between the
surface and the water tablé as well as the aquifer.

Figure I.i. Location Map for the Savannah River Site [from Fig. 2.1,
Kaback et al.,, WSRC-RP-89-784 (1989)]
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Figure L2.

M-Area and vicinity, Savannah River Plant [from Fig, 2.2, Kaback et
al.,, WSRC-RP-89-784 (1989)]
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Several M-Area remediation preject locations are shown on Figure 1.3:

® A pump and treat (P&T) system, using wells RWM-1 through RWM-11;

e A sediment vapor extraction (SVE) test, using wells VB-1 through VB-3;

®  An in-situ air-stripping (ISAS) test, using horizontal wells AMH-1 and AMH-2.
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Figure L3. Remediation wells in M-Area, Savannah River Plant, showing the
scale of the Pump and Treat operation in comparison to the test sites.

FULL SCALE PUMP AND TREAT

A remedial action program to minimize the migration of contaminated ground water and to remove the
contaminants has been in operation since 1985, pumping approximately 380 gallons per minute (gpm.)
from 11 wells to a conventional air-stripping tower, where the TCE and PCE concentrations are reduced
to less than 1 ppb in the effluent discharged to NPDES outfall A-014 (Colven et al., 1987). The TCE and
PCE stripped from the groundwater are discharged to the atmosphere.

According to an oral presentation by Savannah River personnel in March 1992, more than 10 billion
gallons of water had been treated by June 1991 to remove on the order of 250,000 pounds of VOCs, at
which time the inlet concentration to the air-stripper was still more than 11,000 ppb,, about one-third of
the average first-year concentration of 32,740 ppb. Estimates of the initial inventory of solvents in the area
affected by these weils ranged from 266,000 pounds to 449,000 pounds in the report by Colven, et al.
(1987).
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Although the concentration of contaminants in the feedwater to the air stripping unit has decreased
significantly since 1985, it is still re'tively high and decreasing very slowly. It appears likely that the
initial estimates of contaminant inventory within the aquifer are low, that a considerable additional
inventory is contained in the vadose zone and continues to supply contaminants to the aquifer, and that
the efficiency of removing contaminants dissolved in water is reduced by the heterogeneity of the geologic
media both above and below the water table. Determining the relative contribution of each of these factors
to the overall performance is one objective of performing a detailed performance analysis of this
remediation technology.

VERTICAL WELL SVE TEST

A more detailed plan view of the SVE and ISAS test wells is shown on Figure 1.4. The MHT and MHV
wells were completed to monitor the aquifer and the vadose zone, respectively, during the ISAS test.
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Figure L4. Detailed plan view of remediation and monitoring wells for the SVE
test and the ISAS test, Savannah River Plant.

One obvious possibility for improving the overall effectiveness of the remediation program is to remove
contaminants directly from the vadose zone before they have a chance to reach the water table. The first
demonstration at Savannah River of a process of this type was a short-term vacuum-extraction pilot test
conducted for a total of 21 days in March, 1987 (Looney ef al., 1991a). The three test borings shown in
Figure 1.4, VB2, VBI1, and VB3, were drilled in a straight line running from plant northeast to plant
southwest, essentially parallel to and 5 feet to plant northwest of the process sewer line running from M-
Area operations to the M-Area settling basin.
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VB1 was completed as the principal extraction well, screened and gravel-packed from a depth of about 24
ft. (elevation 342 ft.) to 124 ft. (elevation 242 fL.), about 3 ft. below the water table elevation of 245 ft.

VB2, 50 ft. to plant northeast of VB1, was completed in three intervals with separate access tubes: C, from
24 ft. to 50 ft. (elevation 316 ft to 342 ft.); A, from 58 ft to 92 ft. (elevaiion 274 ft. to 308 ft.); and B, from
116 ft. to 137 ft. (elevation 229 fi. to 250 ft.). The water table elevation reported at this location was 239
feet, about 6 feet lower than in VB1.

VB3, 25 ft. to plant southwest of VB1, actually comprises two borings. The first one, VB3-C, is a single
completion gravel-packed from 19 ft. to 30 ft. (elevation 336 ft. to 347 ft). The second boring is
completed as VB3-A, from 104 ft. to 125 ft. (clevation 241 ft. to 262 ft.), and as VB3-B, from 48 ft. to 80
ft. (elevation 286 ft. to 318 ft.). The reported water table elevation at this location was 243 ft.

The test sequence was rather complex, with five of the seven separately-screened "wells” connected
sequentially to vacuum for about one day each, followed by a day of simultaneous extraction from all five.
Finally, VB1 alone was extracted for the remainder of the test. The total amount of contaminant removed
was 1496 Ib., comprising 1036 1b. of TCE and 460 1b. of PCE, at air extraction rates of 400 to S00 SCFM
(Standard Cubic Feet per Minute). Some additional details are given in Looney et al. (1991a), although
the precise test sequence and flow rates are not included. Significant reductions in vapor-phase
concentrations (2650 to 147 ppm and 960 to 61 ppm for TCE and PCE, respectively) were observed in the
air extracted from VB1 during the test.

HORI1ZONTAL WELL ISAS TEST

Subsequently, Westinghouse Savannah River Corporation initiated a project to drill and install two
horizontal wells, AMH-1 and AMH-2, for further testing of vadose-zone remediation technology (Kaback
et al., 19892 and 1989b). Figure 1.4 shows a plan view of the trajectories of these two wells, and Figure 1.5
gives their projection onto a vertical plane along the "plant east” direction. Figure 1.5 also shows the
screened intervals in the monitoring wells, but their surface elevations are not shown.

The horizontal wells were drilled and completed in September and October, 1988, and were used in the
Air-Stripping Phase of the U.S. Department of Energy's Office of Technology Development (OTD)
Savannah River Integrated Demonstration Project (SRIDP) for the Removal of VOCs at Non-Arid Sites
from July 27, to December 13, 1990. They were also used in the In-Situ Bioremediation Phase, which
started in the spring of 1992. The extraction well, AMH-2, has a screened interval of approximately 200
feet, alnd the injection well, AMH-1, has a screened interval of about 310 feet. (Buscheck and Nitao,
1992)".

Vacuum extraction at approximately 580 SCFM from AMH-2 started July 27, 1990 and continued, with
minor interruptions, until December 13, 1990 (Looney, et al., 1991b). During part of the test period, air
was injected at various rates below the water table through AMH-1, to test the possibility of air-stripping
VOCs from groundwater in situ while using vacuum extraction to remove contaminants from the vadose
zone.

During the first 21 days of operation, a total of approximately 2696 1b. of VOCs was removed, compared
to about 1496 Ib. for the vertical well air extraction test in the same amount of time. This period included
15 days of extraction only, followed by 6 days of extraction combined with injection into AMH-1 at 65
SCFM. Hence, the horizontal-well extraction, combined with 6 days of horizoutal-well air injection,
removed about 80% more VOC mass than a vertical-well system operated for the same length of time.

1The 310-foot length of perforated twbing in AMH-1 given by Buscheck and Nitao agrees with the value on page 8 of Kaback et. al.
(1989b). However, there is no value given for the screen length of AMH-2 in this reference. On page 9, it is stated that wire-wrapped
screen was installed to a depth of 232 feet, with a five-foot section of flexible drill pipe attached at the leading edge of the screen. Figure 5,
however, indicates a cave-in at 205 feet. Although this drawing is not to scale, dimensions on the figure indicate that the top of the screen is
about 15' from the surface (in the vertical section of the borehole) and that the distance along the borchole from the surface to the Lzginning
of the "straight, horizontal” section is about 103.5'. Assuming that the end of the 5' section of flexible drill pipe is at the cave-in (205), the
length of screen would be 205 - S - 15" = 185, instead of the value 200" given by Buscheck and Nitao (1992).
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Figure .5  Projection of trajectories of horizontal boreholes AMH-1 and AMH-2,
and monitoring well screens, on a vertical plane oriented along the
plant east-west direction.

During the air-stripping test period of 139 days elapsed time, total removal of VOCs was about 15923 Ib.
It should be noted, however, that the pump and treat operation removed about 5342 Ib. of VOCs during its
first 615 hours (21.5 days) of operation, and about 23,200 Ib. during its first 133 days.

PERFORMANCE COMPARISONS

Since the remediation operations discussed above have not been completed (i.e., continued to the point
that remaining concentrations are in compliance with groundwater standards or until essentially complete
removal of the initial contaminant inventory has been effected), comparison of their performance is
necessarily imprecise. Perhaps it is appropriate to list some of the reasons that the performance would be
expected to differ:

1. Different carrier fluids transport contaminants from the sediments to the extraction wells: water for
the pump and treat process; air for both the vacuum extraction and air stripping operations.

2. Different operating protocols were used: carrier fluid extraction alone for the pump and treat and
vacuum extraction processes; both extraction and injection of carrier fluid for the air stripping test.

3. Different well configurations were used: vertical wells for the pump and treat and vacuum extraction
processes; horizontal wells for the air stripping process.

4. Qualitatively different subsurface regions are swept by different carrier fluids: saturated zone only for
the pump and treat process, vadose zone only for the vacuum extraction process, and both zones for
the air stripping process.
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S. Different volumes of sediments, at variable and unknown distances from the original sources of VOC
infiltration, are affected by the three processes — i.e., the spatial and temporal scales are quite
different, with the pump and treat operation covering a much larger area than the other two. Figure
1.3 shows that the size of the experimental area is much smaller than the average interwell distance in
the pump and treat array. Presumably, the larger area would have a more diffuse contaminant plume
than the small "hot spot” near the sewer line.

6. Finally, because the interbedding of sands and clays forms an extremely heterogeneous geologic
system, both the initial contaminant distribution and the flow and transport paths during remediation
are highly variable, causing large expected differences from place to place even if all controllable
variables were to be kept the same.

Since air is the carrier fluid for both the vacuum extraction and air stripping tests, we can compare these
two tests more or less directly. However, the air extraction rates were different: 400 to 500 SCFM for the
former, and 580 SCFM for the latter. Using 450 SCFM as an average for the SVE test, the VOC removed
in 21 days was 1496/450 = 3.32 Ib. per SCFM. For the ISAS test, the comparable quantity is 2696/580 =
4.65 1b. per SCFM. On this basis, the improvement of air-stripping compared to vacuum extraction is
100*(4.65-3.32)/3.32 = 40.1%. How much of this improvement is due to the well configuration, how
much to the injection of air, and how much to the different locations and sediment volumes affected,
remains to be determined.

This normalization partially corrects for differences in one of the major operating costs -- i.e., the cost of
handling large volumes of air. However, since no adjustment was made for the fact that ISAS requires
injection as well as extraction of air, this comparison tends to overstate the improvement of ISAS relative
to SVE. If the injection rate is simply added to the extraction rate for the last 6 days, the average air rate is
almost 600 SCFM, and the average extraction rate drops to 4.50 1b. per SCFM. This represents an
improvement of 35.7%, an insignificant change from the estimate based on the extraction rate alone.
However, for the later stages of the test, when higher rates and pressures were used during the injection,
the adjustment would be larger.

Another way of comparing results is to normalize them for the total length of the screened intervals active
during the operation. While the air-rate normalization to some extent adjusts for operating costs, the use
of active screen length would tend to adjust for differences in capital costs. This is somewhat analogous to
the concept of the productivity index for oil wells used in the petroleum literature or the concept of
specific discharge for water wells. Since the cost of drilling is a major part of the capital required to
implement a remediation project, a measure based upon the mass removed per foot of active wellbore
would give a rough indication of the relative effectiveness of different options.

Table 2.1 in Colven et al. (1987) gives the screened intervals for each of the 11 wells used in the pamp
and treat system. All wells except RWM-1 each have four ten-foot screens; RWM-1 has one 60' screen.
Hence a total of 460’ of screened interval is active throughout the pump and treat operation.

For the vertical well SVE test, Table I.1 for the screened intervals was prepared from the well logs given
in Appendix B of Looney et al. (1991a). As noted above, the SVE test sequence was rather complex and
cannot be reconstructed completely from data given in Looney et al. (1991a). The data given by Looney in
Appendix D were used to construct an approximate activity sequence for the first 5.8 days of operation.
This sequence is summarized in Table 1.2.
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Table L.1. Screened interval data for wells used in the Savannah River
Sediment Vapor Extraction (SVE) test.

Screen Label Screened Depth Interval, ft : Active Wellbore, ft

VB1 24 t0 124 100

VB2C 281048 20
VB2A 60 to 90 30

VB2B 117 to 137 20
VB3C 20t0 30 10

VB3B 50to 80 30
VB3A . 105 to 125 20

Table 1.2. Approximate sequence of active screens during the short term SVE
Test at Savannah River.

Time, hr Screens on Vacuum Total Active Feet of Screen

21 VBI1 100

7 VB3B 30

15 VB3B,VB1 130

25 VB3A 20
24 VB2A 30

24 VB2C 20
22 VB1,2A,2C3A,3B 200

Page 6 of Looney et al. (1991a) states that "by the end of the test, 15 days of vacuum extraction from VB1
had been performed.” Elsewhere, it is mentioned that the entire test lasted for 21 days, and the total time
for the sequence given in the table above is 5.8 days (138 hours). We will assume, for the purposes of
normalizing the results on the number of feet of active wellbore, that, for the remaining time of 15.2 days
(365 hr), VB1 was operated on vacuum and that the 15 days mentioned above did not include the
extraction from VB1 during the early stages of the test. Then the time-average length of screen active
during the SVE test is (21*100+7*30+15%130+25%20+24%30+24*20+22*200+365*100)/(24*21) = 93.0
ft.

Buscheck and Nitao (1992) noted that screen lengths in AMH-1 and AMH-2 are 94.5 m and 61.0 m,
respectively, or approximately 310 ft and 200 ft. Appendix E of Kaback et al. (1989b) contains screen and
casing records for these wells prepared by Sirrine Environmental Consultants, resulting in screen lengths
of 309.7 ft for AMH-1 and 204.7 ft for AMH-2. These were used as the active screen lengths in the
calculation of the average active length, as follows:

1. There was no air injection for the first 16 days of the ISAS test. Hence, for the first 21 days, the
average active length was (21*204.7+5*309.7)/21 = 278 .4 ft.
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2. For the entire 139 days of elapsed time during the ISAS test, there was a total of 120 days of actual
operation, based upon 2879.1 hours of operating time given in Excel spreadsheet files supplied by B.
B. Looney in May 1992.<The extraction well alone was active for about 40 days, and both wells were
used for about 80 days of actual operating time (i.e., with down time subtracted). Then the average
active length over the life of the test is (80*309.7+120%*204.7)/120 = 411.2 ft.

Table 1.3 summarizes the performance of the three remediation processes tested at Savannah River for
comparable time periods. The P&T data were taken from Colven et al. (1987), interpolating where
necessary, and the ISAS data were taken from the Excel spreadsheets supplied by B. B. Looney in May
1992.

Table L.3. Comparison of performance of remediation processes tested at Savannah
River, normalized for different well screen lengths.

PROCESS Days PouNDS REMOVED FT OF SCREEN PouNDs PER Foor
SVE 208 1496 93.0 16.1
P&T 21.5 5342 460.0 11.6
ISAS 20.2 2696 2784 9.7
ISAS 20.9 2767 278.4 9.9
P&T 120 21034 460.0 45.7
ISAS 120 15923 4112 38.7

As can be seen readily from Table 1.3, performance of the pump and treat process is essentially the same
as the horizontal-well air stripping process when normalized on the basis of the number of feet of well-
screen active during the operation, for both short and long time periods. In fact, the normalized
performance for ISAS is only about 85% of the P&T performance at both 21 days and 120 days of
operating time. In other words, the ratio of cumulative contaminant removal for these two processes does
not vary with operating time for periods up to 120 days. This suggests that long-term comparisons of
relative rates of removal could possibly be based on shorter-term tests.

The vertical-well SVE normalized test performance for three weeks of operation is higher than the other
two processes, but this may be an artifact of having several one-day extraction tests from different
screened intervals. Since the concentration of VOCs in any carrier fluid generally decreases very rapidly
at the start of an extraction operation, it might be expected that the combined effect of six one-day tests
would remove more contaminant than a single six-day extraction. It is unfortunate that SVE was not
continued long enough for this effect to dissipate.

Clearly, more thorough and sophisticated analyses are required in order to determine which of these
remediation technologies is most effective, and to understand how to design and implement their use in
different geologic and climatic settings. Additional field experience is also needed.

The remaining sections of this report document the use of a number of different approaches to developing
reliable, practical performance analysis methods for evaluating technologies to remediate sediments and
aquifers contaminated with VOCs, using the Savannah River data to provide test cases.
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II. REMEDIATION PERFORMANCE

IDEAL SYSTEM

Consider a tank full of contaminated water, with no source of water inflow. Removing the contaminant
from this ideal system is simply a matter of pumping out its total volume, and the cumulative fraction of
contaminant removed is directly proportional to the cumulative fraction of water removed. A plot of
contaminant concentration vs. time would remain constant at its initial value until all the contaminant had
been removed, then drop to zero.

REAL SYSTEMS

Now suppose that we allow uncontaminated water to enter the tank while we are pumping, and that the
pathways for water flow through the tank are highly variable, so that some pathways are quickly swept
clear of contaminant by the inflow of clean water, while others take much longer. At any time (or,
equivalently for constant extraction rate, cumulative water withdrawal), the water being pumped out will
be a mixture of clean and contaminated water. The rate of contaminant removal will then gradually
decrease with time, since it will depend upon the proportions of clean and contaminated pathways
contributing to total outflow.

The variability in flow pathways arises from several sources, including the spatial distribution of sources
and sinks (flow geometry), instabilities in the physical processes govemning the displacement of one fluid
by another, and the heterogeneity of the porous media within which the displacement occurs. Each source
affects the design and operation of remediation projects differently, and will be considered in later sections
of this report.

Flow Geometry

In a completely uniform porous medium, with a given distribution of sources and sinks, the steady-state
flow of incompressible fluids can be analyzed by potential theory, and the flow regime is completely
described by a family of constant pressure contours and streamlines. The streamlines can be regarded as
the trajectories of fluid particles as they travel from sources to sinks. Since the travel time will vary
depending upon the path followed, the fluid reaching the outflow boundaries (sinks) will generally be a
mixture of clean and contaminated carrier fluid.

These effects are illustrated for several choices of flow geometry in Section III and Appendix A.
Instabilities

Instabilities in fluid displacements arise from density differences, as in the downward displacement of a
less dense by a more dense fluid, from viscosity differences, when a less viscous fluid displaces a more
viscous one, and from other causes. These phenomena are considered in more detail in Appendix D.

The principal effects of instabilities at Savannah River probably occur during the infiltration of the
contaminants through the vadose zone, causing at least some of the observed spatial variation in initial
contaminant concentrations, and consequently contributing to some of the variation in performance of the
remediation processes. The injection of air below the water table also creates an unstable displacement.

Heterogeneity

All geologic materials are heterogeneous, to some degree, at any scale of measurement, with physical and
chemical properties changing either gradually or abruptly from point to point. Most models of flow and
transport processes are based conceptually upon continua, and their degree of success in predicting the
behavior of real systems depends upon how well the actual spatial variability of physical properties is




approximated in the model, and how completely the physical and chemical processes important to process
performance are represented.

The degree of variability and its spatial scale depend upon the specific property being estimated. For
example, the permeability of geologic media can easily vary over five or six orders of magnitude even
within distances of a few tens of feet or less, but the fractional porosity is physically constrained to lie
between zero and unity. In turn, these different properties have varying impact on the performance of in
situ remediation projects and others, such as oil and gas recovery, which also depend upon the flow and
transport of substances in natural media.

Geologic Origin |

Porosity, permeability, mineralogy, and other properties of geologic strata depend upon the specific
processes responsible for their formation or deposition and the uniformity of conditions affecting these
processes. For example, sediments deposited by rivers vary enormously depending upon whether they are
from channels, point bars, or other identifiable characteristic depositional features common to all rivers.
These variations are attributed to the differences in energy of the sediment transport medium (water), with
higher, relatively constant energy (flow velocity) favoring the deposition of well-sorted, more uniform
sediments and lower, variable energy leading to less uniform deposits. Within a particular depositional
sub-environment of a river complex, such as a point bar, flow properties may be highly variable and
stratified in the vertical direction but reasonably uniform laterally.

Other depositional environments, such as shallow marine complexes (deltas, barrier islands, lagoons, etc.)
and dune fields (wind-blown, or eolian, deposits) have their own characteristic distributions of properties
important to flow and transport. To further complicate matters, diagenetic processes (i.e., those affecting
the material after its initial deposition or formation) such as compaction, dewatering, solution,
precipitation, cementation, etc. can introduce even more heterogeneity than the material possessed
initially.

Over the last two or three decades, enormous progress has been made within the petroleum industry in
understanding genetic and diagenetic processes affecting sedimentary rocks (both clastics and carbonates),
and, more importantly for the analysis of remediation processes, in understanding how to use this
information quantitatively to model more realistically the flow of fluids and the transport of dissolved
substances in the subsurface. A particularly good summary of this approach and the data and analysis
requirements is given by Weber and van Geuns (1990).

Contaminant Distribution and Initial Inventory

Geologic heterogeneity affects the initial distribution of contaminants as well as the flow patterns of water
and air during the operation of a remediation project. The measured concentrations of contaminants in
samples (carefully taken to avoid contamination and mixing) of both sediment and water commonly vary
by several orders of magnitude within a single borehole, as well as from borehole to borehole within
correlative strata. In sediment samples from the vadose zone at the SRIDP site, reported TCE
concentrations varied from less than the detection limit of 2 ppb to more than 16,000 ppb, and PCE
concentrations varied from the same lower limit to almost 9,000 ppb (Eddy et al., 1991), a range of almost
four orders of magnitude.

The measured concentrations themselves are subject to large errors, not because of limited analytical
precision or heterogeneity per se but because the process of sampling subsurface sediments and bringing
them to the surface for analysis can lead to large changes in concentration compared to undisturbed
conditions. An example was given (for samples taken below the water table) by Bishop et al. (1990) at the
Lawrence Livermore National Laboratory site, where PCE has contaminated sediments originally
deposited in a fluvial environment. Flushing by mud filtrate during coring appears to have removed 60%
to 75% of the original water content of the sediment, with a corresponding reduction in PCE
concentration in the sample pore water, based upon differences in calcium and sodium ion concentrations
between water centrifuged from the samples and discrete groundwater samples.
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At Savannah River, flushing was not a problem in the vadose zone because the samples were obtained as
drive cores using a split spoon sampler. However, there will almost certainly be a significant loss of
contaminants from the vapor, phase. In situ, the total mass of VOCs in the vapor phase is of the same
magnitude as in the aqueous phase; hence, the reported contaminant concentrations may be low. Losses
from either vadose zone or aquifer samples are most likely to be greatest in the most permeable sediments,
which may at least partially account for the observation that fine-grained sediments tend to have more
contaminant than coarse-grained sediments. Thus, heterogeneity contributes at least indirectly to the
difficulty in estimating the amount of contaminant initially present and to the problems of comparing’
concentrations in extracted air or water to concentrations in situ.

At typical vertical spacing of one or two meters between sample points, adjacent sample concentrations
can differ by factors of 10, 100, or more, and the same data could support very different estimates for the
total contaminant inventory depending upon the method used for interpolating between measured values.
Although some of this observed heterogeneity arises from such causes as a spatially and temporally non-
uniform distribution of contaminant sources or localized variations in infiltration and runoff, the
dominant effects in most cases results from the intrinsic heterogeneity of the geologic media. The
resulting uncertainty in “the initial contaminant inventory can be reduced by more closely-spaced
sampling. If we are willing to spend enough money, the emrors in parameters simply related to
measurements can be reduced arbitrarily close to zero.

Extraction Efficiency

There are, however, consequences of heterogeneity for contaminant transport which cannot be removed by
gathering more data. To illustrate this point, refer to Fig. I.1.
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FigureIL1. Normalized performance curves for contaminant extraction from
heterogeneous media. The heterogeneity parameter, o, is zero for an
ideal homogeneous system. The larger the value of G, the greater the
degree of heterogeneity and the longer a remediation project will have
to operate to achieve given remediation targets.

This figure is based (see Section IV and Appendix B) on an extension of a simple model described by
Chesnut, Cox, and Lasaki (1978) for waterflooding petroleum reservoirs. A similar model for



groundwater travel time associated with nuclear waste repositories was presented recently by Chesnut
(1992).

In these models, flow pathways are assumed to be distributed between inflow and outflow boundaries
according to a log-normal probability density function with standard deviation ¢ (basis: natural
logarithms). For ¢ = 0, the plot of cumulative contaminant extracted vs. throughput is exactly like it
would be for pumping contaminated water from a tank as described above, and the corresponding
normalized concentration remains constant until exactly one tank volume has been pumped out (i.e., the
normalized throughput reaches 1.0), then drops to zero. This represents the ideal case of stable linear
("piston-like™) fluid displacement in a perfectly homogeneous medium. There is no mixing of
contaminated with uncontaminated fluid,

The normalized concentration vs. normalized throughput curves are labeled with the selected values of o;
0.0, 05, 1.0, 1.5, 2.0, 2.5, and 3.0. These labels are omitted from the corresponding normalized
cumulative extraction curves to avoid clutter, but they should be easy to distinguish if one keeps in mind
that larger values of ¢ require larger amounts of throughput to reach a given fraction of contaminant
removal — e.g., a throughput of 0.99 is required to remove 99% of the contaminant for =0, but a
throughput of more than 2.5 would be required to reach the same percentage removal for ¢ = 0.5.

As ¢ increases, the displacement becomes less and less “piston-like,” and the throughput required to
achieve a desired reduction in contaminant concentration increases many-fold. For example, typical
contaminant concentration targets for remediation are on the order of 5 or 10 ppb. For groundwater
concentrations of more than 10,000 ppb found at Savannah River, the required reduction is more than 3
orders of magnitude. Reducing the contaminant concentration by a factor of 1000 requires between 4 and
5 times the ideal throughput for 6 = 0.5, and more than 10 times the ideal throughput for ¢ = 1.0. A value
of 0.5 represents a degree of homogeneity seldom seen in field-scale displacement processes, and many
commercially successful waterflood projects exhibit performance consistent with ¢ equal to 0.8 or higher.

Although the parameter ¢ is introduced in the derivation of these models as the standard deviation of an
assumed log-normal distribution of permeability, it seems, in practice, to account, at least to first order,
for all effects causing fluid displacement to depart from the "piston-like" ideal, including viscous or
gravitational instabilities and the distribution of streamlines resulting from non-linear flow paths. The
functional forms relating concentration vs. throughput and cumulative removal vs. throughput seem
capable, in most cases, of adequately representing both field data and the results of much more complex

finite-difference and similar models. However, the numerical value of ¢ often must be adjusted from the
value derived from permeability data alone, especially when time-dependent processes (such as diffusion
or imbibition) are significant.

In this highly simplified model, only four parameters are used to determine the rate and cumulative
amount of contaminant removed as functions of time or camulative carrier fluid extracted:

e The total initial inventory of contaminant.

¢ The average initial concentration of contaminant in the carrier fluid within the bulk capture volume.
o The fraction of the bulk capture volume which is contaminated.

e The heterogeneity parameter.

The actual application of this model depends upon developing methods of determining these parameters
for specific remediation processes, geologic settings, well patterns and types, extraction and/or injection
rates, etc., from characterization and other data, and from the use of more complex models to investigate
the rble of specific physical or chemical processes and mechanisms. Provided that it can be properly
validated and calibrated in specific geologic environments, it can form the basis for Monte Carlo or other
probabilistic analyses of process performance.
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Note that no amount of characterization data will eliminate the "smearing™ of contaminant removal as a
function of cumulative throughput — it can only tell us how bad the situation is. We can reduce the
uncertainty in our predictions of the time and cost required for cleaning up the contaminant, but there is a
very.real possibility that in extremely heterogeneous media the cost will be unacceptable. An ultimate goal
of a modeling system or strategy is to provide solid, defensible forecasts of remediation performance so
that intelligent decisions can be made concerning the allocation of scarce resources, including making
sound arguments to regulatory agencies and the public that costs may not be commensurate with benefits.

OBJECTIVES OF ANALYSIS & EVALUATION

The fundamental purpose of the Analysis and Evaluation Task is to understand the factors responsible for
the observed performance differences summarized in Section I. It is especially important to determine how
much of the difference between one test and another is due to the effects of different operating conditions
(such as choice of the number, location, and geometry of wells, the choice of a remediation process, etc.)
and how much is due to variation in the contaminant distribution and flow paths imposed by the
heterogeneities of the geologic media involved.

Freeze and his colleagues, in a four-part series of papers [Freeze et al. (1990), Massman ‘et al. (1991),
- Sperling er al. (1991), and Freeze et al. (1992)], refer to the different operating conditions that may be
chosen as decision variables, since a manager must decide which of the various alternatives is "best"
according to some rational and defensible criterion. Without a quantitative understanding of the degree to
which these choices affect the performance of remediation processes, it is impossible to optimize these
projects, to predict accurately how long might be required, or even to justify the choice of one technology
over another. This report documents the progress we have made as of &:ptember, 1992 in developing this
understanding, and outlines the direction of future work needed to pursue the promising leads that have
been developed up to this point.



III. EFFECTS OF FLOW GEOMETRY

As indicated in Section II, fluid flow between sources (injection wells) and sinks (extraction wells), even
in a homogeneous porous medium, is heterogeneous in the sense that streamlines have different lengths,
and hence correspond to different travel times for sweeping contaminants to an extraction well. Even if
the contaminant is initially uniformly distributed, the extraction rate versus time will depart from that of
the ideal system described in Section II and illustrated for ¢ =0 in Fig. IL1.

STREAMLINES

Figure III.1 shows one quadrant of a streamline contour map for an isolated five-spot well pattern, in
which a single irjector penetrating an infinite horizontal permeable stratum is located in the center of a
square defined by four extractors completed in the same stratum and located at its corners. Multiple
replications of this pattern are frequently used in waterflooding petroleum reservoirs. By definition, the
total volumetric flow rate between any pair of adjacent streamlines is the same as the rate between any
other pair. Hence, the streamline pair, (i.e., stream channel), enclosing the smallest area will have the
shortest travel time between injector and producer. This "principal stream channel” is easily seen in

Figure IIL1. Contour map of streamlines in an isolated five-spot pattern. The
injection well is located at the bottom left-hand corner and one of the
four extraction wells is located near the upper right-hand corner.



Fig. 1.1 to be the channel bracketing the main diagonal directly connecting the injection and production
well.

Brigham and Abbaszadeh-Dehghani (1987), in an article on the use of tracer testing for characterizing
petroleum reservoirs, presented a clear discussion of the different mechanisms responsible for the mixing
of displacing and displaced fluids, including the effects of flow geometry. Theoretically, stream channels
are completely independent of each other, and mixing occurs only at the production well, not within the
reservoir. They found that the breakthrough of injected fluid at the production well for all common
waterflood patterns, including the five-spot, is described by the following equation:

[, =1-05- {exp[—-LSlO 'VPDosao] + exp[—0.715 .VPDo.m ]},
V, =V, @D

whereV_, = .
PD 1 - VPBT

In Eq. (0I.1), f, is the fraction of injected fluid in the produced fluid, VP is the number of pattern pore

volumes injected, and VpBT is the number of pattern pore volumes injected at breakthrough of the injected
fluid (approximately equal to 0.42 for a five-spot pattern). If the pore volume is assumed to be filled

initially with contaminated groundwater at constant contaminant concentration, then 1— f 4 Will be the
normalized contaminant concentration in water produced from the extraction well, as shown in Fig. I1.2.
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Figure IIL2. Normalized contaminant concentration vs. pore volumes of water
extracted (or injected) for an ideal homogeneous five-spot initially
filled with water at a constant contaminant concentration.
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Note that, in an ideal contaminant removal process, the normalized contaminant concentration in the
extracted water would remain equal to unity until exactly one pore volume had been extracted, and would
then drop to zero. The "heterogeneity” arising from flow geometry effects causcs a pronounced right hand
tail to the performance curve, so that about 10 pore volumes would have to be extracted in order to reduce
the contaminant concentration to 0.001 of its initial value. We emphasize that this effect would occur
even in aquifers with completely uniform porosity, permeability, and contaminant distributions, in the
absence of dispersion, adsorption, diffusion-limited mass transfer rates, or other mechanisms aofien
invoked to account for the right-hand tail on field curves for contaminant extraction. These mechanisms
may be important, but it may not be possible to ascribe actual performance uniquely to one or more of
these processes.

STREAMLINE MODELS FOR VERTICAL VAPOR EXTRACTION WELLS

In the previous section, we showed how contaminant extraction can be calculated from a streamline
distribution as a function of cumulative total fluid extracted for a particular pattern and a very simple -
that is, uniform - initial distribution of contaminant within the pattemn. We extended this approach to
model advective contaminant transport in soil vapor extraction from single, isolated wells. This work was
presented by one of the authors (R. W. Falta) at the AIChE 1992 Summer National Meeting in
" Minneapolis, MN (Falta, et al, 1992). A copy of the unpublished preprint is included as the first part of
Appendix A.

The basic approach is as follows:

e Determine, analytically, the steady-state pressure distribution created in the porous medium by
extracting gas from the well for the specific boundary conditions of interest

e Using the Cauchy-Rieman equations, determine the normalized streamfunction as a function of
position over the region of interest.

o Calculate the travel time distribution from the pressure solution by integrating along streamlines.

¢ Superimpose a streamfunction contour plot and a travel-time contour plot on a spatial plot of the
contaminant distribution.

e Determine which contaminated elements reach the extraction well as a function of time.

Examples of contaminant concentration versus time in the extracted vapor are given in Figures 9, 12, and
14 of the preprint (see Appendix A). In the first two examples, the contaminant concentration is a
monotonically decreasing function of time, since the initially contaminated region intersects the extraction
well bore. In the latter examr.c, the concentration at first increases, then passes through a maximum, and
finally decreases, due to a layered initial contaminant distribution causing a delay in breakthrough of
contaminant from some regions.

The second part of Appendix A was written by R. W, Falta, and provides the algorithm and code listing
for calculating the gas pressure distribution and the streamfunction distribution for a horizontal extraction
well combined with a horizontal injection well, for potential application to the ISAS test at Savannah
River. The next step in this work, which was not funded, would have been to extend the contaminant
transport calculations illustrated for vertical wells in the first part of Appendix A to the horizontal well
case, and include an initial contaminant distribution more or less like the SRID site.
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IV. EFFECTS OF PERMEABILITY VARIATION

Although differing in important details, modeling groundwater or vadose zone remediation is
conceptually similar to modeling enhanced oil recovery, in that both typically involve multi-phase, multi-
component fluid systems, transient flow and transport conditions, and complex chemical, physical, and
even biological processes goveming the transfer of mass and energy among elements of the subsurface
system (i.e., the aquifer or petroleum reservoir and its contained fluids) and between the system and its
surroundings. Both types of processes involve¢ the displacement of one fluid by another, and fluid
displacement efficiency is profoundly affected by the spatial heterogeneity of the geologic media in which
these displacements are conducted. Process efficiency, in turn, depends strongly upon fluid displacement
efficiency.

Geologic media are generally much more heterogeneous than the porous materials used in chemical
processing equipment, such as packed columns. One of the daunting problems in modeling fluid
displacement processes in natural materials is the adequate characterization of their heterogeneity. The
degree of success in predicting the flow and transport behavior of real systems depends upon how well the
actual spatial variability of physical properties is approximated in the model, as well as upon how
completely the physical and chemical processes important to process performance are represented. Since
any model, no matter how complex, is an approximation, the central problem for modelers is to simplify
the problem as much as possible without losing the predictive accuracy required by project objectives.

The degree of variability and its spatial scale depend upon the specific property being estimated. For
example, the intrinsic permeability of geologic media can easily vary over five or six orders of magnitude
even within distances of a few tens of feet or less, but the fractional porosity is physically constrained to
lie between zero and unity. In turn, these different properties have varying impact on flow and transport
through the system.

The petroleum industry has produced an enormous literature of laboratory investigations, field data, and
model studies concerned with the injection of water, carbon dioxide, air, hydrocarbon gases, steam,
polymer solutions, and surfactants into petroleum reservoirs, and the resulting production of oil, other
native fluids, and injected substances. Much of this work has been focused on the prediction of oil
recovery as a function of time, and frequent reality checks between models and experiments have been
impartially imposed by economics. Hence, the analysis of petroleum production processes, and appropriate
modification of the methods used, may accelerate the development of cost-effective characterization and
modeling approaches for remediation projects.

In Appendix B, we summarize in detail the derivation of a simple "heterogeneity parameter” model
described by Chesnut er al. (1979) for predicting (or extrapolating) the performance of waterfloods in
depleted petroleum reservoirs. The approach is then extended to develop a model for contaminant removal
from sediments by the extraction of contaminated air from a vadose zone or contaminated water from an
aquifer. A similar analysis was used recently by Chesnut (1992) to define quantitatively, for heterogeneous
systems, the concept of "groundwater travel time" introduced by the Nuclear Regulatory Commission as
one criterion for determining the suitability of a site as a potential repository for high-level nuclear waste.

Appendix C contains details of fitting either field data or the results of more complex model calculations
with the heterogeneity parameter model. In the following sub-sections, we first summarize briefly the
general model and the physical interpretation of the parameters for the different displacement processes
(waterflooding, vapor extraction, and pump and treat), then give the results of fitting the Savannah River
ISAS and P&T data.



HETEROGENEITY PARAMETER MODELS

These models all start with the concept of an ideal linear "piston-like" displacement described verbally in
Section II and mathematically in Appendix B. This concept is represented pictorially in Figure IV.1 as a
square pulse with both width and height equal to unity.

14\
Y

Figure IV.1. Ideal normalized removal rate, £, versus normalized fluid throughput
Y. The normalized delay parameter is A.

In the case of waxerﬂoodmg, £ is the ratio of the oil production rate to the water injection rate, and is the
ratio of cumulative water injected to the amount of movable oil present at the start of water injection. The
delay parameter accounts for the water that must be injected to displace free gas from the reservoir before
any oil can be displaced. If there is no free gas, 4 is equal to zero, oil production starts immediately, and

all the oil is displaced when y = 1. Both injected and produced fluid rates and cumulatives are used in the
analysis, since both are typically measured.

In the case of contaminant removal, £ is the ratio of contaminant concentration measured at the extraction
well, divided by the average initial concentration of contaminant in the carrier fluid within the initially
contaminated fraction of the capture volume. The delay parameter A is the ratio of the volume of initially
clean sediment to the total capture volume, assuming that the contaminant must be transported through
the clean sediment before reaching the extraction point. The variable 7 is the ratio of cumulative carrier
fluid extracted to the amount that would have to be extracted to remove all of the contaminant at its
average initial concentration. Only extracted contaminant concentration and cumulative carrier fluid
extracted are used in the analysis, since no fluids are injected in some applications.

Figure IV.2 shows the normalized cumulative removal, Z, as a function of normalized throughput, ¥, For

waterflooding, = is the cumulative fraction of the waterflood movable oil recovered, and for contaminant
extraction, it is the cumulative fraction of the initial contaminant mass recovered. In both cases, a value of
unity corresponds to complete recovery.
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This ideal process is completely specified by three parameters (which have different physical meanings for
the different processes considered):

1. A normalizing factor for the rate of production;

2. A normmalizing factor for the cumulative production (essentially the total mass of oil or contaminant
initially in the system);

3. A delay parameter.

uj

l.+A,
Y

Figure IV.2. Ideal normalized cumulative removal, Z, versus normalized fluid
throughput, ¥. The delay parameter is A. Note that the cumulative
removal reaches unity at a throughput of 1+A, and is zero for a
throughput of A or less.

For heterogeneous systems (under certain simplifying assumptions given in Appendix B), it is only
necessary to introduce one additional parameter, o, which characterizes the degree of heterogeneity. For
o= 0, the system exhibits the ideal behavior sketched in Figs. IV.1 and IV.2. We showed previously the
normalized response curves for several values of ¢, with A = 0, in Fig. IL.1.

The equations for normalized removal rate and normalized cumulative mass removal as functions of
throughput are as follows:

2 2

,n[x]+9_ 1,,[_7_]+9_

A 2 A+1 2
=Pl £ L _p{ LT ] £
&) c c -



Ey)=7-E()+{1+r}-@

Y _|_ o’ y]_o?
{2, iy
-1;2_2_)‘.(1)__;"___2_ av.2)

where <I>

j ¢ " Pdx is the normal probability integral.

In applying these equations to contaminant extraction, note that § = c/c,, where c, is the average initial
contaminant concentration in the carrier fluid (water for a pump and treat system or air for a vacuum

extraction system). The normalized cumulative removal, Z, is equal to M/M,, where M, is the total initial
mass of contaminant.

The normalized throughput, yis Q/(My/c,y), where Q is the cumulative volume of carrier fluid extracted.
Note that if the concentration of contaminant in the carrier fluid were to remain constant until all the
contaminant had been extracted, the total carrier fluid volume extracted at complete removal would equal

MO/CO'
For carrier fluid extraction at a constant average rate ¢, time can be introduced by noting that Q = g¢t, and

a dimensionless time can be defined as 1 = #(qcy/M;) = 1/t,. The characteristic time, ¢, = M, /(qc ), is the
time which would be required to remove all the contaminant at concentration c, with a constant carrier
fluid extraction rate, g.

The total capture volume is (1+4)V,, where V. is the contaminated bulk volume within the capture zone,

and AV, is the uncontaminated part of the bulk volume within the capture zone. The delay parameter A is
included to allow for extraction projects in which the contaminant is not immediately adjacent to the
outflow boundary when extraction begins.

Up to this noint, the heterogeneity parameter model makes no distinction between air as the carrier fluid
(as in vapor extraction) or water as the carrier fluid (as in pump and treat). The difference arises in the
relationship of the initial contaminant mass inventory to the contaminated bulk volume and the initial
average concentration in the carrier phase.

For vapor extraction, we show in Appendix B that the initial contaminant inventory is given by

M, =V[C,0S,+C,0(1-S,)]

1—
=V.C.0S, [1 + &L__S_)]
C..S,

av.3)

In Eq. (IV.3), the substitution C,, = c, has been made to emphasize that the initial contaminant
concentration refers to the mobile phase. In this equation, V, is the bulk volume of contaminated
sediment, ¢ is the average porosity, and S, is the average gas (or vapor) saturation as a fraction of the pore
volume. C,, is the concentration in the (immobile) aqueous phase, assumed to be in equilibrium with the
average initial vapor phase concentration.
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In the second line of Eq. (IV.3), the factor in front will be recognized as the total initial contaminant mass
in the mobile carrier phase, and the term in brackets is just unity plus the ratio of contaminant mass in the
stationary aqueous phase to contaminant mass in the mobile phase. This will be recognized as the
retardation coefficient arising from the partitioning of contaminant between air and water in the vadose
zone.

This result is easily generalized by inspection to include the partitioning of contaminant among several
stationary phases (e.g., linear adsorp:ion on the solid phase), so long as the total mass can be represented
as a retardation coefficient times the mass in the mobile phase. In particular, the application of the
equations to pump and treat is obvious, replacing ¢S, by ¢ and the term in brackets by I + R, to allow for
partitioning between the mobile aqueous phase and the stationary solid phase.

Finally, note that the retardation coefficient does not appear explicitly in the dimensionless equations:
only the total mass inventory and the average mobile phase initial contaminant concentration are needed
to normalize the performance data. However, it is required if one wishes to attempt an a priori forecast of
contaminant extraction from independent estimates of capture volume, porosity, contaminant
concentration, etc. Note that the ratio of water saturation to gas saturation is particularly important in
determining R for vadose-zone remediation. For clays, the water saturation is typically near unity, and the
retardation coefficient may be quite large even with no solid phase adsorption. This model does not
explicitly account for the occurrence of non-aqueous phase liquids (NAPLs), although they could be
accommodated in modest amounts in the sense that they would show up in the initial contaminant
inventory and average concentration.

Figures IV.3 through IV.9 show the sensitivity of the normalized contaminant extraction rate curves to the

parameters A and o. These parameters determine the shapes of the plots, on log-log axes, of field
contaminant concentration vs. cumulative throughput. The initial concentration and contaminant
inventory parameters merely shift the curves along the vertical and horizontal axes, respectively. Hence,
these plots could be used as type curves for matching similar plots for field data, although the procedure
given in Appendix C, using a spreadsheet, is easier because the comparison of plots can be done on a
computer screen instead of with graph paper.

It can be shown, by some tedious manipulation of Eq. (IV.1), that the function &(%) has a maximum at a
normalized throughput equal to f , where

v =R A1+A) av.4)

and the maximum value of £ is given by

Iv.5)

Note that the point at which the maximum occurs shifts to the right with increasing A, and to the left with
increasing ¢. The magnitude of the maximum decreases monotonically with increasing ¢ and with

increasing A. The normalized concentration versus throughput curves become progressively broader as ¢
increases.
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Figure IV.4. Variation with A of normalized contaminant concentration vs. v for
o = 0.50.
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Figure IV.9. Variation with A of normalized contaminant concentration vs. y for
c = 2.50.

APPLICATION TO SR IN SITU AIR STRIPPING TEST

Two horizontal wells, AMH-1 and AMH-2, were drilled and completed in September and October, 1988,
for use in the Air-Stripping Phase of the Savannah River Integrated Demonstration Project for the
Removal of VOCs at Non-Arid Sites. The extraction well, AMH-2, has a screened interval of
approximately 200 feet entirely within the vadose zone, and the injection well, AMH-1, has a screened
interval below the water table of about 310 feet.

Vacuum extraction at approximately 580 SCFM from AMH-2 started July 27, 1990 and continued, with
minor interruptions, until December 13, 1990 (Looney, e? al., 1991). During part of the test period, air
was injected at various rates below the water table through AMH-1, to test the possibility of air-stripping
VOCs from groundwater in situ while using vacuum extraction to remove contaminants from the vadose
zone.

During the first 21 calendar days of operation, a total of approximately 2696 1b. of VOCs was removed.
For the first 15 days, only the extraction well was used. Injection into AMH-1 at 65 SCFM began on day
16, and the rate was increased to 140 SCFM on day 28 and to 270 SCFM on day 69. Injection stopped on
day 113, and extraction continued to day 140. Note that all time references are in calendar days elapsed
from the start of the test. Approximately 120 days of actual operating time were achieved, accomplishing
the removal of about 15900 pounds of VOCs.

As a preliminary step in applying the heterogeneity parameter model to vapor extraction in heterogeneous
systems, concentrations of TCE and PCE in the gas extracted from AMH-2 were plotted versus hours of
net operating time (i.e., with down time subtracted), using a log-log scale, in Fig. IV.10. The resulting
curves bear only a slight resemblance to the normalized model curves previously shown in Fig. IL.1 for
A = 0. However, the sequence of curves given by Figs. IV.3 through IV.9 shows that the shape of the
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concentration versus time plots can be varied considerably by appropriate choice of the parameters, and
that relatively high values of ¢ will be needed to obtain curves spanning several orders of magnitude in
time.

:
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Figure I'V.10. Contaminant concentrations (ppm by volume) measured in gases
extracted from horizontal well AMH-2 during the Savannah River
Integrated Demonstration of In-Situ Air Stripping.

A complication arises from changing operating conditions during the course of the test. Many simplifying
assumptions were made in the derivation of the model equations. One of the more important of these is
the implicit assumption that the pore volume affected by the extraction well remains constant over time.
This is probably justified if operating conditions are held constant and the flow properties of the system
are such that a pseudo-steady state is reached in a time short compared to the duration of the operation.

There were several significant changes during the operation of the In-Situ Air Stripping Test. Injection at
65 SCFM was started 342.5 operating hours after extraction began, was increased to 170 SCFM at 655.0
hours, and then increased again to 270 SCFM at 1511.6 hours. Injection was terminated at 2261.6 hours,
and extraction continued until 2879.1 hours. These changes altered the capture volume of AMH-2.

To attempt fitting the data, we decided to concentrate first on the initial 342.5 hours, when the operation
was a pure vapor extraction process. Spreadsheet PCE_TCE.XLS was developed to import the field
concentration vs. time data, accept input values for the model parameters, calculate the normalized
concentration vs. normalized cumulative extraction from Eq. (TV.1) for these values, and graph both the
field data and model calculations on the same log-log plot so they can be compared visually.

Examination of the model equations shows that there are four parameters to be determined: 4, o, Cy, and
19 The first two are dimensionless parameters which affect the shape of the concentration response curve
when plotted on log-log paper. The second pair are scale factors (a characteristic concentration and a
characteristic time, respectively) which translate the log-log response curve parallel to the vertical and
horizontal axes without changing its shape.
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Since the field vapor-phase contaminant concentration data are given in ppm by volume, and any
consistent units can be used for the normalized concentration appearing in the left hand side of Eq (IV.1),
it is convenient to choose the vertical scale factor ¢, to match the field data as reported, then convert the
final results to mass per unit volume as follows:

av.e

C, = lO"c.,( MW)

359.1
In Eq. (IV.6), ¢, is in ppm by volume, MW is the molecular weight in b, per Ib.-mole, and the constant

in the denominator is the number of standard cubic feet per 1b.-mole of an ideal gas. The concentration
C,, will then be in Ib,, per SCF.

The parameter ¢, for translation along the horizontal axis maps the normalized cumulative extraction into
a corresponding value for the independent throughput variable. Since the extraction rate was treated as a
constant in deriving the model equations, either time or cumulative extraction can be used as an
independent variable for plotting the response curve. Time is somewhat more convenient if the injection
rate does not vary much, If it does vary significantly, it will often be advantageous to use the cumuiative
extraction as the horizontal scale. We chose to use time because the extraction rate was almost constant
except when the system was down, and down time was subtracted from elapsed time. Hence we seek a
scale factor by matching the plots such that

t=ty . av.n

Since yis dimensionless, it is obvious that ¢, is a characteristic time. From the discussion of heterogeneity
parameter models following Egs. (IV.1) through (IV.3), recall that

M,
ly =—" av.s)
qc,
After determining values for the two scale factors ¢, and ¢, by matching the field data, and calculating C,,,
from Eq. (IV.6), the total initial mass inventory can calculated from

. M, =C.q (Iv.9)

In using Eq. (TV.9), care must be taken to use consistent units. For time in hours and concentration in Ib,,
per ft3., the volumetric extraction rate must be in cubic feet per hour. The mass inventory will then be
obtained in pounds mass.

Figure (IV.11) shows a plot from the spreadsheet for fitting the model to the early time data for TCE
concentration in the extracted gas. The agreement between the model and field data is visually quite good
before air injection started. There is an increasing spread between the model and the field resuits as the
operation continues, indicating that air injection may be sweeping contaminant to the extraction well
which would not be extracted otherwise. No attempt was made to match the cumulative contaminant mass
withdrawal directly.

Figure (IV.12) shows the match for the early-time PCE data. Again, the match is quite good until about
the time that air injection began, with an even more pronounced departure afterward than is shown by the
TCE data.
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Figure IV.11. Fit of early-time TCE extraction data to the heterogeneity parameter

model. The squares are the data points, and the smooth curve is
calculated from Eq. (IV.1) with 4 = 0.10, o = 2.5, Cp = 1000, and

t0=800hr.
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Figure IV.12, Fit of early-time PCE extraction data to the heterogeneity parameter
model. The squares are the data points, and the smooth curve is
mlcullatgd from Eq. (IV.1) with 1 = 0.01, o = 2.5, Cp = 1500, and
Cj = 150.
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The parameters from the early-time match were used in a second spreadsheet to calculate concentrations
of TCE and PCE in ppm for each time they were measured, and the calculated values were subtracted
from observed values to obtain residuals. These residuals were assumed to result from the sweep of
additional contaminant inventory to the extraction well as a result of injection, and the effect of injection
rate was ignored. The spreadsheet was then used to fit these residual concentrations with a second set of
parameter values for each contaminant. The results for TCE are shown in Fig. (IV.13); those for PCE are
shown in Fig. (IV.14).
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Figure IV.13. Residual TCE concentrations compared to model calculations with
parameters chosen to fit the residual data. The parameter values are

shown in Table I'V.1.
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Figure IV.14. Residual PCE concentrations compared to model calculations with
parameters chosen to fit the residual data. The parameter values are
shown in Table IV.1.
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Although there is considerable scatter in the data, the overall agreement shown in Figs. IV.13 and 1V.14
is reasonably good. More emphasis was given to obtaining a match at later time than at early time, since
the injection conditions were held constant for a longer interval. Parameter values for the early-time (VE)
and late-time (AS) models are given in Table IV.1 for both TCE and PCE.

Table IV.1. Summary of heterogeneity model parameters obtained by fitting field
data for the concentration of VOCs in the gas extracted during the Savannah River
Integrated Demonstration of In-Situ Air Stripping. The total TCE inventory is
estimated to be about 21,000 Ib., and the PCE inventory estimate is just below

60,000 1b.
Parameter TCE vgy | TCE(ss5) | PCEwg) | PCEs)
2 0.10 8.00 0.01 0.5
- 2.5 0.8 25 1.1
Cg» ppmV 1000 1700 1500 700
Iy hr 800 500 150 5000
M, w. 10186 10823 3616 56246

The spreadsheet was then used to calculate concentrations vs. time for each set of parameters for each
contaminant, and the resulting pairs of concentration values for TCE and PCE were added together at
each time to produce total concentration vs. time curves for each contaminant. The results are shown and
compared with field data in Fig IV.15. The agreement is quite good.
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Figure IV.15. Final results of fitting field data as the sum of two model curves for
each contaminant. The parameter values are given in Table IV.1.
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Finally, Eq. (IV.2) was used to calculate the cumulative mass extracted for each component for both
parameter sets, and the results for each separate component were added together. The resulting cumulative
extraction plots are given in Figs. [V.16 and IV.17.
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Figure IV.16. Comparison of model and field results for cumulative TCE extraction.
The lower curve is an estimate for extraction assisted by air stripping,
and the next curve above is for extraction alone. The upper smooth
curve is the total extraction predicted by the model, which is in close
agreement with the data points (shown as squares).

12000.00

10000.00

8000.00

-

6000.00

4000.00

Mass Extracted, Ib

2000.00

0.00 ¥ l ~ —
0 500 1000 1500 2000 2500 3000

Operating Time, Hours

Figure IV.17. Comparison of model and field results for cumulative PCE extraction.
The curves are similar to those for TCE in Fig. IV.16, except that the
curve including the effect of air-stripping crosses the extraction-only
curve at about 1000 hours and accounts for most of the PCE by the
end of the test.
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Cumulative extraction estimates calculated from the measured concentration data and the nominal
extraction rate are 5218 Ib. for TCE and 11149 Ib. for PCE. Comparable model results are 5323 1Ib. and
11511 Ib., respectively. The model estimate is about 2% above actual for TCE and about 3% above actual
for PCE, which is remarkably close agreement. However, it should be quickly noted that there are a
number of parameters to adjust, and this agreement may merely reflect the existence of enough degrees of
freedom to match almost any data set.

If we tentatively accept the total mass inventory indicated by the model parameters chosen (o fit the data,
the VOC recovery of about 16000 1b. is only about 20% of the indicated initial contaminant inventory of
approximately 81,000 Ib.

We emphasize that this document is a progress report in the development of an approach for quantifying
the effects of field-scale heterogeneities on remediation processes. It is not a finished product, and much
work remains to be done even with Savannah River data before taking the results too seriously. However,
the general approach has worked well when applied to waterflooding reservoirs with enough core data to
determine accurate a priori estimates for the model parameters (pore volumes, saturations, and the
variance of intrinsic permeability), provided that the flood pattern was left unchanged over most of the
project life. In such cases, there is little difference between the parameter values determined from core
data and the values obtained by least-squares fitting of the production response curves. Each waterflood
response curve requires only a single set of parameters.

In the curve-fitting exercise for the ISAS experiment at Savannah River, it was necessary, conceptually, to
associate two different pore volumes with each contaminant concentration vs. time curve in order to match
the model to the field data. An analogous situation sometimes occurs in highly stratified petroleum
reservoirs, when the system responds as two distinct layers connected only through the wellbores. It is
then easy 10 justify the addition of two response curves to obtain the total production.

In the present case, this justification is not so easy. While the introduction of a mass source into the
system by injecting air will certainly change the flow pattems, the treatment of the subsequent behavior as
a continuation of the early time performance with a second response added is basically an ad hoc
assumption and needs to be investigated further. Simulators will be very useful in this investigation,
because it is then possible to specify exactly the distribution of the important physical variables, in
contrast to a real system.

However, at present, it is interesting to speculate on the meaning of the results obtained above. One of the
difficult problems in analyzing the Savannah River experience is the separation of the effects of the
horizontal well geometry from the effects of air injection on the overall VOC recovery performance. Until
we can develop a clear rationale for this separation, it is difficult to transfer the technology.

Another problem arises in comparing in-situ air stripping with other remediation technologies which have
been applied at the site. The pump and treat system has been in operation for more than seven years, but it
encompasses a much larger area. For this reason, it would be expected to perform more poorly than a
small-scale system located near a "hot spot” of contamination. The vertical-well vacuum extraction test
conducted before the horizontal system was developed was also in the hot spot area, but the test was much
too short to allow a good comparison to be made with in-situ air stripping.

If the model results can be taken seriously, the' performance with and without air injection can be
calculated directly from the two sets of model parameters given above. The model result for total VOC
extracted during the entire test is 16834 Ib., of which 5501 Ib. is attributed to vacuum extraction alone and
11333 Ib. is attributed to the increase resulting from air injection. This represents a 200% increase in the
amount of contaminant removed during the test, compared to the amount that would have been removed
had air not been injected. Table IV.2. compares the calculated results for TCE and PCE with the
corresponding field data.
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Table IV.2. Comparison of the calculated mass of TCE and PCE removed during
the Savannah River Integrated Demonstration Test with field data. All amounts are

in pounds.
TCE PCE
Field Model | Model | Model Field Model | Model | Model
VE AS Total VE AS Total
5218.12 3288.09l 2034.68] 5322.77| 11149.23| 2212.58| 9298.48 11511,06'

APPLICATION TO SR PUMP AND TREAT DATA

As noted earlier in this section, the heterogeneity parameter equations in dimensionless form do not
explicitly depend upon whether the extraction process under consideration uses air or water as the carrier
fluid. The difference lies entirely in the relationship of the initial contaminant mass inventory, M,, and
the initial average contaminant concentration in the carrier fluid, ¢, to other parameters of the subsurface
system. The general relationship is

My =V, S.c,(1+K) (Iv.10)

Here, Vpc is the contaminated pore volume occupied by the carrier fluid, S, is the saturation of carrier
fluid, and X is the ratio of contaminant mass in all the stationary phases to contaminant mass in the
mobile carrier phase. The term in parentheses will be recognized as the retardation coefficient, defined in
more detail in Appendix B. Note that, for pump and treat, the only partitioning involved is between water
and the sediment grains, while for vadose zone remediation by vapor extraction, the partitioning between
vapor and immobile water must be considered as well.

The normalized cumulative throughput variable, ¥, can be calculated from either of the following two
equalities:

2 ‘Y=Q/Qo'°r
Y=t/t,

Recall that Q) is the cumulative carrier fluid that would have to be extracted to remove all the
contaminant if its concentration at the outflow boundary of the system were to remain constant, and ¢, is
the time that would be required for contaminant removal at a constant carrier fluid extraction rate. The
former quantity is thus seen to be a characteristic amount of carrier fluid, and the latter is obviously a
characteristic time.

Since the field data normally reported are measured contaminant concentrations versus time, it is usually
most convenient to use time as the independent variable for fitting the heterogeneity parameter model. For
the Savannah River pump and treat operation, we used data for the first thirteen months, which were
readily available to us in Colven et al. (1987). These data comprise the average monthly concentrations of
TCE and PCE in the total air stripping tower influent, the number of operating hours each month, and the
average flow rate in gallons per minute. These data were entered into a spreadsheet, PTFTT2.XLS,
developed to determine a set of heterogeneity model parameters giving reasonable agreement between
calculated and observed concentrations as functions of time. Details of the curve-fitting process are given
in Appendix C. The resulting parameter values are given in Table IV.3.

av.1
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Table IV.3. Heterogeneity model parameters for the Savannah River Pump and
Treat Project determined by fitting average monthly concentration versus operating
time observed during the first 13 months of operation.

Parameter Value for TCE Value for PCE
A 1.00%10°° 1.00*10"
c 25 25
¢ PPD 36400 15750
1, hours 167000 2750000
M,, pounds 1,156,000 824,000

Figure IV.18 compares the calculated and observed concentrations as functions of operating time. In
judging the quality of fit, one should be aware that some of the reported PCE concentration data were
apparently not accurate. Of the thirteen monthly values reported, nine were tabulated as "less than" the
figure given. No discussion was included in Colven et al. (1987) on errors in the reported concentrations.
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Figure IV.18. Heterogeneity parameter model fit for Savannah River Pump and
zlrefgtsgata, September 1985 through September 1986 (from Colven et
s ) '

In fitting the data, we used the value of ¢ that provided the best fit to the early-time ISAS data (i.e., 2.5),
reasoning that in these two pure extraction processes the flow pathways might be geometrically similar --
predominantly parallel to the stratification — even though the ISAS test used horizontal wells and
extracted from intervals lower in the stratigraphic column. Also, A was held constant at a small value
because the maximum observed concentrations occurred near the beginning of the project. Additional
work with the model is needed to determine whether equally good or better agreement could be obtained
with other values of ¢ and A.
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According to the model, the initial inventory of TCE within the volume affected by the pump and treat
operation was 1,156,000 Ib., and the initial inventory of PCE was 824,000 Ib., or a total of
1,156,000+824,000 = 1,980,000 1b. This is much higher than the range of 260,000 to 450,000 Ib., based
on characterization data, given in Colven et al. (1987). However, according to an oral presentation by Dr.
Dawn Kaback during a site tour briefing in March 1992, a total of 114,000 kg. (251,300 1b.) had been
removed by June 1991, and the average monthly concentration was over 11,000 ppb., compared to an
initial concentration of approximately 47,100 ppb. Since the actual cumulative contaminant mass
extracted is almost equal to the lower limit of the range given by Colven et al., and the concentration is
still very high, it seems quite likely that the actual contaminant inventory originally present is
significantly higher than the initial estimates. Whether it is actually anywhere near the estimate obtained
from the heterogeneity parameter model fit remains to be determined. However, the value is not excluded
by comparison with the 13,000,000 pounds of solvents used at the site, as reported in the site tour briefing.

After obtaining these parameter values, we then developed a second spreadsheet, PT4CAST.XLS, for
calculating contaminant recovery vs. time, assuming that the water pumping rate remains constant, for the
future as well as for the initial thirteen month period used in fitting the data to the model. The spreadsheet
results are tabulated in Appendix C.

One check on the quality of the data fit is a comparison of cumulative contaminant recovery during the
1.06 years of operating time used to fit the concentration vs. time data. The calculated recovery of TCE is
36,807 b., and the calculated recovery of PCE is 17713 Ib., giving a total of 54,520 Ib., or about 1.9%
more than the total of 53,486 Ib. reported by Colven et al. (1987). Of course, close agreement should be
expected, since, although matching the estimated total contaminant mass removed was not explicitly used
to fit the data, any reasonable representation of the concentration vs. time plots should work over short
time intervals. Figure I'V.19 shows the model "forecast” for a 10-year period from September 1985.

Concentration, ppb

0 1 2 3 4 5 6 7 8 9 10
Time, Years ‘

Figure IV.19. Comparison of model calculations and field data for the Savannah
River P&T project. The upper curve is for total VOCs, the middle
curve is for TCE, and the lower one is for PCE.

Iv-19



Comparison of these calculated values with actual experience during the seven years of operation would
provide a very good test not only of the model but of the sensitivity of its parameters to the amount of
actual performance data used in the fitting process. Perhaps an even more stringent test would be provided
by fitting the data for each of the eleven individual extraction wells used in the P&T project. However,
these data were not available to us as of the date of this report, and this more detailed comparison is
deferred indefinitely.

At present, we can only compare the forecast with corresponding values presented at the site tour briefing.
The calculated VOC concentration after 6 years of operating time at a pumping rate of 380 gpm. is about
12700 ppb., or about 15% above the concentration reported at the briefing. The calculated VOC mass
removed is 185,700 1b., or about 26% below the amount reported at the briefing. These errors do not seem
to be excessive considering the limited amount of data used in determining the model parameters. Chesnut
et al. (1978) mentioned that 18 months of data were required to get a reasonably accurate forecast for the
performance of a waterflood over 20 years, and pointed out that waterflood model parameter values were
essentially unchanged in adding data beyond 36 months. It would be of considerable interest to explore the
sensitivity of model parameters to the amount of pump and treat data used in the fitting process.

Figure IV.20 shows the forecast extended to 500 years from September 1985. This plot dramatically
illustrates the potential effect of heterogeneity on the time required for clean up. Note that calculated TCE
and PCE concentrations are both well above 100 ppb. at 500 years, based on the current pumping rate, If
this model is even roughly correct, there may not be any practical (i.e., affordable) method for reducing
contaminant concentrations to the 10 ppb. range. Note that the characteristic times for TCE and PCE are
167,000 hr. and 275,000 hr., respectively, or about 20 years and 34 years. Hence, only a few decades
would be required to achieve clean-up in a homogencous system, in contrast to hundreds of years if the
system is as heterogeneous as this curve fitting exercise suggests.
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Figure IV.20. Heterogeneity model extrapolation for the Savannah River Pump and
Treat project.
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V. FIELD DATA

WELL COMPLETIONS

Well completion information summarized in this section was given in Kaback et. al. (1989), for casing
and tbing data, and in Looney et. al. (1991), for piezo.neter (PZ) tube positions. Table V.1 contains the
data for the ISAS injection well, and Table V.2 gives similar information for the extraction well

Table V.1 Completion details of injection well AMH-1. MD is the distance in feet
below the top of the casing, measured along the borehole trajectory, and TVD is the
true vertical depth from the same reference point.

Description MD, ft. TVD, ft.
Top of whipstock 104.70 104.7
Top of window 105.70 105.7
Kick-off point 115.66 115.7
Top of broken drill string 119+ 119+
Top of inflatable casing packer 3445 345
Bottom of packer 48.92 489
PZ tbe 1 20.83 20.8
PZ tbe 2 120.75 120.8
Water Table 1325 132+
Bottom of blank 2 3/8 in. tubing 170.69 150.6
First pair of 1/8" drilled perforations 176 + 150.6
PZ tube"3 : 180.67 150.7
PZ ube 4 240.67 1514
Excessive drilling fluid loss zone 283+ 155
PZ tube 5 298.58 157.05
PZ wbe 6 360.50 166.93
Bottom of screen 480.40 176.22
Last pair of 1/8" drilled perforations 475+ 176+



Table V.2. Completion details for extraction well AMH-2. MD is the distance in feet
measured along the well trajectory from the top of the casing.

Description MD
Top of whipstock: 14.04
Top of window: 15.05
Kick-off point: 25.00
Cement basket #1: 11.40
Cement basket #2: 12.40
Centralizer: . 13.90
Bottom of blank 4 1/2" casing: 21.12
Top of slotted screen section: 21.45
PZ tube 1: 22
PZ tube 2: 585
PZ tube 3: 98.7
PZ tube 4: 138.8
PZ tbe 5: 179.0
PZ be 6: 219.2
Bottom of screen: 225.82
Bottom of float shoe: 227.39
Bottom of drive pipe guide: 2371.72

In order to model the performance of the ISAS project, it is necessary to measure, assume, or infer the
variation, with distance along the wellbore, of the flux into or out of the formation. Since no flow profile
measurements were made for the ISAS test, modelers have been forced to assume that the flux is
uniformly distributed over the entire screened or perforated interval. Given the heterogeneous nature of
the interbedded sands and clays, and the difficulties encountered in drilling and completing these wells,
this assumption seems almost certainly incorrect. The completion details have been summarized here for
reference by subsequent investigators, in hopes that it can be combined with some of the indirect evidence
bearing on the injection and extraction flux distributions, in order to begin assessing how serious the error
might be.

Many difficulties were encountered in drilling and completing the injection well which may have caused it
to have an extremely non-uniform flux along its trajectory.

The drill string became stuck after reaming the hole to its final size, when circulation was stopped for one
hour while running a final single-shot survey, and ultimately the string was broken off in the hole. In
order to salvage the hole, it was completed by washing down a 2-3/8" string of EUE tubing on top of the
stuck drill pipe.

As noted in Table V.1, there is a blank string of tubing from the surface to 170.7', with a perforated string
from that point to a measured depth of about 475', and an external packer is set in 8-5/8" casing at about
49'. The first perforations should be at a measured distance of about 176'. The annulus is open, except for
drilling debris, etc., from the base of the packer to TD. The section from the base of the packer to about
the top of the window should be isolated from the formation by the 8-5/8" casing. However, depending
upon how much of the grout was drilled out of the window, the annulus could be open to the formation
from the top of the window at 106+ TVD to the first perforation at around 150.6' TVD (176' MD), and
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there is nothing other than debris to prevent air from leaving the tubing at the first set of perforations,
flowing up the tubing/borehole annulus, and exiting at any reasonably permeable interval.

Note that the first perforations are around 18 feet below the water table, and it would require an air
pressure of only 8.1 psig. to overcome the hydrostatic pressure and allow air to flow from the perforations
to the vadose zone.

In Looney et. al. (1991b), pressures are reported for the piczometer tubes at various times during the
injection into AMH-1 at 65 SCFM, 170 SCFM, and 270 SCFM. These may indicate periodic plugging of
perforations, especially toward the end of the borehole. A careful examination of these data could provide
a semi-quantitative estimate of the flux distribution, but this was only partially completed and will not be
discussed further in this report.

CONTAMINANT CONCENTRATIONS

Figures V.1 and V.2 show the reported concentrations of TCE and PCE, respectively, from different
sampling points in the extraction well, AMH-2, as functions of calendar time. The "continuous” curves
are measurements at the surface (0 ft. along the wellbore), and the depths for values shown as individual
points are given in the legend. The sample point closest to the well head is at 22.2 feet along the well
trajectory, and the most distant is at 138.8 ft. The maximum concentration plotted is 500 ppm by volume;
a few higher values were left off to obtain more detail over the later time period.
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Figure V.1. TCE concentrations measured at the surface and at various sampling
points along the wellbore trajectory of AMH-2.

Note that, although there is considerable scatter, the individual sample tube measurements agree pretty
well with the wellhead measurements. The points for AMH-2:22.2 are connected with a line so they can
be more casily compared with the wellhead measurements. The dashed arrows were added to show the
operating changes, with the first arrow representing the start of injection at 65 SCFM, the second when
injection was increased to 170 SCFM, the third at the time it increased to 270 SCFM, and the last when
injection was terminated while continuing to operate the extraction well for about six more weeks. There
is no visible effect from injecting air on the concentration of TCE measured, with the possible exception of
the last period (after air injection ended), when there seems to be a clear decreasing trend in TCE
concentration.
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The general impression obtained from examining this plot is that concentrations in the sample tubes
probably average higher than the wellhead concentration, and that there is not a clear-cut trend along the
wellbore. There is some indication that concentrations in the more distant tubes have a higher average
concentration than those closer to the wellhead, possibly indicating that relatively more of the TCE is
coming from deeper strata than from the shallower zones — i.e., air entering at points closer to the surface
is less contaminated than air from deeper zones.

Fig. V.2 is a similar plot for PCE, which has a very different appearance. As noted previously, the PCE
concentration first drops very rapidly, actually dropping below the TCE concentration for several days,
then rises more or less coincidentally with the beginning of air injection. Close examination of Fig. V.2
reveals that the association between air injection and the increase in PCE concentration may be only
apparent. The increase in PCE concentration actually appears to have started several days before the start
of air injection. Furthermore, the concentration did not vary much between early September and mid-
November.
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Figure V2. PCE concentrations measured at the surface and at various sampling
points along the wellbore trajectory of AMH-2. See Fig. V.1 for the

legend.

Another very curious observation from Fig. V.2 is that the PCE concentrations measured at the surface
(upon which the estimates of VOC removal were based) exceed the reported downhole concentrations by a
factor of 1.5 to 2. Overall, the downhole measurements are reasonably consistent with each other,
indicating perhaps that PCE is entering the wellbore somewhere past the last point reported (at 138.8
feet), with little additional entry until some point above the sample tube at 22.2 feet. If this is correct, then
a substantial fraction of the PCE produced is entering the extracted vapor stream at depths shallower than
22.2 feet, which is difficult to reconcile with the completion records. Of course, there could simply be a
substantial measurement error. Is it possible that different techniques or personnel were used for analyzing
the wellhead samples and the downhole samples?

CORE SAMPLE PERMEABILITIES

In July 1992, we received a copy of the M Area Post Test Characterization Geotechnical Testing Report,
O'Brien & Gere Engineers, Inc., September 16, 1991. This report contains the most complete set of data
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yet obtained on the properties of the sediments within the stratigraphic interval of interest, including
measurements of vertical permeability on 18 samples and of horizontal permeabilities on 12 of the
samples. These data are reproduced and partially analyzed in the following table.

Table V.3 Permeability Data from Table 2 of O'Brien & Gere Report.
Depth Class Kv (cm/sec) Kh (cm/sec) Kv/Kh Ln(Kv)

Lab Borehole
No.

1233 MHB-1T
1234 MHB-1T
1235 MHB-1T
1236 MHB-IT
1237 MHB-1IT
1238 MHB-1T
1239 MHB-1T
1240 MHB4T
1241 MHB4T
1242 MHB-4T
1243 MHB-4T
1244 MHB4T
1245 MHB-8T
1246 MHB-8T
1247 MHT-10B
1248 MHT-11C
1249 MHT-11C
1250 MHT-12C

Average

Standard Deviations
S
Sigma

Log normal Approx.

31-33 cs
4042 SFC
56-58 SS
80-82 SS
100-102  SS
110-112 SFC
130-131.3 SS
4042 SFC
60-62 cs
70-72 cs
80-82 SS
110-112 SFC
155-157  SS
170-171  CS
201-201.7 SS
165-167.75 CS
200-202.4 SS
200-202.2 S
Mode

Median

Mean

1.80E-08
3.50E-08
3.30E-04
1.50E-03
5.50E-04
4.00E-04
1.10E-03
4.00E-07
5.60E-04
4.00E-05
1.40E-03
6.20E-09
3.40E-07
4.00E-07
430E-05
1.90E-07
2.50E-04
3.80E-04
3.64E-04

0.0004789
1.3152543
1.0021291

9.28E-05
0.0002204
0.0003641

4.50E-08
4.20E-08
7.80E-05

3.70E-07

1.90E-05

120E-08
3.40E-07
5.50E-07
4.50E-05
5.60E-06
8.50E-05
120E-04
2.9SE-05

423E-05
14342155
1.0570835

2.95E-05

04
0.833333
4.230769

1.081081

2.105263

0.516667

1
0.727273
0.955556
0.033929
2941176
3.166667
1.50E+00

-17.8329
-17.1679
-8.01642
-6.50229
-7.50559
-7.82405
-6.81245
-14.7318
-7.48757
-10.1266
-6.57128
-18.8987
-14.8943
-14.7318
-10.0543
-15.4762
-8.29405
-7.87534

1.12E+01

Ln(Kh)

-16.9166
-16.9856
-9.4588

-14.8098
-10.8711

-18.2384
-14.8943
-14.4133
-10.0088
-12.0927
-9.37286
-9.02802

1.31E+01

1306208 4.277834 3.346676

0.871207

152E-09 7.63E-09
143E-05 2.06E-06
0.134549 0.000558

Table V.4 summarizes a discrete approximation, with four values, of a log-normal distribution for the
permeability of the SRIDP subsurface. The mean is the arithmetic average of the 18 vertical permeability
measurements. The ¢ value was calculated by using the sample standard deviation to calculate a

coefficient of variation, S, and the fact that S = e” -1 for a log-normal distribution.



The column "Fractions™ gives the fraction of the total stratigraphic interval with the corresponding
average permeability in the column headed k. The last column sums to the value of average permeability
given as the mean, which serves as a check on the calculation.

In other words, a sysem having only the four tabulated permeability values 4.30:10-5,1.03-10%,
2.27-104, and 7.82:104, in proportions 0.1111, 0.2222, 0.3333, and 0.3334, respectively, would have
exactly the same mean and standard deviation as the original 18 data points. These proportions were
selected to agree with the corresponding fractions of mud, sandy mud, muddy sand, and sand from the
coarse grid stratigraphic model described in Section VL

The average permeability is only 0.000364*1033 = 0.376 darcies, compared to about 50 darcies reported
by Looney et al. from an analysis of the transient pressure response in the vertical well SVE test. This
suggests that the coarser sediments were not represented in the sample in proportion to their occurrence in
the ISAS demonstration area.

Table V.4. Four discrete permeability values with the same mean and standard
deviation as the O'Brien and Gere data. From lowest to highest k, these are
identified with mud, sandy mud, muddy sand, and sand, respectively.

mean k kbar 3.64E-04

sdofInk) o 1.002
median k m 0.000220396

€ 0.0000001
Fractions Cumul. Phinv k k*f
0 0 -5000000
0.1111 0.1111 -1220698778 430E-05 4.78E-06
02222 0.3333 -0.430818545 1.03E-04 229E-05
03333 0.6666 0.430543423 227E-04 757E0S
0.3334 1 5000000 7.82E-04 261E-4

Sum 3.64E-04

Another set of values can be derived from the same data by calculating the mean and standard deviation of
the natural logarithm of k. The results are shown in Table V.5. Note that the arithmetic mean value,
calculated from the log mean, log standard deviation, and the mathematical properties of the log-normal
distribution, is now 0.135 cm/sec, or about 140 darcies.

From these two analyses of the same data set, it is obvious that the heterogeneity parameter estimate from
actual permeability distribution data is subject to a very large error when only a few samples are available.
In the Benton waterflood example of the heterogeneity model approach, Chesnut et. al. reported close
agreement between the o value derived from core analyses and the value obtained from a fit of the
injection and productipn data. However, there was a much larger data set available. Of about 200 wells in
the field, about 60 were cored, and a sample was taken from each foot of core (approximately 40 to 50 per
well) for air permeability and other petrophysical property measurements.
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Table V.5. Four discrete permeability values with the same natural logarithmic
mean and standard deviation as the O'Brien and Gere data. From lowest to highest
Kk, these are identified with mud, sandy mud, muddy sand, and sand, respectively.

mean k kbar 135E-01
sd of In(k) 4.278

(]
mediank 1.42826E-05

e 0.0000001
Fractons  § Phinv k K+
0 0 -5000000
0.1111 0.1111 -1.220698778 232E08  2.58E-09
02222 03333 -0.430818545 T44E07  165E07
03333 0.6666 0430543423 236E05  7.86E-06
03334 1 5000000 404E01  135E01

Sum 1.35E-01

In summary, attempting to represent these data by a log-normal distribution leads to an average value that
is perhaps a factor of three too large or a factor of more than one hundred too small, and the & value
ranges from about 1 to more than 4. This illustrates a range of uncertainty that could be reduced by
obtaining more data, provided that the heterogeneity parameter model is conceptually valid.

PRESSURE RESPONSE: VERTICAL WELL VACUUM EXTRACTION TEST

Looney et. al. (1991a) reported on the short-term vacuum extraction (VE) test summarized briefly in the
Section L. Although the sequence and duration of applying vacuum to different well screens was not
planned for analysis as a series of transient pressure tests, some of the data can be used to obtain estimates
of the air permeability in the vicinity of well VB-1, the principal extraction well for the test.

In theiranalysis, Looney et al. (1991a) used the pressure response data for screens VB-2A and VB-3B,
during the first period that vacuum was applied to VB-1 only, to estimate the permeability and specific
storage for an interval 70 feet thick more or less centered between the ground surface and the water mable.
As they pointed out, Massman (1989) showed that groundwater models can, under some conditions, be
used to model air flow in the vadose zone.

The conceptual model they used is a leaky aquifer system, with the pumped interval partially isolated from
the atmosphere by a continuous clay layer above the screened interval. The water table provides the lower
no-flow boundary. Except for the fact that air is the mobile phase instead of water, the system is treated as
a classical leaky aquifer test, with the “pumped aquifer,” i.e., the interval to which vacuum is assumed to
be applied at VB-1 (the “pumped well”), treated as a confined "aquifer” separated from a shallower
"aquifer” by a 2-foot “aquitard.” In the Hantush and Jacob leaky aquifer model, this shallower aquifer is
assumed to be a constant head region—i.e., not enough fluid flows from the shallow, leaking aquifer to
change its pressure. In the present application, the constant head region is the atmosphere. With these
assumptions, and the analytical solution of Hantush and Jacob, Looney er al. calculated an air
permeability of 42 darcies for the “pumped aquifer” and a permeability of 0.05 darcies for the “aquitard.”
Because of the flow geometry, the value of 42 darcies is an estimate of the horizontal permeability of the
sandy intervals, while 0.05 darcies might represent a reasonable estimate for the vertical permeability, at
least for the upper 30 feet or so.




This analysis may be slightly in error. Using flow equations for water to interpret results for pressure
transients induced by the extraction of gases from porous media is common practice among petroleum
reservoir engineers. Matthews and Russell (1967) and later Earlougher (1977) demonstrated that the same
basic differential equations can be used to represent the single-phase flow of either gas or water, except
that in the case of gas flow at pressures below 100 atmospheres or so, the appropriate dependent variable
is the square of the fluid pressure rather than the pressure itself (neglecting gravity). Since, with this
transfyrmation of dependent variables, the same differential equations apply, it is obvious that all the
analytical results derived for the flow of water can be used to analyze the flow of low-pressure gas for
similar seis of boundary conditions.

The problem lies in the violation of some of the conditions necessary for the validity of the Hantush and
Jacob solution. The most serious problem is that the pumped well must be open only to the pumped
aquifer. This condition is clearly violated in the VE test because VB-1 is open to permeable intervals both
above and below the middle 70 feet (the total screen length in this well is 100 ft). If the intervals above
and below this zone are permeable, their pressures, as well as the pressure in the middle zone, will
decrease with time so long as extraction continues.

The actual flow geometry and boundary conditions are complex, even if the permeability to air from the
surface to the water table were homogeneous and isotropic. However, we show below that the data are
reasonably consistent with the line-source solution for a well producing a slightly compressible fluid at
constant rate from a radially infinite, isotropic, homogeneous layer of constant thickness.

In the ground water literature, the line-source approximation is known as the Theis solution, and in the
petroleum reservoir engineering literature it is known as the Homer solution. An important result of the
line-source solution is that Ap (for liquid flow) or Ap? (for low-pressure gases) varies linearly with the
logarithm of time for the “infinite-acting™ time period.

At early time, a plot of Ap (or Ap2) vs. log() will not be linear because of well bore storage effects and the
approximation of the actual mathematical solution by its asymptotic form. Well bore storage effects can be
recognized by plotting log(Ap) vs. log(r). A slope of unity indicates that the pressure behavior is
completely dominated by well-bore storage, and hence cannot be used to determine properties of the
porous media within which the well is completed.

At late time, the effect of lateral boundaries (usually assumed to be either closed or held at constant-
pressure) affects the shape of the plot. If the system has a closed outer boundary, Ap (or Ap?) becomes a
linear function of ¢ rather than of log(), and if it has a constant-pressure outer boundary, Ap (or Ap?)
reaches a constant value independent of ¢.

The latter behavior is characteristic of true steady-state flow, and a plot of Ap (or Ap?) vs. ¢ will have the
same appearance as the leaky-aquifer type curves of Hantush and Jacob—i.e., a progressive flattening of
slope on a semi-log plot until it reaches a constant value. In the case of a lateral constant-pressure
boundary, the fluid source required to maintain constant mass within the system (and hence a steady-state
pressure distribution) is located at some fixed radial distance from the pumping well. For the leaky-aquifer
model, the fluid source is distributed above or below the pumped aquifer and is assumed to supply fluid at
a rate proportional to the local difference in pressure between the active and the passive aquifers.

In analyzing the vertical well data, we first prepared a plot (Fig. V.3) of log(Ap?) vs. log(f) for screens
VB-2A and VB-3B, using the data given by Looney er al. (1991a). The data reported for all screens were
converted to absolute pressures, using the reported barometric pressure, and used to calculate values of
Ap?. The first two points for VB-2A could be connected by a straight line with a slope close to unity.
However, it appears that wellbore storage effects are not important after the first two or three data noints,

Figure V.4 shows the plots of Ap? vs. log(f). Note that the data for both response wells are reasonably
well represented by straight lines after about 1 hour of drawdown in VB-1, and that they show no
tendency to flatten, as would be required for either a leaky-aquifer model or a constant pressure lateral
boundary. Also shown are lines fitted by least-squares to the “late-time” data for each response well. Table
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Figure V3. Log-log plot of the squared pressure response in VB-2A and VB-3B to
extraction from VB-1
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Figure V.4. Theis (or Horner) plots of the squared pressure response in VB-2A
and VB-3B to extraction from VB-1.
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V.6, in addition to summarizing the data used, also shows the result of using the Excel function LINEST
to determine the least-squares lines. From the plots in Fig. V.4, it can be scen that the line-source solution
is applicable, and the slopes of the least-square lines can be used to estimate the permeability.

The data from both response wells are combined on Fig. V.5. According to the line-source solution, the
pressure response should be a function of log(#/r?), where ¢ is the time and r is the distance from the active
well to the responding well. There is considerable scatter, but the data can be fit reasonably well by the
least-squares straight line determined by using LINEST, which is also plotted on Fig V.5. .
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Figure V.5  Theis plot for combined data from screens VB-2A and VB-3B,
assuming radial flow geometry.

In fitting these data, some of the early time points were excluded from the least-squares analysis. Several
choices were used in each data set for the smallest value of ¢ (or ¢/r2) included in the analysis, and the
final choice used was determined by selecting the choice which resulted in the largest value for the
regression coefficient and the smallest standard error of estimate for the slope. Table V.6 summarizes
these calculations. The lines in bold-face italics show the values used to estimate permeabilities.

The rationale for using Ap? is given by Earlougher (1977) in discussing the application of the following
equation:

P:f = Piz - 50,300 (z;my;) (‘EE‘)(%) {PD(tD)+S+D'|q|} v.1)
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Table V.6. Least-Squares Analyses of Transient Pressure Data from the VE Test.
The first column is the well designation, the second is the minimum value of the
independent variable included in the least-squares fit, the third is the resulting
regression coefficient, the fourth is the slope, and the last is the standard error of
estimate for the slope. Units of the slope are cm? of water per log cycle.

Well Xmin RZ Slope, m Se(m)
VB-2A 45 0.913 5843 739
60 0.940 4985 . 566
90 0.912 4658 721
VB-3B 30 0.922 7613 831
45 0.931 6765 753
60 0.920 6183 813
90 0.886 5637 1009
Both 0.0128 0.841 9432 994
0.018 0.868 8316 811
0.024 0.849 8248 899
0.036 0.857 7352 831
0.048 0.834 7330 943
0.072 0.805 6940 1030

In Eq. (V.1), the following notation is used:

Pwf = flowing well pressure, psia

Pi = initial reservoir pressure, psia

Z; = gas compressibility factor at initial conditions, dimensionless
[Th = gas viscosity at initial conditions, cp.

Py = pressure at standard conditions psia

T = temperature at standard condition, ‘R

T = flowing temperature, ‘R

q = gas flow rate, MSCF/Day (note: M = 103)

k = permeability to gas, md

h = thickness of producing zone, ft

Pp(tp) = dimensionless pressure drop

tp = dimensionless time

S = skin factor (dimensionless)

Diql = dimensionless term to account for non-Darcy flow (turbulence near the well-bore).

Earlougher states that Eq. (V.1) generally applies for p < 2000 psig.
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Equation (V.1) is written for pressurc measured at the flowing well. For the VE test, we have
measurements at two observation wells instead. This merely requires replacing Pp(tp) by Pp(tp.tp), since
Pp(tp) is just Earlougher’s abbreviation for Pp(tp,1), and rp = 1 at the operating well. Earlougher also
shows that the following approximation is valid for dimensionless time greater than about 100:

T, kH

”
Substitution of the following values of the parameters (applicable to conditions during the test) into
Eq. (V.2), which is of the form AP2 = m log t + constant,

p% = pt - 50,300 - (zm,)- (&]-(ﬂ)- {LlSl-log(%‘-;-)+o.4os} vV2)
d

Te = S20°R (60°F)
T = §15°R (55°F) from horizontal well test data
Py = 14.696 psia

zi = 1.0 (ideal gas)
T 0.0178 air @ 55°F, Earlougher (1977)
h = 121 - 23’ = 98’ top filter to WT in VB-1, Looney (1991a)
results in
k=1531-4, | v.3)

m

where the slope, m, must be expressed in psi? per logyo cycle. The rate, q, is not given precisely, but is
stated as "400 to 500 SCFM" in Looney et al. (1991a); we used 450 SCFM.

From the slope values given in Table V.6 (bold face), the permeability estimates are:
e VB-2A 98 darcies
¢ VB-3A 72 darcies
e Both 59 darcies

These results agree quite well with each other and with the estimate by Looney et al. (1991a) of 42 darcies
for the horizontal permeability. However, since there is no sign of the flattening in slope at late time
indicating leaky aquifer behavior, the estimate for vertical permeability obtained by Looney et al. (1991a)
probably has no physical significance.

TRACER TEST

We modified the heterogeneity parameter model for analyzing the helium tracer test. However, this
analysis was not completed due to funding constraints and, accordingly, we defer the documentation of
this work indefinitely.
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V1. GEOLOGIC AND GEOPHYSICAL ANALYSES

STRATIGRAPHIC CORRELATIONS

An accurate three-dimensional stratigraphic model is required for computer simulations of the hydrologic
and contaminant transport response to the remediation processes applied at the Savannah River In-Situ
Air Stripping Demonstration Site (ISASDS). The stratigraphic model provides the spatial distribution of
lithologic units, to which can then be assigned porosity, fluid saturations, permeability, and contaminant
concentrations by various methods.

The initial interpretation of the subsurface stratigraphy made by Savannah River Laboratory staff and
tieir contractors was a simple layered cross section through wells MHT1c, MHT2c, MHT4c, MHT6c,
MHT8c, and MHT10c. The stratigraphic units, of more or less uniform thickness, were defined primarily
on the basis of four clay layers encountered in the wells. There was no definition of the complex
interbedding of sand and clay lithologies between these major clay units. Based on our review of the
lithologic descriptions of the core from all ten of the cored wells, we believe that the subsurface section is
much more heterogeneous than portrayed by the SRL geologists.

Since heterogeneity profoundly affects all aspects of remediation process performance, from initial
contaminant distribution to the efficiency with which contaminant is removed. and important part of our
analysis and evaluation task was to define more accurately the heterogeneity of the sedimentary section
beneath the ISASDS. The resulting detailed stratigraphic framework provides a basis for more accurately
predicting the movement of VOCs in the subsurface.

Approach

None of the LLNL/LBL Analysis and Evaluation Team were present during collection of core from the
wells at the ISASDS, nor were we able to review the core during our investigations. SRL ISAS project
staff and management provided lithologic data to LLNL, along with selected geophysical logs from the ten
MHT wells. We assume that the data were properly generated and checked for integrity. Even so, some
lingering questions remain regarding quality of the data.

The first lithologic data provided to LLNL were brief core descriptions generated at the rig by the drill site
geologists. Several different geologists described the core, resulting in considerable variation in the
amount of detail and, apparently, the terminology used for different sediments. This made it very difficult
to make stratigraphic correlations, and thus these data were of only limited use. This may be the reason
for the very simple initial cross-section prepared by SRL personnel.

A second set of lithologic data (in ASCII files on diskettes) was subsequently furnished to LLNL by SRL.
These data were generated in the laboratory, using a binocular microscope to examine the core. Each foot
of core was described in detail by a geologist, and the percentages of gravel, sand, and mud were
estimated. Using these data, they assigned a lithologic name to each foot of core. A number of other
parameters were recorded for each foot of core:

. Depth

] Core recovery

. Lithologic classification
. Induration

. Color

o Sedimentary structures



. % gravel (>2 mm)

o % sand (62.5 microns-2 mm)

. % mud (< 62.5 microns)

. Maximum grain size

. % heavy minerals

° Most abundant grain size fraction
. Average roundness of quartz grains
o Carbonate fraction

o Sorting

. Porosity

° Pore type

o % muscovite

o % lignite

. % sulfides

This more comprehensive and detailed data set allowed us to develop improved correlations between
wells, which show a more typical interfingering of clays and sands than were portrayed by the simple
"layer cake” model

Unfortunately, the lithologic descriptions resulting from the detailed petrographic microscope
examination (the second data set) did not correlate very well with the data from the well-site examination.
For example, a thick clay layer was described in MHT1c between 36-42' depth (near 325' elevation shown
on the right-hand side of Fig. VL.2) by the well-site geologist. This clay was not identified in the
laboratory examination of the core (shown on the left-hand side of Fig. V1.2). Interestingly, the high
gammamponseandlowmistivityrecordedonthegeophysimllogsatmisdepmintervalaretypiwlof
clay layers. The drill site geologist may have interpreted a clay layer from the logs, without confirmation
from the core, although this is unlikely, since there is a description of clay in the lithology log. These
discrepancies are disturbing, but without performing our own review of the core samples, we had to decide
arbitrarily to accept one of the two data sets. Since the laboratory examinations were done with less time
pressure than the well-site examinations, we chose 10 use only the lithology from the lab analyses in our
interpretation of the stratigraphy. Figures V1.2-VL11 show the comparison of lithology generated by the
drill site geologist and the lab geologist for wells MHT1c through MHT 10c, respectively.

We classified the lithology of the sediments based on Folk (1968). The ternary plot in Fig. V.1 shows the
classification and nomenclature scheme. The lithologic names are based on the relative percentages of the
gravel, sand, and mud grain size fractions. SRL geologists used a different classification scheme
summarized in Table VIL.1.



Table VIL.1. Lithologic classifications used by Savannah River Laboratory at
the ISAS demonstration site.

Classification Criterion
Pebbly (>25% gravel)
Sand (<0% mud)
Clayey sand (20-50% mud)
Sandy clay (50-80% mud)
Clay (>20% mud)

The basic difference in these two classification schemes is in the cutoff percentages for the various size
fractions. Folk uses the ratio of sand and mud to define the lithologic name, with sediments containing
>5% gravel termed "gravely”. SRL staff also use the term “clay”. This is imprecise, since the estimated
fine fraction is <62.5 microns diameter, which includes both clay and silt. "Mud" is the correct term for
describing these data. Using Folk's classification scheme, we assigned lithologic names, at one foot
intervals, to the entire stratigraphic section penetrated by each of the wells.

Geophysical logs were also provided with the lithologic data. Of all of the logs, the natural gamma log is
the most useful for stratigraphic correlations. The natural gamma tool detects the amount of gamma
radiation emitted by the sediments, which is a function of the detrital and secondary mineralogy. There is
no indication of artificial radicactive contamination in the logs.

There is generally good correlation of gamma signatures between the boreholes, reflecting a degree of
lateral continuity of the beds. This is encouraging, except that the highs and lows of the gamma traces do
not always correlate with lithology. Fine-grained sediments generally correlate with relatively high
gamma radiation, while the sands and gravels typically emit lower levels of natural radiation. This
relationship has been well documented in many places. Unfortunately, in the ISASDS data, we observe
many inconsistencies in this classical correlation of lithology and geophysical log response. There are
numerous examples where the high gamma peaks are not associated with corresponding clay units. This
may be the result of poor sampling and/or inconsistencies in describing the sedimeats. This could also
result from variation in the mineralogical content of the sediments. Certain radioactive minerals may be
present in some of the sands and gravels, giving the relatively “clean” clastic deposits a "clay-type”
signature.

Data interpretation

The available sedimentary data from the ISASDS allow for only a basic lithostratigraphic framework
construction at this time. Apparently, very little data have been generated on the formal stratigraphy of the
subsurface at ISASDS. Formal stratigraphic units should be identified to complete the evaluation of the
stratigraphy, since the formal stratigraphic relationships will support the current lithostratigraphic
correlations in this report.

We used a CADD program to construct the stratigraphic sections for each well. The lithology was divided
into 4 generic groups: sand, muddy sand, sandy mud, and mud. This list represents depositional
environments of decreasing energy conditions. Stratigraphic data were keyed in for each well, and a
stratigraphic column was constructed. Digital geophysical log data were plotted alongside the lithologic
section for comparison and correlation purposes. These individual plots are a useful display of the
stratigraphy for each well (Figs. V1.2-VL11).

Next, the stratigraphic sections were used to construct cross sections through the study area. Two cross
sections were created: A-A' through MHT1c, MHT2c, MHT4c, MHT6c, MHT8c, MHT10c and B-B'
through MHT3¢c, MHTSc, MHT7c, MHT9¢. These lines of sections are generally sub parallel, and trend
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southeast-northwest (Fig. VI1.12). Stratigraphic correlations are based simply on depth and lithology. In
making the correlations, we attempted to honor the character of the gamma log as much as possible, since
it should best reflect the lithology and mineralogy of the sediments. The good agreement of the gamma
logs provides support for the lithologic correlations. Unfortunately, there are no other independent criteria
to support the correlation of the beds, such as could be provided by a review of the core itself.

The cross sections (Figs. VL13 and VL14) portray a shallow marine depositional environment
characterized by thinly bedded to massive fine-grained clastic sediments. The finest-grained sediments,
the muds and sandy muds, display some amount of lateral continuity, but are not as continuous as the
sands. Facies changes are rapid; the muds are generally lenticular deposits, laterally grading into the
coarser-grained sands.

The lateral continuity of these fine-grained sediments is key to the modeling of the hydrology of this area,
since the muds are the most impermeable of the sediments in the subsurface, acting as barriers to ground
water flow below the water table, to water and VOCs percolating downward from the surface, and to air
flow from the surface or from the injection well to the extraction well in the ISAS demonstration. Our
ability to correlate these thin beds is basically limited to a simple depth correlation in each hole, while
honoring the character of the gamma logs. In cases where the muds terminate between wells, we can only
guess where the lithology changes.

Another consideration is that the stratigraphic framework is a three dimensional problem, and our
confidence in stratigraphic relationships decreases with increasing distance from the line of section. We
have attempted to pull together the stratigraphy of the two lines of section (Figs. VI.15 and V1.16). In this
process, we correlated the major lithostratigraphic units between the two lines of section. Using the
elevation and thickness data from each of the. 10 wells, we modeled the upper and lower bounding
surfaces of each unit. The result is a series of structural contour maps and isopach maps of each unit.
Cross sections are then cut through these surfaces, providing a view of the lateral continuity of each vmit.
This has been done for most of the fine-grained units, although some of the thin, isolated muddy beds are
too small to model.

This stratigraphy is typical of a near shore, shallow marine depositional environment, characterized by
periodic marine transgressions and regressions. The lenticular nature of these fine-grained muds is a
result of this continuing change in base level and corresponding energy conditions.

Coarse Grid for Hydrologic Modeling

The cross sections given in Figs. V1.13 and VL 14 are not direct!y usable for simulation of subsurface flow
and transport, because we have no simple mechanism of assigning flow properties at this level of detail. In
order to provide a more useful representation for hydrologic modeling, we developed a method for
summarizing the lithostratigraphy numerically at a spatial scale consistent with a practical grid spacing.
We constructed a grid composed of 1 m (vertical) by 10 m (horizontal) rectangular grid blocks that could
be superimposed on the cross sections (Figs. V1.17 and VI.18). This was done with the CADD system.
The grid was constructed and then overlaid on the computerized image of the cross section. A unique
lithology was assigned to each rectangular gridlock, depending on the dominant lithology enclosed by the
grid block. Permeabilities were then assigned to each lithology according to several methods.

Grain size data were provided to LLNL by SRL. Grain size distribution analyses were performed on
closely-spaced core samples from the following wells: MHT1c, MHT5c, MHT 7¢, and MHT9c. From these
sieve analyses, several statistical parameters were calculated, such as standard deviation, skewness,
kurtosis, and median. An additional sorting parameter was also calculated.

We used these data and the formula derived by Krumbein and Monk (1942) to estimate permeabilities of
the sediments. The functional relationship of grain size distribution and permeability is given below:

k=760-GM? .7 (VL1)

where k = coefficient of permeability, GM = geometric mean distribution in millimeters, and s = phi
standard deviation.
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Problems encountered and suggestions for future work

It has been frustrating working with data generated by another institution. LLNL was not involved with
the initial development of the project, thus we had no control of the procedures used to collect and
describe the data. Nor did we have input on quality control and peer review of the data and
interpretations.
1) The initial lithology descriptions should be made by the drill site geologist. His job is to assure
quality control of the core as it is extracted from the borehole. A brief, yet detailed description
should be made of the samples at this time, and stratigraphic contacts should be assigned as
accurately as possible. A set of criteria should be established for all geologists to follow that are
involved in the project. This will result in consistent lithologic descriptions. Standard rock or soil
color charts should be used. This procedure was not followed during the drilling of the 10 wells
at the SRS, as evidenced by the variation in quality and detail of the drill site geologists' lithology
logs.

2) The laboratory descriptions of the core at a one foot interval was very useful for the LLNL
analysis. Missing though was a "final" lithologic log created by the primary geologist for each
hole. This final log pulls together all of the lithologic data into one format that can be easily
reviewed. Thus, instead of a lengthy series descriptions for each foot of core, there is a very
detailed lithologic log of the major lithostratigraphic units encountered in the hole. This is a
standard method of organizing lithologic data, and should be practiced by personnel involved in
similar remediation experiments.

3) There have been many wells drilled in the ISASDS. At this time, LLNL has not seen lithologic
and/or geophysical logs from all of the boreholes, nor do we know whether or not any logs were
prepared. All holes constructed on the ISASDS should have been logged, both lithologically and
geophysically. Even when core is not collected, cuttings or grab samples should be taken. If
samples simply are impossible to collect, then at least we could attempt to interpret the lithology
from even a limited suite of geophysical logs. For example, if natural gamma logs were run in
each of the existing wells at the ISASDS, we could construct a reasonably detailed picture of the
lithostratigraphic framework simply from the gamma logs. Theoretically, we could still run
natural gamma and induction logs in the existing cased and grouted holes. With the appropriate
data from the large number of wells in the ISASDS, we could construct a very detailed,
defensible picture of the subsurface and provide a more accurate basis for modeling contaminant

* extraction.
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Figure VL1. Lithologic classification ,3. core samples (after Folk, 1968).
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Figure VL2. Lithologic section for MHT1c. The lithology displayed on the left

column was generated in the laboratory using a binocular microscope,
while the lithology on the right was described by the drill site geologist
at the rig, during drilling. Other the clay beds are delineated on this
section. The boxes extending from the right edge of the lab lithologic
log denote beds containing >5% gravel. The natural gamma and 64"
normal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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Figure VL3. Lithologic section for MHT2c. The lithology displayed on the left
column was generated in the laboratory using a binocular microscope,
while the lithology on the right was described by the drill site geologist
at the rig, during drilling. Other the clay beds are delineated on this
section. The boxes extending from the right edge of the lab lithologic
log denote beds containing >5% gravel. The natural gamma and 64"

normal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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Figure VL4 Lithologic section for MHT3c. The lithology displayed on the left
column was generated in the laboratory using a binocular microscope,
while the lithology on the right was described by the drill site geologist
at the rig, during drilling. Other the clay beds are delineated on this
section. The boxes extending from the right edge of the lab lithologic
log denote beds containing >5% gravel. The natural gamma and 64"
normal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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Figure VLS. Lithologic section for MHT4c. The lithology displayed on the left
column was generated in the laboratory using a binocular microscope,
while the lithology on the right was described by the drill site geologist
at the rig, during drilling. Other the clay beds are delineated on this
section. The boxes extending from the right edge of the lab lithologic
log denote beds containing >5% gravel. The natural gamma and 64"
normal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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Lithologic section for MHTSc. The lithology displayed on the left
column was generated in the laboratory using a binocular microscope,
while the lithology on the right was described by the drill site geologist
at the rig, during drilling. Other the clay beds are delineated on this
section. The boxes extending from the right edge of the lab lithologic
log denote beds containing >5% gravel. The natural gamma and 64"
normal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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Figure VL7. Lithologic section for MHT6c. The lithology displayed on the left
column was generated in the laboratory using a binocular microscope,
while the lithology on the right was described by the drill site geologist
at the rig, during drilling. Other the clay beds are delineated on this
section. The boxes extending from the right edge of the lab lithclogic
log denote beds containing >5% gravel. The natural gamma and 64"
normal electric log are plotted for correlation purposes. The scales are

not included on this plot.
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Figure VL8. Lithologic section for MHT7c¢. The lithology displayed on the left
column was generated in the laboratory using a binocular microscope,
while the lithology on the right was described by the drill site geologist
at the rig, during drilling. Other the clay beds are delineated on this
section. The boxes extending from the right edge of the lab lithologic
log denote beds containing >5% gravel. The natural gamma and 64"
normal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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Figure VL.9. Lithologic section for MHTS8c. The lithology displayed on the left
column was generated in the laboratory using a binocular microscope,
while the lithology on the right was described by the drill site geologist
at the rig, during drilling. Other the clay beds are delineated on this
section. The boxes extending from the right edge of the lab lithologic
log denote beds containing >5% gravel. The natural gamma and 64"
normal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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Figure VL10. Lithologic section for MHT9c. The lithology displayed on the left
column was generated in the laboratory using a binocular microscope,
while the lithology on the right was described by the drill site geologist
at the rig, during drilling. Other the clay beds are delineated on this
section. The boxes extending from the right edge of the lab lithologic
log denote beds containing >5% gravel. The natural gamma and 64"
normal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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Lithologic section for MHT10c. The lithology displayed on the left
column was generated in the laboratory using a binocular microscope,
while the lithology on the right was described by the drill site geologist
at the rig, during drilling. Other the clay beds are delineated on this
section. The boxes extending from the right edge of the lab lithologic
log denote beds containing >5% gravel. The natural gamma and 64"
normal electric log are plotted for correlation purposes. The scales are
not included on this plot.
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Figure VL12. Plan map of the In situ air stripping demonstration site. Most of the
existing wells are plotted, although we do not have the coordinates for
some wells. The lines emanating from Amhl and Amh 2 define the
lateral extent of these horizontal wells. Also note the location of the
lines of sectica for geologic cross sections A-A' and B-B'.
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Figure VL13. Geologic cross section A-A'. This lithostratigraphic cross section was
constructed using the lithologic data that was generated in the lab
with a binocular microscope. The correlations are based on depth and
lithology, while honoring the character of the gamma logs, which are
plotted on the stratigraphic columns.
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Figure VL14. Geologic cross section B-B'. This lithostratigraphic cross section was
constructed using the lithologic data that was generated in the lab
with a binocular microscope. The correlations are based on depth and
lithology, while honoring the character of the gamma logs, which are
plotted on the stratigraphic columns.
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Figure VL15. Geologic cross section A-A'. On this and the following cross section,
we have identified unique mud horizons that can be correlated
between the two lines of section. The mud units are color coded for
ease of correlation between the sections. The surfaces of these units
are then modeled with an interactive surface modeling code, in an
attempt to construct the three-dimensional stratigraphic framework.
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Figure VL16. Geologic cross section B-B'. On this and the previous cross section, we
have identified unique mud horizons that can be correlated between

the two lines of section. The mud units are color coded for ease of

correlation between the sections. The surfaces of these units are then
modeled with an interactive surface modeling code, in an attempt to
construct the three-dimensional stratigraphic framework.
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Figure VL17. Grid model of geologic cross section A-A'. This model is composed of
1 m x 10 m rectangular grid blocks, in which the individual grid
blocks have been assigned a specific lithology. This lithology
represents the dominant lithology that is intersected in the cross
section beneath the grid. permeability is also assigned to each
gridlock, as discussed in the text of the report.
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Figure VL18. Grid model of geologic cross section B-B'. This model is composed of
1m x 10m rectangular grid blocks, in which the individual grid blocks
have been assigned a specific lithology. This lithology represents the
dominant lithology that is intersected in the cross section beneath the
grid. permeability is also assigned to each gridlock, as discussed in the
text of the report.
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GEOPHYSICAL ANALYSES

In the previous part of this section, the geophysical logs furnished to us provided part of the information
upon which we based our stratigraphic correlation for the ISASDS. They were not used quantitatively
except to provide information about bed thicknesses. In the following, we describe briefly the use of a suite
of geophysical logs to determine porosity through the section and water saturation in the vadose zone, two
of the more important sediment parameters required for flow and transport modeling.

Hole Information

The hole was augured down to the water table using no drilling fluids. Below the fluid level, a standard
mugd-rotary drilling system was used to drill down to TD (total depth). Prior to logging, the hole was filled
to the surface with water. No casing was set.

Logging Program:
The geophysical well logs were obtained by Graves Environmental and Geotechnical Services 1/24/90.
Three services were run to acquire neutron porosity, density, and resistivity logs. These logs will now be
discussed. ‘

DENSITY LOGS

The data were acquired using the Century Geophysical Corp. 9030A logging tool, a 2.2" diameter
mandrel incorporating the following sensors: a gamma ray detector to measure the natural radioactivity of
the formation; a 5" focused guard resistivity electrode; caliper arm to measure the hole diameter; and a
scintillation detector to measure the gamma rays originating from the 125 mCi Cesium 137 source housed
at the bottom of the tool.

The caliper log provides the hole diameter versus depth. The hole is mughly 7" in diameter, highly mgose
from surface to ~118 ft. Below 118 ft, the hole size decreases to a diameter of ~4.25" and the rugosity
disappears. A large washout to 9" is indicated by the caliper log at a depth of 87 ft.

The density is determined using a single scintillation detector which measures the total energy of the
gamma rays scattered from the source. The depth of investigation is from 3-8". One disadvantage of
utilizing a single-detector tool is that the measurement is greatly affected by the borehole environment.
More sophisticated density tools use two detectors, one positioned close to the source and another placed
further away. A two-detector system allows the measurement to be corrected for borehole effects by using
both count rates. The density measurement from a single-detector tool cannot be corrected for borehole
effects, Thus, when the hole is large or rugose, the measurements are adversely affected; they are usually
lower the true bulk density. For example, the average bulk density is ~1.7 g/cc which appears to be a low
bulk density. It is quite probable that the tool may not be in sufficient contact with the borehole wall,
resulting in a gap between the detector and the formation and lower density measurements. Century
Geophysical Corp. does not have a method to correct the density log for borehole effects.

A density-derived porosity is based on the density values for an assumed sand matrix and water as the
borehole fluid:

Pra =265g/ cm® (V1.2)

p, =10g/cm’ (VL3)

The equation for computing the density-derived porosity is

pb_pm
¢, =—t—m (V14)
P P



In Eq V14, py is the bulk density obtained directly from the density log measurements, and ¢ is the
porosity derived from them. As stated above, the density measurements are adversely affected by hole size
and rugosity. When the detector face is pulled away from the borehole wall due to washouts and other
factors, the density will be artificially low. When the density-derived porosity is used to determine the
total porosity and water saturation, these calculations also reflect the artificially low density readings.

NEUTRON LOGS

The neutron porosity was determined using the Century Geophysical Corp. 9055A logging tool, a 1.8"
diameter mandrel featuring a scintillation detector for measuring the natural radioactivity of the formation
and one Helium3 detector for sensing neutrons scattered from a 1 Ci AmBe241 neutron source. The
neutron counts are recorded in API units (normalized to the tool calibration). The initial neutron porosity
values looked suspiciously low and erratic. For example, the data jumped by as much as 20 percent in a
single measurement. The data are spiky, and in several zones the measurements were obviously erroneous
(abnormally high neutron count rates resulting in negative porosity readings). It looked as though the tool
may have been malfunctioning in these zones.

A borehole cormrection chart, dated 1978, was furnished by Century Geophysical Corp. to correct the
porosity measurements for hole size effects. The chart data were renormalized depending on the tool
calibration, re-plotted, and curves were fitted to represent the relationship between porosity and
normalized count rates for varying hole sizes. On average, the hole size correction increased the porosity
readings by 37 percent of the value before correction.
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Porosity and Invaded Zone Water Saturation Calculations

The total porosity and water saturation in the invaded zone (near the well-bore) are determined from both
the density and neutron porosity values. When the formation is completely water-saturated, the porosity
derived from the density log should be equal to the porosity derived from the neutron log. In the vadose
zone, however, the apparent neutron porosity will be lower, since the neutron log "sees” the amount of
hydrogen in the sediment. The difference between the apparent neutron porosity and the porosity derived
from the density log is essentially equal to the gas-filled porosity in the sediment.

TOTAL POROSITY CALCULATION
The bulk density from the neutron log can be written
pb=(l_¢:)'pm +¢t'Su'pf A (V15)

If Eq. (V1.6) is solved for bulk density also and the result equated to the right hand side of Eq. (VL.5), one
obtains

(1=0.) Pus +04 Py =(1=0,)-Pra +0, S5, (VI6)
Equation (V1.6) can then be solved for the total porosity ¢;:

¢ = ¢ . ( -— —_) + A
0 pma) p.. (VL7)
= 06230, + 03770,
The numerical values result upon substituting unity for the fluid density and 2.65 for the matrix density.

INVADED ZONE WATER SATURATION

The invaded zone water saturation, S,,, can be obtained after algebraic manipulation of the above
equations, from

Sw = n Do | (VL8)
~xd(1—-
CLAY CORRECTIONS

Because the invaded zone water saturations were reading above 100 percent, a clay correction was
applied, resulting in lower values. The correction was calculated from the difference in gamma ray
response from a "clean” (i.e., clay-free) zone and the gamma ray response in a clay zone. This was then
used to calculate corrected neutron porosity values and, finally, total porosity values corrected for clay
content.

VI-26



WATER SATURATION

Since the water is very fresh and has a high resistivity, the electrical conductance of the sediments at the
ISASDS is dominated by exchangeable cations. Under these conditions, the Waxman-Smits equation for
the resistivity of shaly sands reduces to

-1 .
R= .(2.‘_5'3_)._ (V1.9)

B * Q*
In Eq. (V1.9), R is the formation resistivity, ¢ is its fractional porosity, S,,, is the water saturation (fraction
of pore volume), B is the equivalent conductance of clay counterions, and Q. is the cation exchange
capacity of the sediment per unit bulk volume. We assume that this equation holds for both the invaded
and uninvaded formation, and furthermore that the 16-inch normal log gives the resistivity of the invaded
zone, while the 64-inch normal log records the resistivity of the uninvaded zone. Then the water
saturation in the uninvaded zone is calculated from

R
s, ==%.5,. .
“=R, O (VL10)

Figures VI.19 - V1.22 summarize the results of analyzing the well logs for MHT 1c. The analysis was not
carried out for the other wells due to termination of funding resulting from an overall budget reduction for

the integrated demonstration project.
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Figure VL.19. Log analysis for MHT1c. TPORCOR is the clay-corrected total
porosity, Sy,' is the shule-corrected porosity in the invaded zone,
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ray response, and CAL)

[SM is the stripped, smoothed caliper log.
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Figure VL.22. Log analysis for MHT1c, continued. POR is the total porosity with no
clay correction, SPHIDSM is the stripped, smoothed density porosity,
CALCNPOR is the borehole corrected neutron porosity, and Sy, is
the water saturation in the invaded zone without the clay correction.
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VII. SIMULATION STUDIES

Although a number of runs were made with the NUFT code to simulate the removal of VOCs and the
breakthrough of helium in the helium tracer test conducted by injecting a pulse of helium into AMH-1 and
measuring its concentration in AMH-2, no completely satisfactory results were achieved because we did
not have the necessary geologic information until a few months from the end of the funding period. By the
time we had developed the detailed description and investigated several methods for assigning
permeabilities to different lithologic units to attempt generating a reasonable approximation to the
heterogeneity of the system, there was not enough time to complete all the planned simulation runs and
analyze the results.

As an example of the preliminary results, Fig. VII.1 was prepared, based on assigning permeabilities to
each of the four lithologic types defined on the coarse-grid stratigraphic section A-A' given in Section VI.
These were chosen to give a mean value of k equal to the value determined from the VE pressure test
analysis given in Section V, with ¢ assigned the values shown in the legend.

:
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Figure VIL1. TCE concentrations in AMH-2 from field data and from three
simulations with the NUFT code for o equal to 0 (homogeneous), 1.2,

and 2.5.

Note that the performance improves as the degree of heterogeneity increases. This is an artifact of the use
of a two-dimensional cross-sectional model. As G increases, the system becomes effectively isolated from
the atmosphere because the sandy mud forms a continuous barrier near the top of the model cross-section.
In reality this would not be continuous. A second problem is that we used the field contaminant
concentration vs. depth data from one well to assign concentrations to all grid blocks, so that the initial
contaminant distribution was not consistent with the lithology assigned. We had planned to simulate the
percolation of contaminant through the system to generate a consistent set of initial conditions for each
assigned permeability distribution, but this was not possible due to the termination of funding. This would
be an interesting follow up study for someone to pursue.
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VIIL. CONCLUSIONS AND RECOMMENDATIONS

In closing, we would first like to emphasize that this is a progress report on quantifying the effects of
field-scale heterogeneities on remediation processes. It is not a finished product, and much work remains
to be done even with Savannah River data before taking the results too seriously, especially on the use of
the simple analytical heterogeneity parameter model to evaluate the performance of P&T and ISAS
processes at Savannah River.

However, the general approach has worked well when applied to waterflooding reservoirs with enough
core data to determine accurate a priori estimates for the model parameters (pore volumes, saturations.
and the variance of intrinsic permeability), and with a flood pattern and operating conditions held
constant over most of the project life. In such cases, there is little difference between the parameter values
determined from core data and the values obtained by least-squares fitting of the production response
curves. Each waterflood response.curve requires only a single set of parameters.

Unfortunately, the Savannah River remediation projects considered in this report do not satisfy the first of
these conditions. Core data are sparse and not systematically distributed, lab measurements on core
samples did not include all parameters of interest for each sample, and the sampling and measurement
errors in determining contaminant concentrations introduce a much larger percentage error in the
contaminant mass inventory than would be typical for initial oil in place in a waterflood project.

For the P&T project, the second condition is satisfied, and hence one major source of uncertainty in the
applicability of the heterogeneity model is removed. The reasonably close agreement between the observed
concentrations and model results extrapolated for six years with parameters determined from the first
thirteen months of operation lends some credibility for this application.

In contrast, there were a number of significant changes in operating variables for the ISAS demonstration.
In the curve-fitting exercise described in Section IV and Appendix C, it was necessary, conceptually, to
associate two different pore volumes with each contaminant concentration vs. time curve in order to match
the model to the field data. An analogous situation sometimes occurs in highly stratified petroleum
reservoirs, when the system responds as two distinct layers connected only through the wellbores. It is
then easy to justify the addition of two response curves to obtain the total production.

In the present case, this justification is not so easy. While the introduction of a mass source into the
system by injecting air will certainly change the flow patterns, the treatment of the subsequent behavior as
a continuation of the early time performance with a second response added is basically an ad hoc
assumption and needs to be investigated further. Simulators will be very useful in this investigation.
because it is then possible to specify exactly the distribution of the important physical variables. in
contrast to a real system.

For now, it is interesting to speculate on the meaning of the results obtained. One of the difficult problems
in analyzing the Savannah River experience is the separation of the effects of the horizontal well geometry
from the effects of air injection on the overall VOC recovery performance. Until we can develop a clear
rationale for this separation. it is difficult to transfer the technology. Another problem arises in comparing
in-situ air stripping with other remediation technologies which have been applied at the site. The pump
and treat system has been in operation for more than seven years. but it encompasses a much larger area.
For this reason. it would be expected to perform more poorly than a small-scale system located near a "hot
spot" of contamination. The vertical-well vacuum extraction test conducted before the horizontal system
was developed was also in the hot spot area. but the test was much too short to allow a good comparison to
be made with in-situ air stripping. ‘

If the model results can be taken seriously, the short- and long-term performance with and without air
injection can be determined directly from the two parts of the model calculation. The model result for total
VOC extracted during the entire test is 16834 Ib.. of which 5501 Ib. is attributed to vacuum extraction
alone and 11333 Ib. is attributed to the increase resulting from air injection. This represents a 200%
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increase in the amount of contaminant over the quantity that could have been removed in the same
operating period by extraction alone from horizontal well AMH-2. From the model results, we can also
correct approximately for the effects of air injection during the first 21 days and compare the results with
the vertical-well SVE test. The amount of TCE attributed to extraction alone from AMH-2 is 1290 Ib., and
the amount of PCE is 1271 Ib., giving a total of 2561 1b., or 12.5 Ib. per foot of active screen. Recall from
Table 1.3 that the SVE test extracted 16.1 1b./ft, or approximately 1.29 times the normalized amount
extracted from AMH-1. On this basis, vertical wells appear to be more efficient, but this is not really
significantly different from the horizontal well results, considering the short operating time and highly
variable operation of the SVE test.

It is worth noting that at least the qualitative effects of heterogeneity are captured by this simple model, in
that very long time periods will be required to achieve regulatory compliance through continued extraction
and air injection. Table VIIIL.1. shovws this dramatically, with the predicted percentage of mass recovered
(according to the model) increasing very slowly with continued operating time. Concentrations of
contaminants in the extracted air are predicted to decrease very slowly, with more than 100 years required
to reduce TCE to less than 10 parts per billion in the vapor. In Section IV, however, we noted that
aqueous phase concentrations were predicted to remain above 100 ppb even after 500 years of operation of
the P&T system.

Table VIIL.1. Extrapolated remediation performance based on the heterogeneity
parameter model. '

Years of Per Cent TCE Concentration Per Cent PCE Concentration
Operation Removed (ppb) Removed (ppb)
1 59.4 56610 51.6 142296
10 90.7 ‘ 988 97.6 1927
100 98.1 30 >99.9 2
150 >99.0 9 >99.9 <1

Actually, the removal of contaminar  in the vapor phase may offer a considerable advantage over P&T,
whether accomplished by extraction alone, by extraction combined with injection, or either or both
processes with horizontal or vertical wells. If we assume that the desired end result is a concentration of 5
ppb in the vadose zone aqueous phase for both TCE and PCE, then the required vapor phase
concentrations (assuming equilibrium) would be 0.4 and 0.8 ppm, respectively!. We extrapolated the
model results for the ISAS test to produce the plots on Fig. VIII.1. in order to estimate how long it might
take to reduce the vapor concentrations to these limits. Based on these extrapolations. the vadose zone
water contaminant concentrations should reach 5 ppb after about 200,000 hours, or 23 vears. of operation.
This is a dramatic improvement over P&T, but we hasten to point out that the underlving aquifer may not
be cleaned up, and that the P&T area is on the order of 100 times the size of the ISAS demonstration. The
determination of the effective area (actually, sediment volume) that can be effectively treated remains an
unsolved problem.

Finally. it should be pointed out that the heterogeneity parameter approach. if validated by future work.
very neatly separates the effects of heterogeneity from the question of uncertainty, and lends itself to rapid
Monte Carlo or other probabilistic modeling techniques to determine the range of economic uncertainty
arising from uncertainties in ©. total contaminant inventory. and other parameters. This in turn will
ultimately allow intelligent decisions to be made concerning the allocation of resources to environmental

I sing partition coefficients based on solubilities of 1100 mg'L and 150 mg'L. and vapor pressures of 69.1 mm Hg and 18.1 mm Hg, for
TCE and PCE. respectively.
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remediation projects. The long period required for remediation is a consequence of heterogeneity, not
uncertainty. The only uncertainty is in how serious the probiem will be.
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Figure VIIL.1.Field data and heterogeneity model results for the ISAS test period,
and extrapolated model results for the concentration of TCE and PCE
versus operating time. PCE concentration is above TCE concentration
for most of the time shown. The vapor phase concentrations in
equilibrium with vadose zone water containing 5 ppb of each
contaminant are between 0.1 and 1.0 ppm.
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Development, DOE. This report was submitted to the American Institute of Chemical Engineers as a
preprint for the 1992 Summer National Meeting (Advances in Soil Venting, Session 54) in Minneapolis,
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Document 2, Analytical Solutions for Gas Flow Due to Gas Injection and Extraction from Horizontal
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the last page of document 1.



ANALYTICAL MODELING OF ADVECTIVE CONTAMINAN I
TRANSPORT DURING SOIL VAPOR EXTRACTION

Ronald W. Falta
Department of Earth Sciences, Clemson University, Clemson, SC
Karsten Pruess
Earth Sciences Division, Lawrence Berkeley Laboratory, Berkeley, CA
Dwayne A. Chesnut

Earth Sciences Division, Lawrence Livermore National Laboratory, Livermore, CA

August 12, 1992

ABSTRACT

A general method for modeling the advective transport of a Volatile Organic Compound
(VOC) to a soil vapor extraction well has been developed. This technique is applicable to
cases in which the VOC is partitioned in the unsaturated zone between the gas, aqueous,
and solid phases. The VOC may have a one, two, or three-dimensional initial distribution.
The method may be applied to problems having a one or two-dimensional steady state gas
flow field in which the gas streamfunction and gas travel time distributions are known.
Examples are included to show the application of the method to radial and two-
dimensional cylindrical gas flow fields with different VOC distributions and characteristics.
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INTRODUCTION

Soil vapor extraction is a new method for removing volatile organic compounds
(VOCs) from the unsaturated zone. A soil vapor extraction system consists of one or
more gas pumping wells screened in the unsaturated zone. The induced gas flow
results in the evaporation of nonaqueous phase liquids (NAPLSs), the volatilization of
chemicals dissolved in residual pore water, and the desorption of chemicals from soil
surfaces. Contaminant removal is achieved as the gas sweeps the contaminated zone,

flushing contaminant vapors from the soil.

In the design and evaluaton of vapor extraction systems, mathematical models of
the gas flow field and contaminant transport are useful tools. Usually, these models are
based on numerical solutions of the governing mass balance equations, and a number of
numerical simulators have been developed for modeling gas ﬂow and chexhical tran-

a2 A

sport in the unsaturated zone [1.2.3,4,5,6,7,8].

For certain well geometries and system conditions, it is possible to develop
analytical solutions for modeling the induced gas pressure field. Analytical pressure
solutions have bccn presented for one-dimensional radial flow [9,10,11,12,13] and for
two-dimensional cylindrical flow (14,15.16] under various conditions.

These gas pressure solutions may be used to caiculate the gas travel time from any
location to the extraction well (see, for example, (11.14.16]). Srhan et al. [16] showed
that the gas streamfunction distribution may be analytically derived from the pressure
solution.

While several analytical solutions are available for modeling the gas pressure field

under different conditions, the number ot analytical solutions reported for modeling
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chemical transport during soil vapor extraction operations is more limited. For prob-
lems in which the contaminant is present in the form of a pool of NAPL resting on the
water table or trapped in a low permeability soil layer, Johnson et al. [9], Johnson et al.
(11,12], and Ho and Udell [17] have presented boundary layer type solutions for the
chemical transport assuming one-dimensional gas flow. In these solutions, the gas is
assumed to flow past but not through the contaminated zone, and the rate of contam-
inant removal is limited by gaseous diffusion from the contaminated zome into the
flowing gas streamn.

An alternate scenario is one in which the VOC is not present in the form of a
NAPL, and in which the gas flows through the contaminated zone. In this case, the
effect of diffusion is usually much smaller, and the rate of contaminant removal is
mainly limited by the rate of gas flow through the contaminated zone. For situations in
which the VOC is strongly partitioned into the aqueous and solid phases, the rate of
local interphase mass transfer into the gas phase could also limit the rate of contam-

inant removal.

In this paper, we present a general method for modeling the advective transport of
a VOC to a soil vapor extraction well. This technique is applicable to cases in which
the VOC is partitioned in the unsaturated zone between the gas, aqueous, and solid
phases, and in which the assumption of local phase equilibrium is valid. The VOC may
have a one, two, or three-dimensional initial concentration distribution, and the method
may be applied to prc_)blems having a one or two-dimensional steady state gas flow field
in which the gas streamfunction and gas ravel time distributions are known. Examples

are included to show the application of the method to radial and two-dimensional
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cylindrical gas flow fields with different initial VOC characteristics and distributions.

This technique ma;y be used to optimize the placement of a vapor extraction well
screen for a given subsurface VOC distribution, and is useful for conducting initial
feasibility studies of vapor extraction as a remediation method. This analytical method
may also be used to verify the performance of more sophisticated numerical models

used to simulate gas phase contaminant transport.

METHODOLOGY AND ASSUMPTIONS

The basis of the method is a mapping of the initial contaminant distribution from
the r-z or x-z plane to a vapor travel time-normalized streamfunction plane. In con-
structing this mapping, the normalized streamfunction (fractional mass or molar flow)
is usually determined analytically by applying the Cauchy-Riemann equations to an
analytical steady state pressure distribution solution (see, for example, [16]). For sim-
ple flow systems, the vapor travel time may also be determined analytically from the
pressure solution, and fc: more complicated systems, the travel time distribution may

be computed numerically from the pressure solution.

From the transformed chemical distribution, the fraction of contaminated soil gas
entering an extraction well at any time may be found directly. This fraction determines
the composition of the gas pumped from the well, and by using this information with
the known gas flowrate from the well. the rate of contaminant removal may be calcu-
lated.

The technique described above is similar in many respects to approaches used to

model advective transport in sawrated fluid flow. For example, Javandel et al. (18]
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developed a semi-analytical method for computing advective contaminant transport in
two-dimensional horizontal fluid flow systems. They use complex potential theory to
determine streamfunction distributions, and calcnlate travel times numerically from the
complex velocity potential. This information is then used to compute contaminant
breakthrough curves at pumping weils, and to determine advective front locations.

In the present work, we are primarily interested in finding the contaminant con-
centration produced from a vapor extraction well as a function of time. By formulating
the advective modeling method as a mapping problem, this calculation is done in a
general way.

To use steady state gas soeamfunction and travel time solutiqns to model advec-
tive VOC transport, several simplifying assumptions are necessary. A primary require-
ment is that the movement of VOC from a given location must be proportional to the
gas pore velocity at that location. This requirement is satisfied under conditions of
linear equilibrium partioning ot the contaminant between the gas, aqueous, and solid
phases. In this case, the VOC advective velocity is related to the soil gas pore velocity

by

V= )

where V, is the VOC advective velocity, V, is the soil gas darcy velocity, ¢ is the poros-
ity, S is the gas phase saturation. and R, is the gas phase retardation coefficient for the

specific chemical. With linear equilibrium phase partoning, R, is defined as (19]

AR Y )
=Hs, hes, ! @
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where S,, is the residual aqueous phase saturation, p, is the soil bulk density, Kp is the
chemical-soil distribution coefficient, and # is the chemical’s Henry’s constant. The

chemical-soil distribution coefficient is often estimated by
Kp =Kopefo . 3

where K, is the chemical-organic carbon partition coefficient, and fa 1s the fraction of
organic carbon in the soil [20.21]. Methods for calculating K, for different chemicals
are given by Lyman et al. [22]. As used in equaton (2), Henry’s constant is dimen-

sionless, and may be approximately calculated from

H= (4)

wh&c C, is the saturated vapor concentration of the chemical, and C., is the aqueous
solubility of the chemical. The use of equations (1) and (2) for determining the VOC
transport require that the VOC is not present as a NAPL in the system. In the present
work, we will assume that the ®, is constant throughout the subsurface. This implies

that S.,, Xp, ¢, and p, are constant and uniform throughout the system.

Because steady state pressure and streamfunction solutions are used to model the
gas transport, changes in the fdow pattern due to changes in the gas composition are
neglected. When the gas phase concentration of a VOC is large, significant gas flows

may occur due to buovancy effects [5.6.23],

This effect would be particularly noticeable during the evaporation of high vapor
pressure NAPLSs, a situation which is not considered here. At lower gas concentration

levels, this phenomenon are less important. To illustrate this point consider the organic
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solvent, u'ichloroethyle?c (TCE). At a temperature of 25°C , TCE has a vapor pressure
of 9.9 kPa. At a total pressure of 1ATM, this corresponds to a gas phase mole fraction
of 0.098 (98,000 parts per million by volume), and a vapor concentration of 0.52
kgim3. The density of soil gas with this composition would be 1.58 kg/m® which is
substantially larger than the ambient soil gas density of 1.17 kg/m? [5]. On the other
hand, if the TCE gas phase mole fraction is smaller, say 0.01 (10,000 PPMV), the
vapor concentration would be 0.054 kg/m*, and the total gas density would be 1.21
kgim? which is close to the ambiént soil gas density. Although the TCE gas conceatra-
tion in this second example is only about one tenth the saturated value, it would still
represent a very significant level of subsurface contamination. The equilibrium aque-
ous concentration corresponding to a gas concentration of 0.054 kg/m* may be calcu-
lated using Henry’s law with Henry’s constant, H calculated from equation (4). The
equilibrium aqueous concentration in this case is about 0.1 13 kgim? or 113 mg/l. This
would be considered a high level of subsurface contamination, and remediation would
probably be required. |

Changes in the gas composition may also affect the characteristics of gas removal
from a well. For cxémple. if an extraction well is pumped at a constant volumetric
rate, as the concentration of VOC in the gas increases, the gas density increases (for
compounds having molecular weights greater than air), and the total rate of gas mass

removal increases.

An additional phenomena which is neglected in the present development is the
release of contaminants from the aqueous and solid phases due to the depressurization

of the gas phase. As gas expands during depressurization, the VOC partial pressure
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and gas phase mass concentration decline. In order to maintain local chemical phase
equilibrium, this requires a reduction in the VOC concentration in the aqueous and
solid phases. Although this effect may be important under conditions of large and
widespread gas depressurization, during most soil vapor extraction operations, the zone
of large gas pressure change is restricted to an area very close to the extraction well

(see, for example, [11,12,16]).

APPLICATION TO RADIAL GAS FLOW TO A VAPOR EXTRACTION WELL

The streamfunction-travel iime mapping method for modeling advective gas tran-
sport may be illustrated by application to a simpie flow field. In this :tion, we con-
sider a fully confined radial gas flow system in which the gas extraction well is

" screened throughout a permeable formation having uniform and constant properties.

Gas Flow Field and Travel Times

For boundary conditions consisting of a constant pressure, P,, at a well radius of
r. and atmospheric pressure (P, ) at a radial distance from the well of r;, Johnson et al.
(11] solved the goveming porous media gas flow equation to obtain the steady state

radial pressure distribution:

: 2 _pl 12
P~ P,
P=:P+ i ) {n(rir, &)
: Intrir,)

Using Darcy’s law. they obtained the radial gas darcy velocity from equation (5)

e

-
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773 (6)
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where k is the effective gas phase permeability, and p is the gas viscosity. The

volumetric gas flowrate entering the well may be computed using equation (6):

_ hk Pu(1=PalPu)))
i In(ry/r;) M

where 4 is the thickness of the pumped formation, and Q,, is measured at a pressure of
Py.
For a system composed of ideal gases, the total molar flowrate entering the well

may be computed by
M=Q,C. (®)

where C,, is the molar density of gas entering the well calculated by

P.
Cw =T ©)

It is useful to note that the total molar flowrate entering the well, M, is independent of
the gas composition entering the well for this problem. This is due to the fact that the
molar density is not a function of gas composition.

Given a constant total molar flowrate distributed uniformiy over the screen length,
the normalized streamfunction corresponds physically to a fractional molar flowrate.
That is, the molar flowrate between anv two streamlines is constant, and the sum of
these streamtube flowrates is equal to the total molar flowrate. For one-dimensional
mdizﬂ flow to a fully penetrating well, the normalized streamfunction (fractional flow)
is easily computed as a linear function of depth. Considering a pumped zone of thick-

ness /1, the normalized streamfunction distribution may be written as:
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Ya=1=-z/h (10)
where z is the depth from the top of the formation. Using equation (10), y,4 has a max-
imum value of 1 at the upper confining layer and a minimum value of zero at the lower
confining layer.

For this problem, the unretarded gas travel time from any radial distance to the

well may be calculated using equation (6) {11]

oS,

‘L'='J; Vg(r’l) drs (11)

The advective VOC travel time considering equilibrium phase partitioning may be cal-
culated by simply multiplying t by the gas phase retardation coefficient, R, given by

equation (2). The advective VOC travel tifne, Tg is then
R=1R, (12)

In Figure 1, the normalized streamtunction (horizontal lines) and VOC gas travel time
(vertical lines) distributions are plotted. These distributions were calculated for a prob-
lem in which the formation thickness is 10m, the effective gas permeability, & is
1x10712m?, the porosity is 0.4. and the residual water saturation, S,, is 0.25. The VOC
travel timc§ were computed by numerically integrating equation (7), and the transport
properties of trichloroethylene (TCE) at 20°C were used to calculate R, used in equa-

tion (12). A listing of the problem specirications for this example are given in Table 1.

The TCE Henry's constant in Table 1 was calculated using equation (4) as the
ratio of the TCE saturated vapor concentration to the TCE aqueous solubility. The

saturated vapor concentration was computed using the ideal gas law [5] with the
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temperature-dependent vapor pressure given by Reid et al. [24]. The TCE solubility is
assumed to be relatively independent of temperature, and a value of 1.1 g/l was used

[25]. The soil-water distribution coefficient in Table 1 was calculated by equation (3)

with an assumed value of f,. of 0.001, and a TCE X, value of 0.126 m3/kg [25].

The contour interval for the VOC travel times in Figure 1 is one day; in other
words, TCE vapor located along the first contour will arrive at the extraction well in
one déy, vépor located at the second contour arrives at the well in two days, and so
forth. For one-dimensional radial flow, the travel time contours are vertical, and are a
nonlinear function of the radial distance from the well. The contour interval for the
normalized streamfunction in Figure 1 is 0.1, and y, varies from a value of 1.0 at z=0
to 0.0 at z=10m. For radial flow, the streamlines in cross-sectional}vicw are horizontal

and are a linear function of the depth from the confining layer.

Conical Initial Contaminant Distribution

To show the application of the mapping method to a radial flow problem, we will
consider a conically shaped initial TCE distuibution as shown in Figure 2. In this
figure, the contaminated zone is represented by the hatched area, and it is assumed to
have a uniform gas phase TCE mole fraction of y,. The mapping of this contaminated
zone from a r,z coordinate system to a "CR.Wd coordinate system may be performed
graphically using Figure 2.

This is done by finding the 1z and w, values corresponding to points along the out-

side edges of the contaminated zone. and plotting these values on a tg,y, graph as

shown in Figure 3. The thickness of the hatched area at any value of vapor travel time
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in this figure then represents the fraction of contaminated gas entering the well at that
time. For example, initially (time=0), all of the gas entering the well is contaminated
because the thickness of the transformed zone at time=0 is 1. Referring back to Figure
2, it is clear that this is the case, because the entire well screen is initially in contact
with contaminated gas. Later, after four days of vapor extraction, the thickness of the
transformed section in Figure 3 is about 0.6, indicating tﬁat about 60% of the gas enter-
ing the well is contaminated while the remaining 40% is clean (neglecting any diffu-
sion). This may be verified by checking the initial distribution in Figure 2. At the 1,
contour conésponding to 4 days, 60% of the s&cammbes contain contaminated gas.

For the purpose of convenience, the thickness of thi: -ansformed section as a
function of travel time may be plotted separately, and a plot of this type is shown in
Figure 4. For a contaminated zone containing a TCE mole fraction of ¥,, this curve
gives the relative TCE mole fraction leaving the well, x/%,, versus time. The mass

rate of VOC removal from the subsurface at any time is calculated by
MT=00) M M., (13)

where M,,, is the contaminant molecular weight, and M is calculated from equations (7)
and (8). The cumulative VOC mass removal from the system at some time, z°, is

obtained by integrating equaton (13) with respect to time,

, _
Méum =M Mo [3(0) dt (14)
Q

Although the advective transport method described in this section was based on

graphical techniques, the deveiopment of computer programs for implementing this
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method is straightforward, depending on the complexity of the initial contaminant dis-

tribution.

APPLICATIONS TO TWO-DIMENSIONAL (R-Z) GAS FLOW TO A VAPOR
EXTRACTION WELL

In this section, the streamfunction-travel time mapping method for modeling
advective gas transport is applied to a more complex two-dimensional cylindrical gas
flow field. Examples are given for several initial contaminated zone geometries, and
the results for selected problcm; are compared with those computed usiné a composi-

tional muitiphase flow simulator.

Gas Flow Field and Travel Times

Referring to Figure 5. we will consider a steady-state gas flow field resulting from
gas extraction from a well screened from z =5 t0 z =a in the unsaturated zone. The
porous media is assumed to be homogeiieous, but may be anisotropic, and the well is
pumped at a constant volumetric rate of Q,. The ground surface is assumed to be open
to the atmosphere (P =/F,), and the system is assumed to be bounded by a no-flow
boundary at a depth of 4. This lower boundary would cbm:spond to either an imperme-
able stratum, or the water table (neglecting any movement of the water table due to gas
pumping). |

The analytical solutions for the gas pressure and streamfunction distributions
under these conditions are given by Shan et al. {16]. As presented in [16], the solutions

apply to a case where the gas well is pumped at a constant total mass rate, M, and the
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solutions are written in terms of a dimensionless source strength defined as:

__uM
&= 2nkpPapaL s

where &, is the effective horizontal gas permeability, p, is the ambient gas density, and
L is the thickness of the screened interval. It is more convenient to write equation (15)

in terms of a volumetric flow rate, Q, defined as

M
) » (16)

because this allows the solutions to be applied to cases in which the gas has a variable
composition. Using equation (16), Q, is the total volumetric Zcwrate leaving the well
measured at ambient pressure and temperature (P,,T). As in the previous section, the
total molar flowrate leaving the well may be computed by multiplying the volumetric

flowrate by the molar density,
M=Q,C, (17

where C, is the gas molar density at ambient conditions,

Ca= (18)

With these modifications to the Shan et al. [16] solutions, the normalized stream-

function, y, comresponds to a fractional molar flowrate, and the sum of the molar

flowrates through ail of the streamtubes is equal to the total molar flowrate, M.

In Figure 6, the normalized streamfunction (y,) and unretarded gas travel time (1)
distributions are shown for an isotropic case in which the formation thickness, 4 is 40m,
and the volumetric gas exmaction rate, Q, is 0.155 m3/s (328 cfm). Additional

A-15




parameter values for this case are given in Table 2. The y, contour interval in this
figure is 0.05, corresponding to 20 streamtubes. Each of the streamlines originate at the
ground surface, and terminate at the well screen, and the molar flowrate between each
streamline is constant. By convention, the top streamline, extending fromr=0,z=0to
the well screen has a y, value of one, while the bottom streamline, extending from r =
w,z=htor=0,z=h,and up to the well screen has a value of zero. We note that this
convention is the reverse of that used by [16].

The gas travel time (1) distribution in Figure 6 was calculated using a simple par-
ticle tracking path integration method [16], and the travel time contour interval is one
day. As in the radial flow case (Figure 1), the first contour from the well corresponds to
a gas travel time of 1 day, the second contour corresponds to a wravel time of 2 days,
and so on. It is important to note that for this flow geometry, the gas travel times
become very large as the radial distance from the well increases. This is largely due to
the fact that most of the gas pumped from the well originates at the ground surface a
shért radial distance away from the well. With the y, - 7 distribution given by Figure
6. it is now possible to construct advective gas transport solutions for various initial

contaminant distributions.

Cylindrical and Conical Initial Contaminant Distributions

Consider the cylindrically shaped contaminant distribution shown as the shaded
area in Figure 7. This shaded area corresponds to a region in which the VOC gas phase
mole fraction is equal to x,. The transtormation of this zone into the y, - T plane is

shown by Figure 8. As in the radial flow case presented earlier, the transformed section
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geometry was computed by finding the T and y, values corresponding to locations
along the outside edges of the initial contaminant distribution shown in Figure 7. The
thickness of the transformed section at any value of t determines the fraction of con-
taminated gas entering the well screen at any time, and this curve is shown by Figure 9.
In Figure 9, the vertical axis corresponds to the relative mole fraction of gas entering
the well, ¥/ %,, and the horizontal axis corresponds to the unretarded gas travel time, .
Inidally, the gas entering the well consists of 50% clean gas and 50% contaminated
gas. This is due to the relative locations of the well screen and the contaminated zone.
From Figure 7, it can be seen that half of the screen is located in the contaminated
region.

As the well is pumped, the fraction of contaminated gas entering the well
decreases as more and more of the streamtubes contain clean gas. For example, after 4
days of pumping, only about 15% of the gas entering the well is contaminated (Figure
9). In other words, after 4 days, only about 3 of the 20 streamtubes in Figure 7 are
delivering contaminated gas to the weil. This may be verified by checking the number
of streamtubes along the 4-day travel time contour which are within the contaminated

zone in Figure 7.

For a given initial VOC mole traction in the contaminated zone, and a gas phase
retardation coefficient calculated by equation (2), Figure 9 may be used to compute the
time-dependent composition of the gas entering the well. This is done by simply multi-
plying the vertical axis by %, and the horizontal axis by R,. This results in a plot of
VOC mole fraction, y versus retarded travel time, 1z, and the VOC mass rate and

cumulative amount of VOC removed from the system at any time are given by (13) and
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(14), respectively.

As mentioned earlier, once the y, - t distribution for a vapor exuactién well
geometry is developed, advective gas transport solutions may be constructed for vari-
ous initial contaminant zone geometries. In Figure 10, a case is shown in which the
VOC is distributed in a conical volume similar to the radial flow example. The
transformation of this shape into the v, - t plane is given in Figure 11, and the resulting
thickness of the transformed shape as a function of gas travel time is shown in Figure
12, Although the VOC distribution considered in this example is similar to that shown
before for the radial flow case. Figure 2. the transformed shape shown in Figure 11 is
quite different from that developed for the radial flow situation, Figure 3. This is due
to the more complex two-dimensional nature of the streamfunction and travel time dis-

tributions used to develop the coordinate transformation.

While the examples discussed thus far have only considered contaminated zones
having a uniform VOC mole fraction. more complicated distributions may be modeled
by superimposing the solutions from several different initial distributions. Further-
moré, it is possible to model the advective transport resulting from a three-dimensional
contaminant distribution in which the distribution is a function of -, z, and 6. This is
done by multiplying the relative mole fraction in the /%, vs © breakthrough curve by
the fractional flow through the contaminated zone in the 8 dimension (see [11,17]). For
example, if the contaminated zones shown in Figures 2, 7, and 10 were assumed to only
subtend and angle of a in the 6 dimension. the breakthrough curves shown in Figures 4,
9. and 12 would be multiplied by o/ 2x. This would account for the fact that the gas
flowing through the remaining angle of 21 -« is not passing through a contaminated
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Uniform and Layered Initial Contaminant Distributions

Because the advective transport model described in this paper is not subject to
numerical discretization errors, the method may be used to verify the accuracy of
numerical models for gas phase advective transport. In this section, two examples are
given in which the results calculated by the present method are compared with those
obtained using a comprehensive multiphase compositional numerical simulator known
as STMVOC developed by Falta et al. (7].

For the first example, we consider the two-dimensional flow field resulting from
gas extraction from a well screened between 3m and 7m below the ground surface in a
10m thick formation. The system has an anisotropic permeability, and the ground sur-
face is open to the atmosphere. For this problem, the entire subsurface is assumed to be
uniformly contaminated with an initial chemical mole fraction of %, = 0.01. The air
entering from the ground surtace is assumed to be clean, and phase partitioning of the

chemical is neglected (R, = 1). Additional problem specifications are listed in Table 3.

This problem was modeled using STMVOC with a very fine mesh. A total of
1050 elements were used with 20 uniformly spaced elements in the vertical dimension
and 50 logarithmicalily spaced elements in the radial elements. The remaining 50 ele-
ments were placed at the top of the mesh. and were used to maintain the upper boun-
dary condition of zero contaminant moie fraction and constant atmospheric gas pres-
sure. In order to match the assumptions used in the analytic model (ie. steady state

flow), an initial computer run was conducted to generate the steady state pressure. This

A-19




pressure field, and a gas phase chemical mole fraction of 0.01 were then used as initial

conditions for the transport simulation.

A comparison of the numerical results with the solution obtained using the analyt-
ical method is shown in Figure 13. In this figure, the solid line represents the analytical

solution and the solid circles represent the numerical solution resuit at every time-step.

These results are in good agreement, and one could conclude that the numerical simula-

tor is giving accurate results for this particular flow and contaminant geometry.

The final example is somewhat more realistic, consisting of a layered initial tri-
chloroethylene distribution with equilibrium phase partitioning. In this case, gas is
pumped from the bottom 3m of a 10m thick anisotropic formation which is open to the
atmosphere at the ground surface. The initial TCE distribution cpnsists of 6 horizontal
layers with a uniform TCE mole fraction in each layer. Details of the initial TCE dis-

tribution, along with additional parameters used in this problem are listed in Table 4.

This case was modeled numerically with STMVOC using the same mesh as in the
last problem. Because this problem includes some pore water, and evaporation of pore
water is not considered in the analytic method, the STMVOC code was slightly
modified to eliminate water evaporation in this simulation. In the numerical model,
phase partitioning is included by assuming local chemical equilibrium in each element
[7]. As in the previous exampie. an initial run was conducted to generate the stegdy
state gas pressure field. This gas pressure field was then used with the initial TCE dis-
tribution specified in Table 4 to form initial conditions for the numerical transport

simulation.
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To generate the analytical solution for this case, the transformed solution for each

layer was computed individually. These were then superimposed to give the overall
contaminant breakthrough curve. A comparison of this curve with the numerical simu-
lation results is given in Figure 14. Initially, the TCE mole fraction entering the well is
zero due to the fact that the well screen is located in an area which is initially free of
TCE. After a short time, the TCE mole fraction begins to increase as gas from a highly
contaminated zone just above the well screen enters the well. A maximum mole frac-
tion is reached after about 60,000s (about 0.7 days) of pumping, and following this
peak, the mole fraction entering the well begins to decrease as gas from the less highly
contaminated layers enters the well. The numerical results, shown as solid circles in
Figure 14, are in good agreement with the analytical solution, although the value of the

peak mole fraction entering the well is slightly underestimated by the code.

SUMMARY

A relatively simple analvtical technique has been developed for simulating the
advccxivé transport of VOCs in the unsaturated zone in response to soil vapar extrac-
tion operations. This method is based on a coordinate transformation defined by the
gas streamfunction and travel time distributions for a given vapor extraction well
geometrv. The method may be applied to one and two-dimensionai flow ﬁelds with
complex initial VOC distributions, and the effects of equilibrium phase partitioning of

the VOC into residual pore water and the solid phase are accounted for.

This method may be used in soil vapor extraction optimization studies, and it pro-

vides a very efficient means for conducting initial feasibility studies at hazardous waste
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sites requiring remediation. These solutions may also be used to verify the perfor-

mance of numerical simulators developed for gas phase contaminant transport model-

ing.

NOTATION

a depth to well screen bottom, m.

b depth to well screen top, m.

C, gas molar density at ambient pressure and temperature, mole/m>.
C. gas molar density at well screen pressure and temperature, mole/m?2.
C; saturated VOC vapor concentration, kg/m?.

Cv VOC aqueous solubility, kg/m-.

foe fraction of organic carbon in soil.

h formation thickness. m.

H Henry's Constant defined by equaticn (4).

X effective gas phase permeability, m-.

ky effective horizontal gas phase permeability, m=.
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effective vertical gas phase permeability, m?.
soil-water distribution coefficient, m3/kg.
organic carbon partition coefficient, m>/kg.
length of screened interval, m.

total mass flowrate from well, kg/s.

total VOC mass flowrate from well, kg /s.
total molar flowrate from well, mole/s.
cumulative VOC mass removed, kg.

VOC molecular weight, g/mole.

gas pressure, Pa.

ambient gas pressure. Pa.

- well screen gas pressure. Pa.

-

total volumetric flowrate at ambient pressure and temperature, m3/s.
total volumetric flowrate at well screen pressure and temperature, m*/s.
radius of influence, /.

well radius, m.

universal gas constant. m//mole K.

gas phase retardation coefficient.

volumerric gas phase saturation.

volumetric aqueous phase saturation.
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Po

Pa

V4

Ju¢

temperature, °C.

VOC advective velocity, m/s.

gas phase darcy velocity, m/s.

angle subtended by contaminated zone, radians.
VOC gas phase mole fraction.

initial VOC gas phase mole fracxibn.
porosity.

gas phase viscosity, kg/m s.

soil dry bulk density, kg/m>.

ambient gas phase density, kg/m".

gas travel time to well screen. s.
retarded gas travel time to well screen, s.

normalized streamfunction.

dimensionless source strength defined by equation (15).
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Table 1. Radial Flow Problem Specifications

Parameter

Thickness
Effective gas permeability
Porosity |

Residual water saturation

Well radius

Radius of influence

Well pressure

Temperature

Gas viscosity

Soil bulk density

Contaminant

Henry’s Constant

Soil-water partition coefficient

Gas phase retardation coefficient

~ h=l0m

Value

k=1x10-12 m2
¢=0.4

Sw=0.025

rw=0.051 m

ri=30.0 m

Pw=0.7 ATM=70,927 Pa
T=20°C
u=1.81x10-3 kg/m-s
pp=1500 kg/m3
Trichloroethylene
H=0.353
Kp=0.000126 m3/kg
Rg=3.73
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Table 2. Two-Dimensional Flow Problem Specifications
for Cylindrical and Conical Initial
Contaminant Distributions

Parameter , Value

Depth to impermeable h=40 m

Depth to bottom of screen a=30m

Depth to top of screen b=20 m

Total gas removal rate Qa=0.155 m3/s
Effective horizontal gas permeability kp=2x10-11 m2
Effective vertical gas permeability kv=2x10-11 m?2
Porosity ¢=0.4
Residual water saturation , Sw=0.25
Temperature T=10° C

Gas viscosity u=1.76x10-5 kg/m-s
Gas phase retardation coefficient Rg=1.0
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Table 3. Two-Dimensional Flow Problem Speciﬁcations
for Uniform Initial Contaminant Distribution

Parameter
Depth to impermeable boundary

Depth to bottom of screen

Depth to top of screen

Total gas removal rate

Effective horizontal gas permeability
Effective vertical gas permeability
Porosity

Residual water saturation
Temperature

Gas viscosity

Gas phase retardation coefficient

Initial contaminant gas mole fraction

Value
h=10m

=Tm

=3m
Qa=0.081 m3/s
kn=1x10-11 m2
ky=1x10-12 m2
0=0.4
Sw=0.0
T=10° C
u=1.76x10-3 kg/m-s
Rg=1.0
X0=0.01
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Table 4. Two-Dimensional Flow Problem Specifications

for Layered Initial Contaminant Distribution

Depth to bottom of screen
Depth to top of screen

Total gas removal rate
Effective horizontal gas permeability
Effective vertical gas permeability
Porosity

Residual water saturation
Temperature

Gas viscosity

Soil bulk density

Contaminant

Henry’s Constant

Soil-water partition coefficient

Gas phase retardation coefficient

0<z<3m

3m<z<4m
4m <z £ 5m
Sm<z<6m
Bm<z<7m

m<z<10m

Initial contaminant gas mole fraction:

Value

a=10 m

b=7m

Qa=0.0605 m3/s
kp=1x10-11 m2
ky=1x10-12 m2
¢=0.4

Sw=0.25

T=10° C
u=1.76x10-3 kg/m-s
Pb=1590 kg/m3
Trichloroethylene
H=0.214
Kp=0.000126 m3/kg
Rg=5.68

10=0.0
10=0.002
X0=0.004
%0=0.006
x0=0.010
¥0=0.0
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Figure 5. Well geometry for two-dimensional flow examples.
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Figure 10. Initial VOC contaminated zone geometry.
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Figure 13. Comparison of numerical results with analytical solution for uniform initial
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ANALYTICAL SOLUTIONS FOR GAS FLOW DUE TO GAS
INJECTION AND EXTRACTION FROM HORIZONTAL WELLS

Ronald W. Falta
Department of Earth Sciences, Clemson University, Clemson, SC

August 15, 1992

ABSTRACT

Analytical solutions are developed for modeling the transient and steady state gas pressure
and the steady state streamfunction fields resulting from gas injection and extraction from
a pair of parallel horizontal wells. These solutions apply in cases in which the ground
surface is open to the atmosphere, and in which the porous media is isotropic but
homogeneous. By neglecting end effects due to the finite length of the wells, the three-
dimensional gas flow field is approximated as a two-dimensional cross-section
perpendicular to the wells. These solutions may be used to develop estimates of the
horizontal well system behavior, and are useful for model verification.
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INTRODUCTION

Soil vapor extraction is a new method for removing volatile organic contaminants
from the unsaturated zone. A soil vapor extraction system coﬁsists of one or more
pumping wells screened in the unsaturated zone. These wells may have either a verti-
cal or a horizontal configuration, and additional wells may be used for gas injection.
Contaminant removal is achieved as the induced gas flow sweeps the contaminated
zone, flushing contaminant vapors from the soil. Although the majority of soil vapor
extraction operations have involved the use of vertical wells (see, for example, [John-
son et al., 1990b])), researchers have recently begun to evaluate the performance of hor-

izontal well vapor extraction systems [Looney et al., 1991].

In the design and evaluation of vapor extraction syst&ns, mathematical models of
the gas flow field are essential tools. Usually, these models are based on numerical
solutions of the goveming partial differential equations, but for certain well geometries
and conditions, it is possible to develop analytical solutions for modeling the gas flow.
While analytical solutions have been developed for gas flow to'a vertical weil [Johnson
et al., 1988; Massmann, 1989: Johnson et al., 1990a,b; McWhorter, 1990; Baehr and
Hult, 1991; Shan et al., 1992), and to a point sink {Wilson et al., 1988], the author is

not aware of any analytical solutions for gas flow to a system of horizontal wells.

In this paper, analytical solutions are developed for both transient and steady state
gas flow to a pair of horizontal wells in the unsaturated zone. The steady state solu-
tions include both the pressure distribution and the streamfunction distribution. A
schematic diagram of the well geometry considered in these solutions is shown in Fig-
ure 1. In general, the two wells shown in this figure may be both extracting gas, both
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injecting gas, or one may be injecting gas while the other is producing gas. In field
applications, it is likely that gas would be injected in the lower well and produced from
the upper well. It is assumed that the system is bounded below by a no-flow boundary
(either the water table or an impermeable stratum), and the upper surface is assumed to
be open to the atmosphere (constant pressure). The two wells are assumed to be paral-
lel, and the porous media is homogeneous, but may be anisotropic. The well system is
modeled as a two-dimensional cross-section through the wells (the line marked A-A in

Figure 1), and end effects due to the finite lengths of the wells are not considered.

MATHEMATICAL MODEL

For transient gas flow in an anisotropic porous medium neglecting gravity, the

governing equation is given by [Bear, 1972]

2 -
%,Ei"gl_ = V-(kVP?) 1)

where ¢ is the volumetric gas content, p is the dynamic gas viscosity, P is the gas pres-
sure, and k is the effective gas phase permeability tensor. In (1), the system is assumed
to be isothermal, the gas is assumed to behave as an ideal gas with a constant viscosity
and composition, and the movement of pore water is neglected. It is also assumed that
Darcy’s law is valid for the gas flow and that Klinkenberg effects [Klinkenberg, 1941]
are négligible. This nonlinear equation may be approximated by a linear equation by

replacing P in the denominator of the left hand side of (1) by the ambient pressure, P,,

2 -
%E%PI_ = V-(kVP?) )
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For problems in which the maximum pressure drop is less than one half of the ambient
pressure, the error resulting from this linearization is small [Kidder, 1957]. Analyses of
the importance of the various assumptions used to derive (2) are given by Massmann
(1989], McWhorter [1990], and Baehr and Hult [1991].

Referring to Figure 2, we wish to solve (2) in a horizontally infinite system subject
to gas injection or removal in the two wells at mass rates of M, and M, per unit length
of well screen. In the analytical solutions, the screened portion of the wells are approx-
imated as line sinks (or sources) of uniform strength. While this approximation will
lead to some errors in the pressure distribution in the near well screen [Bear, 1979],
these errors are not expected to be large, and the use of uniform strength line sinks to
approximate well screens is common in hydrogeology.

The boundary conditions for this problem consist of constant (atmospheric) pres-

sure at the ground surface, and a no fiow boundary at a depth of 4,
P=P, at 2=0 3)

and

ar
3% =0 at z=h @)

Transient Pressure Solution

To simplify the solution process, it is-convenient to introduce a new variable, u,

(see, for example, Collins [1961]) defined as

u=p2-p? (5)
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Substituting (S5) into (2) results in

%‘-%‘;‘- = V-(kVu) ©)
and (3) and (4) become

u=0 at z=0 ¥))
and

du _ 0 at z=h 3)

0z

We will ﬁr:st consider the pressure solution due to gas injection or extraction in
one of the wells, with a gas mass rate of M. The solution for the two-well problem is
then obtained by superposition. A solution to (6) for an instantaneous point source of
strength @ located atx =x’, y =y’, z =z’ in an infinite, anisotropic porous media may be

adapted from the heat conduction solution given by Carslaw and Jaeger [1959] to get

0™ on [@-xP  o-y?  @-7]
812 Plkokyky)'? CXP{ [ * ¥ @

4P, t ky ky k,

where &, &, and k, are the effective gas phase permeabilities in the x, y, and z direc-

tions, respectively. To develop the solution for an instantaneous line source located at

14

x=x",2=2",(9) is integrated with respect toy":

__om [ eufa-x?  @-2P
e Vik, CXP{ 4@[ PR J} (10)

To obtain the solution for a continuous line source/sink per unit screen length of

strength g, (10) is integrated with respect to time:

2
] cxp{ﬁﬂ?}
.=t
w= 9% J - dr’ (11)
anP Nk, 4 -t
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or

o0 '[ Ly (12)
anP Nk,
4P,1

where

_ 2P,RTM

e (13)

q

and

"2 ) '
= (I-kx) + (Z';z) (14)

In (13), R is the universal gas constant, T is the absolute temperature, M is the gas mass
injection/production rate per unit screen length, and M,, is the average molecular
weight of the soil gas. For gas production, M, and hence ¢ is positive, while for gas

injection, M and q are negative. Defining:

‘kxkth

——t 15
Oz o (15)

= —l 16
o, o (16)

and

X ::XA\-/—:—:' (17)

and considering a line source located at x" =0,z =1z", (12) may be written as

22 .2
y=—4 s,{" *j;“’} (18)




in which E(v) is the exponential integral.

The boundary conditions, (7) and (8) are applied by using the method of images

with the following sources and sinks (see Shan et al. [1992); Wilson et al. [1988])
| sinks at: 2t =(=1)"z't2nh, n=0,1,2,3,--- (19)
and
sources at: z;=(-1)"*'z"+2nh, n=0,1,2,3, " (20)

Then the transient pressure solution for a single horizontal well neglecting end effects

is

.2 + 2 .2 - 2
__q X +(z-12,) _ X +(z-2p)
“= dna, [E'{ ) } E‘{ 4ot @

For a pair of horizontal wells, the pressure distribution may be calculated by

superposition,
U=y +uy (22)

where u, is the response to well 1 and «, is the response to well 2. For well 1 located

atx’ =0, 2’ =a and well 2 located atx” =0, z’ = b, the transient pressure solution is

q1 q2
u= o Sy + 4":%52 (23)

in which ¢, and ¢, are given by (13) with M replaced byM y and Mz, and

+2 2 22 2
_ X +@z-a)f| X +(z+a)

- -2 n+l - 2 a2 n+l 2
+ Z{El{x +(z+(=""a-2nh) }+E|{x + @z +(1)""a +2nh) }

4a,t 40,¢

a=|
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al a2
[ +eretya-amp? # + (@ + (1) 'a+ 2000
E'{ 4oyt }-E'{ dayt J @24)

and

stEl{x +4(;;b)} {x + z+b }

.ol [Erarcrtoam?] 5+ (2 + (1 + 202
 |Ei 40,¢ 405t

aml

224 (2+ (1) - 2nn)? 2 + (2 + 1) +2nh)2)
-E 4 -E, (25)
a,t 40,¢
From (23), the actual pressure is found using (5),
p=NPI-u (26)

Steady State Pressure Solution

For large times, the arguments of the exponential integrals in (21) become very

small, and £, may be approximated as [Carslaw and Jaeger, 1959]
E\(v)==Y=in(v) @7

Then for large times, (21) becomes

~

q |, T+ -z}

n= ns - (28)
4no.y, P a-t)?
or, in expanded form.
91 = 92 =
= e S, + anc, Sa (29)
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- 2] - a2 " 2322 n 2 ]
5. ol Exasa) } L3 n{ (&2 H=1)a-2n)P)E HzH=1)"a+2nh)?)
‘ "{ ot a2 E e K as2nh )]

nal

and

- P 2] - 22 n 23,2 1
5, =ind &H2*0) nd G HEHD b-2nh)2 )% HzH=1Y"b+2nh)*) 31
? "{‘ -b }+ z "{o‘c’«z+<—-n~*‘b—znh)‘xi’«z«—lr*‘mmf)] el

The solution given by (29) may be written in dimensionless form by defining

p? ‘u
0= 7 =1-%7 32
Then
0=1-S, +&52) (33)
where
My
= —_— 34
G 2mp PN, G4
and
M,
e ooy 35
% 21p, PNk G3)

In (34) and (35), p, is a reference gas density calculated using the ideal gas law with a
pressure of P, and an absolute temperature of T. In some instances, it is more con-
venient to write (34) and (35) in terms of tonstant volumetric gas flowrates per unit
length of screen. In this case, the quantities M,lp, and lep. in (34) and (395) are

replaced by the volumetric gas flowrates per unit screen length, ¢, and q,2 where both
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a1 and g, are measured at a pressure of P,. With this formulation, the pressure solu-

tion is independent of gas composition.

.

Streamfunction Solution

Using the steady state pressure distribution given by (33), the streamfunction solu-

tion is obtained by applying the Cauchy-Reimann equations:
and

Using (30),

a0
=|-—dz
\l’ ‘ax

Since

851
ax— & = §z

the streamfunction is determined by evaluating

% dz_—&.(zx)f -= !
ox X +(z+a)2 2 +(@z-a)

- i 1
+ )] +
Ea [ 4@+ =1)a-2nn)? £f+(z +(=1)"a + 2nh)?

l .

TG+ a2 B 4@+ )" a4+ 2nh)?)

A-55

(36)

(37)

(38)
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- (u)J - -
@ [.\:2+(z+b)2 P +@-by

- 1 1
+ +
.?:'...[iz +(z +(=1)"b = 2nh)? £+ @@+ (10 +2n)?

1 N 1 .
T rErClyb-2nh) B+ + 1 +2nh)?)

Each of the integrals in (40) may be written in the form of

dz J‘ dz
! - A R———
J‘i +(z +2,)° A +Bz+Cz?
where 2, = 2%, A = 22 +3°,8=2z,,andC =1. For
p =4AC-B? =430

the integral is given by Beyer (1981},

J’ dt____2 .12z +B
A+Bz+C? p b

or

dz 1 z2+2,
:T__——-;z—:arc[an "
x +(2z+2,) X X

Therefore, the streamfunction is

z+a -a
=~ 2%, |arctan — — arclan d -
x X

- 1V — 1)
+3 {arcmn { 2+ l)aa nh{ arctan {z +( l).a + 2nh1
X x

i+l ~1yn+l
—arctan{z + (=1 _ a Znh}-arctan{z +(: l)“‘ a+2nh}]]
X x
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-2, [arctan { 2+ b} - arctan { 2o b}
X

‘5 {mm{z + 17 -2nh}+arcmn {z + 0% +2m}
X

X

ko3

SRLLE 4V _1yn+l
-—arc:an{z + D : b 2'm}-—arctam{z +CD - b+2nh}” (45)
X x

In the streamfunction solution, (45), the integration constant resulting from the integra-
tion in (38) is found to be zero after substituting (45) into the second Cauchy-Reimann
equation, (37). Complete listings of the FORTRAN programs used to evaluate the
steady state pressure and streamfunction solutions are given in Listings 1 and 2,

respectively.

APPLICATIONS

In this section, several examples are given to show the effects of well flowrates
and porous media anisotropy on the steady state gas pressure and streamfunction fields.
The steady state pressure solution is also compared with results generated by a integral
finite difference numerical simulator. In each of these examples, the thickness of the
unsaturated zone, 4 is 20m, the depth to the upper well, a is 9.5m, and the depth to the
lower well, b is 17.5m. For each case, the ambient pressure, P, is 101325 pascals, the
temperature, Tis 10°C, the ambient gas density, p, is 1.248 kg/m>, and the gas viscos-

ity, pt is 1.76x 10 kg/ms. )
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Equal Injection and Production Flowrates

Figure 3 shows the steady state gas pressure field resulting from gas injection in
the lower well at a mass rate per unit screen length of 0.02 kg/ms with simultaneous
gas production from the upper well at the same rate. For this example, the effective gas
permeability is isotropic, and equal to 2x 107''m2. The contour interval is 0.01 atmo-
spheres, and the contours surrounding the upper well represent gas pressure drawdown
due to gas extraction, while those surrounding the lower well represent gas pressure
buildup due to gas injection. The upper surface is held constant at a pressure of one
atmosphere, and a contour of pressure equal to one atmosphere extends downward

from the ground surface to a location between the two wells.

The corresponding streamfunction distribution is shown in Figure 4. Each of the
streamtubes in this figure represent 5 percent of the gas flow (on a mass basis).
Because the magnitudc of the well Alowrates is equal, there are 20 streamtubes entering
the upper well, and 20 streamtubes leaving the lower well. From this streamfunction
distribution, it is apparent that not all of the gas injected into the lower well is
recovered by the upper extraction well. In fact, about 12-13 percent of the gas injected
into the lower well escapes the capture zone of the upper well, and cventuall); exits the
system through the ground surface. Similarly, about 12-13 percent of the gas éntering
the upper well originates at the ground surface, and not at the injection well. Between
the two wells, the streamtubes are very narrow, indicating very high gas flows in this
region.

For gas injection and production in an isotropic system, Figures 3 and 4 show that

the zone of influence due to gas pumping is fairly small, and restricted to a horizontal
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distance of roughly 1-1.5 times the thickness of the unsaturated zone. In an anisotropic
system, the induced gas pressure and streamfunction distributions may be quite dif-
ferent than those in an isotropic system. In Figure 5, the gas pressure distribution is
shown for an anisotropic case which is identical to that considered above, except that
the vertical gas permeability, £, has been reduced by a factor of 10 to a value of
2x1072m2. As in Figure 3, the gas pressure contour interval is 0.01 atmospheres, and
the upper surface is held at a constant pressure of one atmosphere. Clearly, the zone of
gas pressure influence in Figure 5 is much larger than that in the isotropic permeability

case.

The corresponding streamfunction distribution for this anisotropic example is
shown in Figure 6, and in comparison with the isotropic case (Figure 4), the gas flow
field extends over a much larger horizontal distance. For this anisotropic example, the
streamfunction distribution is “stretched" by a factor of (10)'? relative to the isotropic
case in accordance with the horizontal coordinate transformation given by (17).
Although the shape of the streamlines in Figure 6 are different from those in Figure 4,
the same amount of injected gas escapes the capture zone of the upper well, about
12-13 percent.

For the removal of contaminants in the unsaturated zone by a pair of horizontal
wells, it is clear that gas should not be injected into the lower well at a rate equal to that
in the upper extrac.tion well. To do so may result in the migration of contaminants

away from the lower well, out of the capture zone of the upper well.
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Unequal Injection and Production Flowrates

For operations in which the magnitude of injection and production flowrates are
different, the gas flowfield is substantially different from the cases considered above.
Figure 7 shows the steady state pressure field resulting from gas injection at a mass rate
per unit screen length of 0.01 kg/ms in the lower well with gas production at a rate of
0.02 kg/ms in the upper well. For this example, the system is isotropic with a permea-
bility of 2x 10"“, and the contour interval is 0.01 atmosphere with a constant pressure
of one atmosphere at the ground surface. Due to the larger rate of gas removal in the
upper well relative to the rate of gas injection in the lower well, the pressure field is
dominated by the influence of the extraction well, and only a small region around the

lower well is subject to a relative pressure buildup.

The difference between this type of operation and that described in the previous
section is more clearly illustrated by the streamfunction distribution for this case,
shown in Figure 8. Each of the streamtubes iri this contour plot account for five percent
(on a mass basis) of the total flow to the upper (extraction) well. In this situation, all of
the gas injected into the lower well is recovered by the extraction well, and the capture
zone for the injected gas is represented by the streamline which originates at the lower
boundary at x/i equal to about 0.6 and extends to the upper well. As would be
expected, 50 percent of the gas entering the extraction well originated at the injection
well, while the remaining 50 percent originates at the ground surface. The region

between the two wells is subject to a high rate of gas flow as evidenced by the large

number of streamtubes in this area.
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While the gas flow field in this isotropic example is limited in horizontal extent to
scaled distances (x/h) of a little over one, in anisotropic media, the flow field extends
over a much larger range. This is seen in Figure 9 which shows the pressure distribu-
tion (with a contour interval of 0.01 atmosphere) for a case identical to that shown in
Figure 7, but with a reduction of the vertical gas permeability by a factor of 10 to a
value of 2x 1072m2. Compared with the isotropicA example, the region of influence, and

the magnitude of pressure drawdown and buildup are much larger in this case.

The strcamfuﬁction distribution for this example is shown in Figure 10. Asin the
last isotropic example (Figure 8), all of the gas injected into the lower well is captured
by the upper well. The location of the injéctcd gas capture zone is rcprcscnted'in this
figure by the streamline extending from the lower boundary at a scaled horizontal dis-
tance of about 1.9 to the extraction well. Again, 50 percent of the gas entering the
upper well originated from the lower well, and the remaining 50 percent originates at
the ground surface. The streamfunction distribution for this anisotropic case is identi-
cal to that obtained for the isotropic case except that the streamlines are "stretched” by

a factor of (10)2 in the horizontal dimension.

In Figure 10, (and the earlier streamfunction plots) it is apparent that the zone
between the two wells is swept by large amounts of gas. This suggests that the two-well
injection/extraction configuration may be particularly effective at removing contam-
inants located in deeper parts of the unsaturated zone. For comparison, Figure 11
shows the streamfunction distribution due to gas extraction from the upper well with no
gas injection in the lower well. In this case, the amount of gas flowing through the

lower part of the unsaturated zone is much smaller than in the other examples.
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Comparison with Numerical Solution

As an independent check of the analytical steady state pressure solution, the
ﬁnisotropic example shown in Figures 9 and 10 was modeled numerically using the
multiphase integral finite difference simulator TOUGH2 [Pruess, 19911. The simula-
tion was performed using a fine mesh consisting of 20 elements in the vertical direction
and 50 elements in the horizontal direction. Due to symmetry, only half of the system
was modeled (see, for example, Figures 3 through 11), and the horizontal mesh spacing
was very fine near the well, with an increasing spacing away from the well. Because
TOUGH2 models transient problems, the bouhdary and well conditions were applied to
a uniform initial pressure field, and the simulator was allowed to run until the gas pres-

sure field showed no change with respect to time.

A comparison of the analytically and numerically generated pressure distribution
along a vertical line at x=1.25m (x/41=0.0625) is shown in Figure 12. The results are in
excellent agreement and show the strong pressure drawdown near the upper well

(located at z=9.5m) and the pressure buildup near the lower well (located at z=17.5m).

‘The analytically and numerically determined pressure distributions along a hor-
izontal line through the lower well are compared in Figure 13. Again, the results are in
good agreement except very close to the well where the numerical simulatox" under-
predicts the amount of pressure buildup. This is due to the fact that in the analytical
solution, the injection well is modeled as a line source, while in the numerical model,
gas is injected into a rectangular volume element. The reversal of the gas pressure gra-

dient at a distance of about 35 m (¢/A=1.75) is indicative of the gas capture zone of the

upper extraction well.
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SUMMARY

Analytical solutions are presented for transie;zt and steady state gas flow to a pair
of parallel horizontal wells in the unsaturated zone. The porous media is assumed to be
homogeneous but may be anisotropic, and the well system is modeled as a two-

dimensional cross-section through the wells, neglecting end effects.

Based on the results of this study, several conclusions may be drawn. Firstly, in a
horizontal two-well gas injection/extraction system, it is important to produce gas ata
rate substantially larger than the rate of gas injection. This must be done to ensure that
all of the injected gas is captured by the extraction well so that contaminénts are not

transported away from the site by the injected gas.

Secondly, it is apparent that horizontal well flow systems are very strongly
affected by gas permeability anisotropy. Neglecting this effect could result in large
errors in the gas presﬁurc and streamfunction distributions. Finally, a comparison of
the streamfunction distribution for two-well injection/extraction systems with the
streamfunction distribution for single-well extraction systems indicates that the two-
well system may be very effective for removing contaminants located in deeper parts of

the unsaturated zone.

In this initial study, several limiting assumptions were made. Perhaps the most
restrictive of these is the assumption that the porous media is homogeneous. Real sys-
tems are likely to be heterogeneous at least to some degree, and in many cases, this per-
meability heterogeneity will in large part determine the gas flowfield. Also, the

assumption that the induced gas flowfield is two-dimensional may result in significant

errors in problems where the length of the horizontal well screens are short compared
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to the thickness of the flow system. In these instances, the gas flowfield will be fully

three-dimensional, and the present solutions are not applicable.
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LISTING 1

program horizp
c

C
c**ﬂQt*&**************************tt********t*i****t******************t*

This program evaluates the analytical pressure field solution

for flow due to the steady state pumping of two horizontal gas |
wells. The two wells may be pumped at different rates, and may

be injecting or producing gas. Porous media may be anisotropic.

Solution and program developed by

Ron Falta 7/24/92.

fl

depth to impermeable boundary

scaled z coordinate of upper well = depth/h

]
]

-

scaled z coordinate of lower well

b depth/h

cl = dimensionless source strength of upper well
= mu*M1l/ (2.*pi*rhog*Pa*sqrt (Kx*Kz))

where
mu = gas viscosity, Pascal*s
Ml = gas mass injection/production rate per unit length of screen
(positive for production), kg/s
rhog = ambient gas density, kg/m**3

Pa = ambient gas pressure, pascals
Kx = effective horizontal gas permeability, m**2
Kz = effective vertical gas permeability, m**2

c2 = dimensionless source strength of lower well
= mu*M2/(2.*pi*rhog*Pa*sqrt (Kx*Kz))

where
mu = gas viscosity, Fascal*s
M2 = gas mass injection/production rate per unit length of screen
(positive for production), kg/sm
rhog = ambient gas density, kg/m**3
= ambient gas pressure, pascals
‘x = effective horizontal gas permeability, m**2
= effective vertical gas permeability, m**2

note that M/rhog in cl and c2 may be replaced by the volumetric flowrates
at a pressure of Pa, Q1 and Q2.

aratio = ratio of vertical to horizontal gas permeability
= Kz/Kx

k

number of points to be calculated in x direction:

1 number of points to be calculated in z direction.

X(i) = scaled x-coordinate = x/h

OO0 O0000000000000000000000000000000000000000000000000
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z(j) = scaled z-coordinate = z/h

Output is the gas pressure in units of ATM |

I EE R R R R R R R R RS R R XSRS R RS AR SRR RXRARR X2 R X 2o Rats st a2 a2 2 g 2 g2

NO0OONO0O0 OO0

implicit double precision(a-h,o0-z)
common/depth/h
common/dat/a,b,cl,aratio, i, j, k,1,
&x(150),2z(150)

read data

[ 2'e B ]

open (unit=5,file='gasina.dat',status='unknown’) .
open (unit=6, file='nongasp.out', status=*unknown')
open (unit=8, file='nongridp.out',status='unknown')
read (5,10) h,a,b,cl1,c2,aratio,k,1
a=a*h
b=b*h
10 format (6e€l10.4,2i5)

read (5,20) (x(i}),i=1,k)
20 format (5el0.4) »

0

read (5,30) (z(j),j=1,1)
30 format (5e10.4)

a0

check for read

)

»]

set values for Macgridzo output file
© ¥min=0.
xmax=x (k)
zmin=-z (1)
zmax=0.
delx=(xmax-xmin) / (k-1)
delz=(zmax-zmin) / (1-1)
write(8,40) xmin,xmax, zmin, zmax,delx,delz
40 format (5(5x,f10.4,/),5%,£10.4)

Fol

-

n----gscale x coordinate for anisotropy
trans=dsqrt (aratio)
c
do 90 j =1, 1
zz=z(j)*h
do 80 i = 1, k
xz=x(i)*h .
xt=ux*trans

D20 09D
+

u0 = dlog(
& (Xt**2+ (zz+a)**2)/(xt**2+(zz~a)**2))

0

ul = uo

OO0 O

calculate the additional component

A-66




a

0O

e e e K¢}

O

O

(9]

n=20
70 continue
n=n+1

un = dlog(

£ (Xt**24 (zz+(-1)**n*a-2*n*h)**2)*

& (xt**2+(zz+(-1)**n*a+2*n*h) **2)/

& ((Xt**2+(zz+(-1)**(n+l)*a-2*n*h)**2)*
& (xt**2+(zz+(—1)**(n+1)*a+2*n*h)**2)))

ul = ul + un

if (dabs(un) .gt.0.00001) then
goto 70
endif

u0 = dlog(
¢ (XE**2+ (zz+b)**2)/ (Xt**2+(zz-b)**2))

u2 = ul

«

calculate the additional component

n=2~0
72 continue
n=n+1

un = dlog(
(xt**2+(zz+(-1)*'n*b-2*n'h)’*2)*
(xt**2+(zz+(-1)**n*b+2*n*h)**2)/

A ((xt‘*2+(zz+(-1)**(n+1)*b-2*n*h)**2)*

& (xt**2+(zz+(-1)**(n+l)'b+2*n*h)**2)))

Sl o B o)

2 = u2 + un

if (dabs (un) .gt.0.00001) then
goto 72
endif

theta=1l.-(cl*ul+c2*u2)

——————— covert from dimensionless p**2 to atm

if (theta.lt.0.) theta=0.
pu=dsqgrt (theta)
zzl=-zz/h
»Xx1l=xx/h
if(i.eq.1)xx1=0.0
——————— The 3 column output nongasp.out is disabled for now

write(6,120) =xl,zzl,pu :

120 format (3(5%,F12.6))
write(8,121)pu

121 format (5x,F12.6)

80 continue
a0 continue

return
end
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LISTING 2

program horizs

AR AN AR R AR R RN A AN RN R AN R RN R AR AR R AR R AR RN ARSI RRNAAARRAR AR AARA R A A A A AR A R AR AR

This program evaluates the analytical streamfunction solution
for flow due to the steady state pumping of two horizontal gas

vells.

The two wells may be pumped at different rates, and may

be injecting or producing gas. The media may be anisotropic.
Solution and program developed by
Ron Falta 7/24/92.

-------- Input variables-------c-ccmerccncc e -

=3
L]

[
il

b

depth to impermeable boundary, m
scaled z coordinate of upper well = depth/h

scaled z coordinate of lower well = depth/h

cl = dimensionless source strength of upper well
= mu*M1/(2.*pi*rhog*Pa*sqrt (Kx*Kz))

vhere
mu

Kz

gas viscosity

gas mass injection/production rate per unit length of screen
(positive for production), kg/sm

= ambient gas density, kg/m**3

ambient gas pressure, Pa

effective horizontal gas permeability, m**2

effective vertical gas permeability, m**2

c2 = dimensionless source strength of lower well
= mu*M2/(2.*pi*rhog*Pa*sqrt (Kx*Kz))

where
mu
M2

rho
Pa
Kx
Kz

o

{1 I | Y o]

gas viscosity

gas mass injection/production rate per unit length of screen
(positive for production), kg/s

= ambient gas density, kg/m**3

ambient gas pressure, Pascals

effective horizontal gas permeability, m**2

effective vertical gas permeability, m*+*2

note that M/rhog in cl and c2 may be replaced by the volumetric flowrates
at a pressure of Pa, Q1 and Q2.

aratio

ratio of vertical permibility to horizontal permeability
Kz/Kx

k = number of points to be calculated in x direction:

1 = number of points to be calculated in z direction.

N(i) =

scaled x-coordinate = x/h
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l

z(j) = scaled z-coordinate = z/h

Output is the scaled streamfunction defined as the streamfunction
value at some location divided by the streamfunction value at x=0
and z=(a+b)/2.

I R R R A R R R R S RS S R R R RSS2SR R X222 222 222222 2

~

acaaao0000000n0

implicit double precision(a-h,o0-2)
dimension x(150),z(150),str(150,150)

. open (unit=5,file='gasina.dat',6 status=‘unknown')
open (unit=6,file='nongasf.out’, status='unknown')
open (unit=8,file='nongridf.out’', status='unknown’j

c read data

read (5,10) h,a,b,cl,c2,aratio,k,1
10 format (6210.4,215)

read (5,20) (x(i),i=1,k)
20 format (5e10.4)

read (5,30) (z(3j),j=1,1)
30 format (5el0.4)
c set values for Macgridzo output file
»min=0,
“max=x(k)
zmin=~-z (1)
zmax=0,
delx=(xmax-xmin) / (k-1)
delz=(zmax~-zmin)/(1-1)
write(8,40) »min, xmay, zmin, zmax, delx,delz
40 format (5(5x,£10.4,/),5%,f10.4)

Q00

------- compute scaling parameter
trans=dsqrt (aratio)

------ scale streamfunctions by maximum value

OO0

=m=0.0001

zm=(ath)/2.

call stream(xm,zm,a,cl, stmaxl)
call stream(vm, zm,b,c2, stmax2)
strmax=stmaxl+stmax2

do 90 j
zz=z (3j)
do 80 i
Xx=x (1)
Xtrans=xx*trans

]
-
N
—

fl
[
~
=~

.

call stream(xtrans,zz,a,cl, stl)
call stream(xtrans,zz,b,c2,st2)
strfun=(stl+st2)/strmax
str (i, j)=strfun

C-—m——-- make depth negative for contouring routine
z2zl=-2z2
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a0

20 anon O

O

ONO0

b

>}

-

80
90

70

[ a3 o]

¥X1l=xx
1£(i.eq.1)xx1=0.0

write(6,120) xxl,z2zl,strfun
format (3(5x;F12.6))
write(8,121) strfun

format (Sx,F12.6)

continue
continue

return
end

«

subroutine stream(x,z,a,c,su)
implicit double precision (a-h,o0-2z)
u0 =datan((z+a)/x)-datan((z-a)/x)

u = u0

calculate the additional ccmponent

n=20
continue
n=n+1

un =datan((z+(~1)**(n)*a-2*n)/x) +
datan((z+(-1)**(n)*a+2*n)/x) -
datan((z+ (-1)** (n+l) *a-2*n) /=) -
datan((z+(-1)**(n+l)*a+2*n)/x)

u = u + un

if (dabs(un).gt.0.00001) then

goto 70

endif

su = =2.*%c*y

return
end
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NOTATION

h

1

M

M.

q1

q2

depth to upper well, m.

depth to lower well, m.

depth to water table or impermeable stratum, m.

gas phase permeability tensor, m2.

horizontal gas phase permeability, m2.

horizontal gas phase permeability, m?.

vertical gas phase permeability, m?.

gas mass flow rate per unit well screen length (positive for extraction), kg /ms.

upper well gas mass flow rate per unit well screen length (positive for extrac-
tion), kg /ms.
lower well gas mass flow rate per unit well screen length (positive for extrac-

tion), kg /ms.

gas average molecular weight, g/mole.

summation index.

gas pressure, Pascals.

ambient gas pressure, Pascals.

continuous gas source strength per length of well screen, kg?is®.

upper well continuous gas source §trength per length of well screen, kg%/s5.

lower well continuous gas source strength per length of well screen, kg?/s5.
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da1 upper well volumetric gas flowrate per unit screen length at a pressure of P,,

m3/ms.

Qa2 lower well volumetric gas flowrate per unit screen length at a pressure of P,,
m3Ims.

0 instantaneous point or line source strength; for point source, kg2m/s*; for line
source, kg2/s*.

Qi total volumetric gas injection flowrate at a pressure of P,, m3/s.

Qous total volumetric gas extraction flowrate at a pressure of P,, m31s.

r defined by (14).

R universal gas constant, m//mole K.

S defined by (24).

AP defined by (25).

S defined by (30).

S, defined by (31).

¢ time, s.

T temperature, K.

u pressure difference variable defined by (5), kg2/m?s*.

k¢ horizontal distance from wells, m.

-

transformed horizontal distance from wells defined by (17), m.

-

z depth from ground surface, m.
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Pa

T

[TAM
[ F]

depth from ground surface to line source, m.

depth from ground surface to line sink, m.

effective gas phase diffusivity defined by (15), m?/s.

vertical gas phase diffusivity defined by (16), m?/s.

gas phase viscosity, Pascal s.

gas filled porosity (volumetric gas content).

streamfunction.

ambient gas phase density, kg/m>.

dimensionless pressure squared, defined by (32).

dimensionless upper well gas line sink strength defined by (34).

dimensionless lower well gas line sink strength defined by (35).
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Figure 1. Side view of a horizontal well system in the unsaturated zone.
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Figure 2. Cross-sectional view of a horizontal well system.
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Figure 5. Gas pressure distribution for equal injection and production flowrates in an

anisotropic system. The contour interval is 0.01 atmospheres.
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Figure 6. Streamfunction distribution for equal injection and production flowrates in an

anisotropic system. Each streamtube accounts for 5 percent of the gas flow.
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Figure 7. Gas pressure distribution for unequal injection and production flowrates in an

isotropic system. The contour interval is 0.01 atmospheres.

3.0




8-V

Z/h

0.00

0.25 _|

0.50

1.00

0.5 1.0 1.5 : 2.0 2.5

X/h

Figure 8. Streamfunction distribution for unequal injection and production flowrates in
an isotropic system. Each streamtube accounts for S percent of the gas flow based

on the upper well flowrate.
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Figure 9. Gas pressure distribution for unequal injection and production flowrates in an

anisotropic system. The contour interval is 0.01 atmospheres.
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Figure 10. Streamfunction distribution for unequal injection and production flowrates
in an anisotropic system. Each streamtube accounts for 5 percent of the gas flow

based on the upper well flowrate.
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Figure 11. Streamfunction distribution for gas production from the upper well in i.n

anisotropic system. Each streamtube accounts for 5 percent of the gas flow.
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Figure 12. Comparison of analytically and numerically generated gas pressure distri-

bution along a vertical line at x=1.25m for the case shown in Figures 9 and 10.
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Figure 13. Comparison of analytically and numerically generated gas pressure distri-

bution along a horizontal line at z=17.5m for the case shown in Figures 9 and 10.



APPENDIX B: HETEROGENEITY PARAMETER MODELS

In the first section of this Appendix, we present the derivation of a heterogeneity parameter model for
waterflooding in considerable detail, since it seems conceptually simpler than starting immediately with
the transport of volatile organic compounds. The extension to contaminant transport in a heterogeneous
system can then be accomplished essentially by inspection after writing the equations for contaminant
transport in an ideal system.

WATERFLOODING

In petroleum production, the primary recovery stage comprises the removal of oil, gas, and water from one
or more wells (or producers) by reducing the bottom-hole pressure at the well-bore to a value below the
pressure in the surrounding porous and permeable medium (the petroleum reservoir). In some reservoirs,
the initial pressure, producing depth, and fluid density are such that the produced fluids will flow to the
surface, but generally some form of artificial lift (e.g., a pump) is required before the end of primary
production.

Many reservoirs have essentially closed outer boundaries, with little or no mass entering the system to
replace fluids as they are produced. Hence, the reservoir pressure gradually declines in proportion to the
cumulative fluid withdrawn (i.e., with increasing reservoir voidage), and they are known as depletion
reservoirs. Economic primary production terminates when the pressure has declined to the point that oil
and gas can no longer flow into the producers at rates sufficiently high to provide net revenues greater
than the operating costs of the wells.

After a depletion reservoir has reached its economic limit on primary production, a significant percentage
of the oil originally in place remains in the rock, along with gas, which exsolves as the reservoir pressure
is reduced, and along with much of the water originally present. A portion of the remaining oil, known as
the waterflood movable oil, can be recovered by water displacement; the remainder is the waterflood
residual oil, trapped by capillary forces within the rock pores.

In the laboratory, when water is injected continuously into a rock core containing oil at a saturation higher
than the waterflcod residual value, some of the oil will be displaced to the outflow end of the core. The
residual oil saturation value depends upon the initial oil saturation, the flow velocity, and various intrinsic
properties of the rock/fluid system. The difference between the initial oil saturation, S, and the

waterflood residual oil saturation, S, is defined as the movable oil saturation. The residual oil after
waterflooding represents the target for tertiary recovery processes, such as surfactant flooding.

In field applications of waterflooding, water is injected into the reservoir, either by converting some of the
original producers to injectors, or by drilling new injectors, while continuing to withdraw fluids (usually
by pumping) from the remaining producers. The injection of water not only restores the reservoir pressure,
it also immiscibly displaces (or sweeps) oil from the injectors to the producers. Usually, the array of
injectors and producers is designed to form a repeated pattern of basic symmetry elements, with the "five-
spot” perhaps being the most common. Except near the edges of the reservoir, each injector in a five-spot
pattern flood is surrounded by four producers, located at the corners of a square centered on the injector. A
schematic illustration of a single element in a five-spot pattern is shown in Figure B.1.

The efficiency of a waterflood is most conveniently expressed as the fractional recovery of the total
movable oil remaining in the reservoir after primary depletion. This allows the direct comparison of actual
flood performance with an ideal system in which injected water volumetrically displaces, first, the gas left
behind at the end of primary production, and then, the movable oil. No oil is produced until enough water
has been injected to displace all the gas (the fill-up volume). Subsequently, oil alone is produced until
water breaks through to the producing well, at which point the cumulative water injected is called the
flood-out volume.
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Figure B.1 Plan view of a single symmetry element of a five-spot waterflood
pattern. The solid circles represent the producing wells, and the circle
with the arrow through it represents the injection well. This basic
element is repeated as needed to span the productive limits of the
reservoir. A typical distance between producing wells in the US is
about 400 m.

IDEAL WATERFLOOD PERFORMANCE

This ideal, "piston-like” displacement process is shown graphically in Fig. B.1 and can be described
quantitatively through application of the following assumptions:

1. Before injection begins, the system is completely depleted by primary production, and there is no flow
from the outflow end.

2. Fractional porosity (¢), along with initial oil, gas, and water saturations (expressed as fractions of the
pore volume) S,;, Sgi’ and S, respectively, are uniform, as is the intrinsic permeability, k.

3, Beginning at time ¢ = 0, water is injected at constant rate i,, into one end of the system (the inflow
boundary), successively displacing gas, oil, and water out the other end (the outflow boundary).

4. Flow between the inflow and outflow boundaries is perfectly linear.
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5. All displacements of one fluid by another are absolutely stable (i.e., piston-like), unaffected by
gravity, capillarity, viscous fingering, dispersion, or any other process causing mixing or
simultaneous flow of displacing and displaced fluids.

6. Injected water builds up an oil bank ahead of the injection front. Within the oil bank, only oil flows,

at constant saturation (equal to 1 - Sw,-); ahead of the bank, only gas flows (at saturation Sg,-), and
behind it, only water does (at saturation 1 - ;).

7. A residual oil saturation, S, is left behind after all the gas and movable oil have been displaced,
and the remaining pore space is occupied by water at saturation 1 - S,

Hence, at the outflow boundary (the producer), gas will be produced, with no liquid, until all the free gas
has been displaced and the leading edge of the oil bank reaches the producer. Then, oil only will be
produced until all the movable oil has been displaced (i.e., the trailing edge of the oil bank reaches the
producer), and, finally, water only is produced until injection stops.

Consider a system of length L and cross-sectional area A perpendicular to the direction of flow, and let Vp,
Vfu- and Vfo represent, respectively, its total pore volume, fill-up volume, and flood-out volume:

V,=¢-A-L ®.1)
Va=8,'V, (®8.2)
Vfo = (sgi +Soi —Sm)°vp (B.3)

Let i, be the rate of water injection, ¢, and ¢y, be the oil and water volumetric production rates,
respectively, and W, Q,, and Q,, be the cumulative water injected, oil produced, and water produced,
respectively. Then, after injecting at constant rate for time ¢,

W=ip B4)
0, =0, forW<V,;
=W-V,, forV, sW<V,; (B.5)

=V,~V,,  forV,swW

0, =0, for W <V,;
=W-V,, forV, <W.

Note that the limiting value of cumulative oil production, Q,,, is equal to the difference between the flood-
out volume and the fill-up volume, Vg, - Vﬁ,. which is just the total movable oil in place at the start of

waterflooding, V).
‘The production rates, ¢, and g,,, can be obtained simply by differentiation of the equations for Q,, and
Ow '

(8.6)

q, =0, forW<V,;
=i, forV, sW<V,; ' ®.7)
=0, forV, <w
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for W <V,

for V,, <W.
It is convenient to normalize Eqgs. (B.5) and (B.6), and the associated inequalities, by dividing both sides

by V. letting 7= WiV, be the normalized cumulative injection — i.e., the volume of water injected
per unit volume of movable oil in place at the start of waterflooding:

qw = 0’ .
8.38)

=iw,

0. =0, fory <A;
=y -2, forA<y <1+, B.9)
=1, for 1+ A <v.

Q. =0, fory <1+A, ®.10)
=y-1-A, forl+A<sy. .

Here, Q*o and Q"w are the normalized cumulative oil and water production, respectively. Note that the
former quantity is just the oil recovery efficiency, expressed as a fraction of the movable oil in place at the
start of waterflooding. The parameter 2 is the ratio of fill-up volume to movable oil volume. No oil is
produced until the normalized cumulative injection is equal to A. The recovery efficiency then increases
linearly in direct proportion to normalized injection until all the oil has been produced (or injection stops).
This was shown graphically in Fig. IV.2 and will not be repeated here.

Equations (B.7) and (B.8) are conveniently normalized by dividing the oil and water production rates by
the water injection rate; the inequalities are normalized as before by dividing them through by the
movable oil volume: '

q,=0, fory <A;
=1, forA <y <1+A, (8.11)
=0, for1+A <y.

q,=0, fory <1+A, E12
=1, for 1+ A <v.

Figure B.2 (essentially the same as Fig. IV.1) shows a plot of the normalized oil production rate vs.
normalized cumulative injection as given by Eq. (B.11). Plots for the other normalized variables defined
in Egs. (B.9), (B.10), and (B.12) are not shown, because they can easily be sketched by the reader.

WATERFLOOD EFFICIENCY IN A HETEROGENEOUS SYSTEM

With the ideal linear system as a starting point, we can now consider the effect of the spatial variation in
permeability. In order to simplify the analysis, the heterogeneous system is represented conceptally as a
collection of independent linear elements connecting the inflow boundary (or boundaries) with the outflow
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boundary (or boundaries). The j‘h element has intrinsic permeability k and area a; perpendicular to the
direction of flow, and all elements are assumed to have the same length porosity, and fluid saturations.
The total area perpendicular to the direction of flow is A.
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Figure B.2. Normalized oil production rate vs. normalized cumulative injection
for an ideal homogeneous waterflood. The production rate is zero
until all the gas remaining in the formation after primary depletion
has been produced, then remains equal to the water injection rate
until all the movable oil has been produced.

By ignoring changes in flow resistance (i.e., neglecting the saturation dependence of relative

permeabilities) as the displacement fronts propagate through each element, and recognizing that the

pressure drop between inflow and outflow must be the same for each element, we can write the cumulative
injection into the jh layer, Wj, as:

2k;a | (B.13)

=S ) and rearranging the result, the
orw

Upon multiplying the numerator and denominator by ¢ - L - (Soz

normalized injection variable for element j is found to be:

Y, =Yk 1k (B.14)



when the normalized cumulative injection into the entire system is equal to y. Each element will obey Egs.
(B.7) and (B.8), with Y in place of ¥:

Q:(k,,'y)=0, fork; <%——ak,,
k;- -k
=——j,?-—-—l, forkl Skj <’(li$l"k"—=-k2: ' (B.15)
=1, fork, <k;.
0. (k;v) =0, forlc, <k,,
k;-y (B.16)

Note that in Eqs. (B.15) and (B.16), the cumulative normalized oil and water production are written as
functions of &; and 9, and that the associated inequalities are expressed as inequalities for &; at a given
value of total dimensionless injection, 7. At a given value of }, ail elements with £ less than i 1 will have
produced no oil, those with k between k; and k) will have produced only a fraction of their oil, and those
with & greater than k3 will have produced all of their oil. Similarly, elements with k less than k) will have
produced no water, while those with k greater than k) continue to produce water so long as it is injected.

To obtain the total normalized production of oil and water, we must sum the contributions of all the
elements, weighted by their volume fractions in the total system:

. a K,y a. a.
Qo('Y)': 0-—L+ [—'jf-—— ]--—’-—+ 1.-L B.17)
iséla A ishg;da k A ,-,g;t, A
. a; k;y a;
0.(v)= 20']’-+ Y [—’7—-1—7&]-—;— (B.18)
Jaky<ky jakysk;

With one additional assumption, the volumetric averages in Eqs. (B.17) and (B.18) can be replaced by
averages over the permeability distribution of the system. We assume that this distribution is described by
a probability density function fik), and that fik)dk represents the volume fraction with permeability
between k and k + dk, in accordance with the usual frequency interpretation of probability density
functions. Hence, we can replace the fraction aj/A in the above equations by fik)dk, and, in the limit as dk
approaches zero, the sums become integrals:

Q:(Y)"j,;—‘

I

o _
Kf (k= A [ f (k) + [ f (k) (8.19)
k k
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03(r) =L [ If (ke ~(1+3) [ f )k ®.20)
& Lk

For many aquifers and petroleum reservoirs, the distribution of permeability values measured on cores is
closely approximated by a log-normal distribution, with density function

_lflk-pY
k>—exp[ i )]
k= ko2n

The parameters u and o are, respectively, the mean of the natural logarithm of £ and the square root of the
variance of the natural logarithm of k. If we assume that the distribution of permeability is log-normal in
Egs (B.19) and (B.20), the integrations can be performed explicitly.

Note that there are only two types of integrals over the log-normal density function which are needed: one
involving a partial average of k, and one involving an incomplete integral of the density function. By some
straightforward but tedious manipulation involving changing the variable of integration and integrating
by parts, it can be shown that, for arbitrary values of a and b:

®.21)

c? c?
bk ln(b)+—2— ln(a)+—2—
k)dk = @ ——2— |- | ———2-
[r® - - | )
2 2
o | Ime)-Z|  |m@-%
[ eyt = B{ o ——2- |- | ——2- ®.23)
& g
O(2) = -él-— J' e " is the normal probability integral. (B.24)
¥

aad
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Dimensionless cumulative oil and water production, respectively, are then given by:

2 7 2
h(l)+°_. 1,,(_7__)4.9_
A 2 @ 1+A 2

o o

0, =y{®

=

h(__v__‘_g_ ,,,(1)_&
Hnjo AL 2 | ggl RS 2

(8.25)

._z_)+g_’. ,,,(__L]_si
1+A 2 -(1+x)<1> 1+A 2
g (o] '

o
0, =v® (B.26)

Normalized rates of production can be obtained by differentiating Eqgs. (B.25) and (B.26) with respect to v,
and noting that

9 _ 90

2
Lo o
and
9, _do.
2w o W 28
i, .
Again, the algebra is tedious but straightforward, and the resulting expressions are:
2 2
o(2)+5] ks
q, _ d -P (B.29)
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Y (0}
NERN .
f"f’- ) ”7; 2 (B30)

In obtaining the final forms of Egs. (B.25), (B.26), (B.29), and (B.30), the fact that ®(~z) = 1-®(z)
has been used.

Note that these expressions for dimensionless cumulative oil and water production and oil and water
production rates reduce to those given previously for the ideal homogeneous case when o approaches 0.

For o = 0, the normalized oil rate is a rectangular pulse, equal to zero until ¥ = A, whea it jumps to 1.0,

and remains there until ¥ =1+A, when it returns 0 zero; this is precisely the behavior shown in
Fig. B2. The nommalized water rate is a unit step function at 1+A. In fact, the oil pulse for the
homogeneous case is just the difference between a step function for the leading edge of the oil bank and a
step function for the trailing edge of the oil bank.

The median for each log-normal function in the heterogeneous system is the corresponding stép-ﬁmction
argument multiplied by exp(-ozﬂ). Hence, as the heterogeneity parameter increases, the median
breakthrough of each displacement front occurs at smaller and smaller values of cumulative injection.

The derivation of the waterflood model has been presented in some detail since it provides a
comprehensible physical basis for the introduction of heterogeneity as a log-normal transformation on a
step function representing the propagation of a displacement front in an ideal homogeneous system. Note
that the heterogeneous system results are obtained by first developing equations describing the arrival of
different fluid displacement fronts at the outflow boundary of an ideal linear system. The step-function
arrival time (or, equivalently, the cumulative injection at which the arrival occurs) is then transformed
into a cumulative log-normal distribution of arrival times by the derivation given above.

VAPOR EXTRACTION

IDEAL SYSTEM

To develop a model for vapor extraction, we again consider a linear element with area A perpendicular to
the direction of flow, and let §,, be the total vapor content (air plus water vapor plus contaminant plus soil
gas) per unit pore volume. The total bulk volume of sediment from which gas can flow to the outflow
boundary (e.g., an extraction well) is assumed to be divided into two regions: an uncontaminated volume,
Vy,, nearest the outflow, and a contaminated volume, Vc, further from the outflow. This division is
mcluded to allow for a delay betweean the start of gas extraction and the beginning of contaminant removal
-~ i.e., o allow for the case in which the extraction well is not located within the contaminant plume.

Within the contaminated volume, a volatile contaminant is assumed to be present in the vapor phase at
concentration C,, (mass per unit volume of vapor phase), in equilibrium with contaminant at
concentration Cj, (mass per unit volume of aqueous phase) dissolved in a stationary aqueous phase held
* by capillary forces in the porous medium.

Water saturation is assumed equal to 1-S; in other words, there is no free non-aqueous phase liquid
(NAPL) present. Solid-phase partitioning is also ignored (although it could be included, as in Falta et al.,
1992). Vapor is extracted at a constant volumetric rate q,, at the outflow well, and is supplied at some
effective outer boundary either by injection, natural influx, or a combination of the two. Gas-phase
compressibility is ignored.
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Consider a location x at time ¢ between the inflow boundary at x = 0 and the outflow boundary at x = L.
At distances less than x, the medium is contaminated, and at greater distances the medium is
uncontaminated. In other words, x is the position of the contaminant front (assumed sharp) at time ¢, In

time Az, the carrier fluid (air) will move from x to x + Ax, where

q
Ax = ——=4-A1. .31
45,4 . 8.31)

Contaminant movement is retarded by partitioning into the stationary liquid phase. Let f be the fraction of
the length Ar which becomes contaminated in time Af — i.e., the contaminant front will advance a
distance fAx.

A mass halance on the contaminant gives

CnQUAt = fovaCn + foA¢(1 - sv )Clo

(B.32)
q q
= fl| —— S,C,, + fl ——At (Ad(1-S ,
[ ass.c. s o[ EgarJant-sie.
where Eq (B.31) has been used to substitute for Ax.
After canceling common terms, the resulting expression can be solved for f-
1-5,1¢. Y
=|14|—2x|= 33
d ( 5 ]C.,) o
The velocity of the contaminant front is
-1
Ax q I—Sv]cb
=f—=—t|14 —_— .
Ve =I% ¢S,A( [Sv ., ' ®39

where Eq. (B.31) was used to obtain the carrier fluid velocity. A similar analysis shows that the trailing
edge of the contaminant moves with the same velocity. Hence, the contaminant moves as a rectangular
pulse in this idealized model, exactly analogous to the movement of the oil bank in a waterflood. To
complete the analogy, we need to determine the cumulative carrier fluid (air) throughput at the time the
leading edge of the contaminant pulse reaches the outflow boundary, and the cumulative throughput when
the trailing edge reaches the boundary.

Let the region from x=0 10 x = L, be the originally contaminated portion, and the region from L. to L be
the uncontaminated portion of the system. Let tfbc the time required for the front of the contaminant
pulse to reach the outflow, and ¢;, be the time for the back to reach the outflow. These are readily obtained
by using Eq. (B.34) for the contaminant pulse velocity, and noting that the distances traveled are L-L. and
L, respectively:

L-L L AL

t, = c=2(L/L ~1)=—= (B.35)
Vg Vs Vg
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,b=_l.'_=.£‘c_(1,/1,c)s-(-1-iy-l-'i (B.36)
Ve Vg Ve

where the parameter A has been introduced to maintain the analogy with the waterflood model. Note that
it has the same effect in the ideal contaminant transport model that it does in the ideal waterflood model:
viz., it introduces a delay in contaminant breakthrough at the outflow boundary of the system.

The form of Eqs. (B.35) and (B.36) suggests that an appropriate normalized cumulative throughput
variable for vapor extraction can be defined as:

Vgt
— e—— '3
7 v L‘ (B 7)

since contaminant extraction starts when ¥, is equal to 4 (i.e., ¢ = {p and ends when it is equal to 1+4
(ie.,t=1p).

A more physically transparent definition for ¥, is obtained by substituting the right hand side of
Egq. (B.34) forv,_f

Ve _ g,

L 1-§,|C

°  LOS A1+ v |2k
45, ( = ]C)

— quv

M,
Note that the total initial mass of contaminant in the system, M,, is given by:

(B.38)

M, =L.A[C6S,+C,o(1-S,)]
(B.39)

CutS,
=LA
o f

Finally, the normalized throughput can be written as:

(—%‘:)(q.t)

W _
(M, /C,)

Yo
(B.40)
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where the numerator is the cumulative volume of vapor (air, soil gas, water and contaminant vapor)
removed at the outflow boundary, and the denominator is the amount that would have to be removed to
extract all of the initial contaminant mass if A were equal to zero and the entire contaminant inventory
could be extracted at constant concentration C,,,,. This definition for normalized throughput hence has an
analogous physical significance to the corresponding normalized quantity for a waterflood.

In complete analogy with Eqs. (B.9) and (B.11) for the normalized cumulative oil production and the
normalized oil production rate for an ideal waterflood, we can write the following equations for
normalized cumulative contaminant removal and normalized contaminant concentration in the produced
gas for an ideal vacuum extraction process:

M/M,_, =0, | fory, <A;
=Y, -4, forA<y, <1+, B.41)
=1, forl+A <vy,.

c,/C,=0, fory, <A;
=1, forA <y, <1+, (B.42)
=0, for1+A <v,.

Here, M is the cumulative total contaminant mass removed as a function of the normalized cumulative
total volume of gas extracted, and C,, is the corresponding contaminant concentration in the extracted gas,
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HETEROGENEOQUS SYSTEM

We can immediately write down the equations for a heterogeneous system comprised of infinitesimal
linear elements with a log-normal distribution of permeability. The detailed steps are exactly the same as
those used in deriving the waterflood equations. For the cumulative normalized contaminant mass

extracted, we have
2 i 2
ZL).*.E_. ]n(._y_."_.).pg_
A 2 1+4A) 2
(o} (o)

il
MIM,=7,]0

(B.43)
and for the normalized contaminant concentration in the extracted gas, we have
2 2
o{i)-5] [ .
C,/C, =0 2L 2 | g—-F . B.44)
(0 o

Equations (B.43) and (B.44) reduce to Eqs. (B.41) and (B.42), respectively, as o approaches zero.

To illustrate the effect of the heterogeneity parameter, o, on the cumulative contaminant extraction and
the concentration of contaminant in the extracted gas, Fig. B.3 was prepared, assuming no delay between
the start of vapor extraction and the arrival of contaminant at the extraction well (i.e., A = 0). Note that a
log-log scale is used in Fig. B.3. As pointed out in the discussion of the analogous waterflood model, the
shapes of these curves should be invariant with respect to changes in scale factors when plotted with log-
log axes. Hence the parameters 4 and o can be determined by plotting field data on log-log paper, and
comparing the resulting plots with a family of type curves for the normalized responses with
systematically varying values of A and o. The translations required along the horizontal and vertical axes
to achieve a match between a type curve and the field plot can then be used to determine the parameters
Cyo and M, by selecting a match point and reading off the corresponding values of the dimensionless
quantities and field variables.

It is perhaps noteworthy that the general effects shown by these curves are consistent with observed
performance in vapor extraction projects. In the ideal homogeneous linear system, contaminant is

removed at a constant rate until it is all extracted, as shown in Fig. B.3 for o= 0. Of course, this ideal
behavior is never obtained in the field; in reality, the contaminant concentration in the extracted vapor
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decreases rapidly at first, but then continues to be produced at lower concentrations for a very long time.
These lower concentrations remain significantly higher than regulatory standards until many times the

ideal volume of gas has been extracted. This behavior is shown by the curves in Fig. B.3 for 6# 0.

1 -
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Figure B.1l. Normalized contaminant concentration and normalized cumulative
contaminant mass removed vs. normalized cumulative total vapor

extracted (throughput) for A = 0, for values of ¢ ranging from 0 to 3.
Note that there is no theoretical upper limit to the value of c.

For the examples shown in Fig. B.3, note that attaining the three - to - four order of magnitude reduction
in contaminant concentration typically needed to meet regulatory standards requires on the order of 10
times the ideal throughput volume for a system as heterogeneous as the Benton waterflood (i.e., 6 = 0.8).
For even more heterogeneous systems, 100, 1000, or even larger multiples of the ideal throughput volume

would be required to achieve regulatory compliance, depending upon the effective value of o.

PUMP AND TREAT

IDEAL SYSTEM

For the vapor extraction process in an ideal system, we considered partitioning between a stationary
aqueous phase and a mobile vapor phase, which serves as the carrier fluid. For a pump and treat process,
the aqueous phase is the mobile carrier, and the solid grains in the sediment represent the stationary
phase. We also noted that, since the dimensionless performance equations do not explicitly contain the
partition coefficient, adsorption of contaminant on the solid could easily be accommodated in vadose zone

vapor extraction processes.
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Provided that there is only a single mobile phase and that the concentrations in the stationary phases are
proportional to the mobile phase concentration, the velociiy of a contaminant front can generally be
expressed as

v
v _, =-—2="— where v,, is the mobile phase particle velocity. B4
I~ (1+K) m prsep 2

Here, K is just the dimensionless ratio of total contaminant mass in the stationary phase(s) per unit bulk
volume of sediment to the contaminant mass in the mobile phase per unit bulk volume of sediment. Note
that, if all the contaminant is in the mobile phase, the contaminant front moves with the same velocity as

the carrier fluid.
HETEROGENEOUS SYSTEM

As noted previously, dimeasionless equations of the form of Eq. (B.43) for the cumulative contaminant
mass extracted as a function of dimensionless carrier fluid throughput and Eq. (B.44) for contaminant
concentration apply equally well to oil recovery, vapor extraction, and pump and treat with suitable
definitions of dimensionless throughput variables. For contaminant extraction, the obvious choice of a
dimensionless concentration variable is just the mass of contaminant per unit volume of carrier fluid in
the extracted fluid, divided by an initial “average" concentration in the mobile phase within the
contaminated zone. However, any consistent set of units can be used to fit the field data, with final
conversion as required to calculate the contaminant mass inventory.

For a dimensionless throughput variable, we can use operating time divided by a characteristic time, ¢,, or
cumulative carrier fluid volume extracted divided by a characteristic volume, Q,. That is, we can express
concentration as a function of throughput as either

2 2
()] s
o o] -+

C/Co= - ’ (346)
) (o)
or as
) 2 2
o[22} o)
c/co=D -d * B47)
c c

In applications, Eq. (B.46) is the easiest to use if the carrier fluid extraction rate is reasonably constant,
while Eq. (B.47) is better if the rate varies.
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In the former case, the initial contaminant mass inventory is calculated from

M, =cyq,, . (B.48)
where g,, i ' : average carrier fluid extraction rate over the time period included in the analysis.
In the latter case, it is obtained from .

M,=c0,. (B.49)

Note that only the product of the two scaling parameters is required to calculate the starting inventory of
contaminant. Appendix C contains example calculations in fitting the Savannah River data.
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APPENDIX C: FITTING HETEROGENEITY PARAMETER
MODELS TO FIELD DATA.

BENTON WATERFLOOD

There are several consequences of this simplified treatment that have practical significance. One is that
for displacements in heterogeneous systems, the relevant operating variable is the logarithm of cumulative
injection (or time, for more-or-less constant injection rates), which very vividly illustrates the rapidly
diminishing return for any recovery (or remediation) process involving fluid displacement. For the
specific case of a waterflood, a plot of oil production rate vs. time on a logarithmic scale should result in a
symmetric Gaussian curve shape, as shown in Fig. C.1 for an Illinois Basin waterflood (Benton Field)
from 1947 until 1972.

Benton Waterflood
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Figure C.1. Monthly Oil Production versus Cumulative Water Injected for the
Benton Waterflood, Benton, Illinois.

Perhaps even more significant is that the size of the system does not appear explicitly in the normalized
response equations. Changing the total movable oil in place merely translates the model production
response curve along the horizontal (logarithmic) axis. If the vertical axis is made logarithmic as well,
changing scales translates the curve horizontally and vertically without changing its shape. This implies
that, provided there is some statistical regularity within a single reservoir being waterflooded, the shape of
production curves for individual wells or groups of wells should be similar to the curve for the entire
reservoir when plotted on log-log axes. This conclusion was shown to be correct, for the Benton

waterflood, in Chesnut et al. (1978).

Finally, there is a self-contained test of the theory. Note that the normalized water production rate is given
by a single log-normal probability integral (Eq. B.30) and that the sum of oil and water (i.e., total liquid)
production rates is given by a different log-normal integral with the same ¢ but a different median. Plots
of normalized water and total liquid production rates vs. log of time on probability paper should result in
parallel straight lines.



Figures C.2 and C.3 show, respectively, probability plots of total liquid production rate vs. log W and
water production rate vs. log W. In addition to the field data, these plots also show straight lines obtained
from a least-squares fit to the data. The slopes of these lines give directly the values of ¢ from the total
liquid response (0.813) and from the water production response (0.804). If the model is a good
approximation to the displacement of fluids in heterogeneous media, these ¢ values should be identical.
The agreement is quite good, especially in view of the gross simplifying assumptions made in deriving the
model equations, and suggests that the shape of breakthrough curves for field-scale transport processes
may be dominated by spatial heterogeneities rather than by classical dispersion theory, which predicts a
Gaussian breakthrough curve.

Benton Waterflood Performance
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Figure C.2. Log-normal probability plot of normalized total fluid production rate
vs. cumulative water injected, for field data (circles) and a linear least-
squares fit to the data (dashed line).
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Figure C.3. Log-normal probability plot of normalized water production rate vs.
cumulative water injected, for field data (circles) and a linear least-
squares fit to the data (dashed line)

SAVANNAH RIVER IN-SITU AIR STRIPPING DATA

Air Injection History and Operating Time

The air injection history was obtained from copies of field log book pages reproduced in Looney et. al.
(1991b - draft copy):

Table C.1. Summary of Air Injection History

Time interval, hr. Nominal Injection Rate, SCFM
0-3425 0

342.5-655 65

655-1511.6 170

1511.6-2261.6 270

>2261.6 0




No log book data were available to us after 11/8/90. We used the first clock reading of the unit hours clock
on 11/16/90, 2611.5 hours, from the FTESTVE.XLS spreadsheet sent to us by B. B. Looney on 5/11/92,
as the time that air injection stopped. This was used to calculate a value of 2261.6 hours for the operating
time at the termination of air injection. Anomalously low readings for both TCE and PCE from 2172.5 to
2173.2 operating hours were not used in fitting the data. These are the concentrations resulting in the

sharp downward spikes shown in Fig. C4.

10000 ¢
o E | 1l
E <
= [ s TCE
(]
> 1000 3 . N i, PCE
o) 3 b
L2
c
2 100 /
s .
]
Q. 10 3 !
(]
k= [
« 3
2. 1 . ——
0.1 1 10 100 1000 10000

Operating Time, hours

Figure C.4. Contaminant concentrations (ppm by volume) measured in gases
extracted from horizontal well AMH-2 during the Savannah River

Integrated Demonstration of In-Situ Air Stripping.

A portion of the PCE_TCEXLS spreadsheet is shown in Fig. C.5. The first, third, and fourth columns
were extracted from FTESTVEXLS received from B. Looney on 5/11/92. Column 2 gives the hours of
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1662.8 584 302.6 2821 586 36 - 2821 3038 2832 -12 -12
16761 ne 2305 218 ne 2305 2118 2884 2820 579 <402
1676.6 724 2305 2195 24 2305 2195 287.8 2510 573 315
1681.5 773 2064 2489 773 2054 2489 2827 2415 -772 74
1687.7 83.5 188.8 1903 83.5 1888 1903 2765 2306 877 <02
1699 95.7 248.3 219 95.7 2483 219 2653 2120 -17.0 02
17003 6.1 2412 19 96.1 2412 2ne 2650 218 -23.8 04
Figure C.5. Part of the PCE_TCE.XLS spreadsheet used to fit Savannah River

ISAS data to the heterogeneity parameter model.
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operating time calculated from the clock readings in Col. 1. Columns 5, 6, and 7 were copied from Cols.
2, 3. and 4 (values only) with gaps due to down time removed. Values from 2172.2 to 2173.2 operating

hours were deleted, as discussed above.

In fitting the data, the first step was to match the initial operating period, before air injection started. This
was done with a Mathcad worksheet, FITCLEAN.MCD, by trial and error. Columns 5,6, and 7 were
exported from PCE_TCE.XLS as a text file to be read by FITCLEAN.MCD as a 3-row by N-Column
matrix, where N is the number of time points included. An example trial for fitting PCE concentration vs.
time data is shown in Fig. C.6.

MCAD worksheet FITCLEAN modified from LOGCLEAN to visually fit field data for contaminant concentration
vs.time. T is the dimensionless cumulative volume of carrier fluid (air or water) removed from the system at
an outflow boundary (cne or more wells), A ls a delay parameter 1o account for delayed breakthrough of
contaminant, and ¢ is a macroscopic heterogeneity paramete;.

D.A. Chesnut, May 20, 1992

Functions:
2 2
m(5)+‘-’2- M(L)»,%
g(T',A,6) =cnorm A - cnorm A+l
c c
2 2
CE I
B(T, A, 6) :=-A-cnomm| —— 2 | 4 (1 4 ). cnorm |2+ 1
G ]
Set up array of argument values
T oy = 1000 I, :=0.001 8:=0.05 e:=10""
ii=2.121
Trial values of shape parameters: A:=.01 c:=2S§
r,=r,_10°
Calculate dimensionless concentration and cumulative mass removed
i=1.121 ¢ =g(M.A0) +e m, :=I;c;+b(I,4,0)
Read matrix of field data: con :=READPRN (tce_pce )
j=3..rows(con) Set range of index for plotting
<0 :=1500 cl :=150 Trial values for scale parameters
PCE concentration 100004 ' ! ' ! !
versus time '

o0-c
con,
J

B cl'T, ,con, 100000
i Jol

Figure C.6. Mathcad worksheet for fitting early-time data (extraction only).




The final values for the parameters A, o, cp and {y (fp is labeled as ¢y in PCE_TCE.XLS and
FITCLEAN.MCD) are given above Cols. 9 and 10 of PCE_TCE.XLS for TCE and PCE, respectively, and
were shown previously in Table IV.1 in the columns for "VE." Conversions from field units to mass per
unit volume, and the calculation of total contaminant inventories, were explained in Section IV.

Columns 9 and 10 in PCE_TCE.XLS are calculated values of TCE and PCE concentrations in ppm by
volume, using the parameters determined by the trial and error fit with FITCLEAN.MCD. For this

calculation, the macro function g.fn was used:

g

=ARGUMENICg"
=ARGUMENTCI)

=ARGUMENT(s")
=(LN(g/D+0.5"sA2)/s
=(LN(g/(+1))+0.5"sA2)/s
=NORMSDIST(AS)-NORMSDIST(AS)
=RETURN(A?7)

The calculated concentrations were subtracted from the field measured values to generate the residuals in
columns 11 and 12. A second set of parameters, summarized in columns 14 and 13, were determined by
trial and error to fit the residuals. The calculated valucs were plotted in embedded charts (not shown) in
the spreadsheet, and the fit was judged visually.

In order 10 perform the final calculations for cumulative mass extracted and reduce the size of the
spreadsheet, the operating time, observed TCE and PCE concentrations in ppm by volume, and early-time
parameter values were exported to MASSFIT.XLS, a portion of which is shown in Fig. C.7.
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Figure C.7  Part of MASSFIT.XLS for final determination of heterogeneity mode
parameters for the Savannah River ISAS project.

Columns A, B, and C contain the field data. Columns E and F contain the calculated concentrat.ons based
on parameter set 1 (determined from the pre-injection data). Calculated results for parameter set 2 are
given in Cols. G and H. Columns E and G were added together to obtain the total calculated TCE
concentrations given in Col. I, and F and G were summed to obtain the total calculated PCE
concentrations listed in Col. J. The macro g.fn was used again for calculating concentrations for
parameter set 2. The calculated and observed concentrations were shown previously in Fig. IV.15.

Field values of cumulative extraction were calculated separately for each contaminant from the reported
volumetric concentrations and the nominal gas extraction rate of 580 SCFM, assuming that standard
conditions refers to a pressure of 1 atm. and a temperature of 322 F, An alternative would be to use the
reported volumetric rates for each time interval, but the average rate should suffice for the present
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purpose. The "observed” cumulative mass of contaminants extracted by the end of the project was 5218 Ib.
of TCE and 11149 Ib. of PCE, for a total VOC removal of 16370 Ib. Looney reported a total of 15923 Ib.
However, we were not able to reproduce his numbers exactly for each time interval, and a least part of the
discrepancy seems to be the use of a different (and unstated) pressure and temperature base for reporting
the volumetric gas extraction rate.

Columns M, N, and O give the calculated cumulative mass of TCE extracted for extraction only, for the
incremental extraction after the start of air injection, and the combined total. Columns P, Q, and R
contain corresponding values for PCE.

The cumulative mass calculation requires a second macro function, h.fn:

h.fn

=ARGUMENT(g")

=ARGUMENT(I?)

=ARGUMENT('s")

=(LN(g/N-0.5"sA2)/s

=(N(g/(+1))-0.5"AD /s
=-|*NORMSDIST(A14)+(1+ 1)*'NORMSDIST(A 15)
=RETURN(A16)

These calculations and the field cumulative removal estimates were presented previously in Figs. IV.17.

PUMP AND TREAT DATA FROM SAVANNAH RIVER

As discussed in Section IV, there are four parameters in the heterogeneity parameter model to be
determined by a priori calculations or from fitting observed concentration versus time behavior with some
form of the model equations. Although a considerable amount of characterization data was obtained, very
few permeability measurements were made, and hence we cannot determine ¢ from a statistical analysis
of the permeability distribution, as was done by Chesnut et al. (1979) for the Benton waterflood. Common
practice in the petroleum industry is to core continuously through the entire gross stratigraphic interval of
interest, sample at some fixed frequency (e.g., at each foot), and analyze each sample for porosity,
permeability, and oil saturation. We strongly recommend that this practice be adopted for characterization
of remediation sites.

In Section VI, we presented some results from an incomplete quantitative analysis of geophysical logs
that, if completed, may provide good estimates of permeability within each logged borehole.

In order to proceed with our evaluation, we used the first thirteen months of data from the full-scale M-
area pump and treat project to determine the model parameters. For assumed values of A, o, cp, and 1,
spreadsheet PTXLS uses Eq. IV.1 to calculate TCE and PCE concentrations as functions of time, then
plots them on the same log-log scale as the field data. Since the calculations are very fast on a personal
computer, many different combinations of parameter values can be tried and one can attempt to choose the
"best fit" by visual inspection of the plots.

However, as can be seen from two examples of the spreadsheet calculations, it is difficult to judge which
of several different combinations of parameters is really a "best fit," because of considerable scatter in the
data and the short time interval over which data were available. The first example uses o equal to 2.5 for
both contaminants, with A essentially equal to zero, and the values shown on the partial print-out of the
spreadsheet (Fig. C.8) for ¢y and t. The resulting initial mass inventories are 1,056,000 and 856,000 Ib.,
respectively, for TCE and PCE. :

Figure C.9 shows, with A fixed at essentially 0, the changes in c( and ¢ required to maintain a good fit
with ¢ = 2.0. The characteristic time for TCE is reduced by a factor of three, while it is reduced by a
factor of 2.5 for PCE. Contaminant inventories are reduced to 352,000 Ib. and 285,000 Ib., respectively,
while the initial concentration of TCE is not changed and that for PCE is reduced by only 17%. There is




no visually obvious difference in the quality of {it between these two examples, in spite of the very large
differences in inventories and time scales.

A | 8 1 [ I o | € | 3 | e | H | 1
Savannah River Pump and Treat Performance

TCE PCE
Pumping Rate. gpm 380.2 A 1.00E-05 1.00E-05
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Water Throughput, ib/h 190183.6 co 37000.0 18000.0
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Figure C.8. First example of attempting to fit Savannah River Pump and Treat
data with the heterogeneity parameter model.
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Figure C.9. Second example of attempting to fit Savannah River Pump and Treat
data with the heterogeneity parameter model.
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In order to provide a more reproducible method of fitting the data, a second spreadsheet, PTFIT2.XLS,
was developed. The same equation was used to calculate contaminant concentrations from assumed values
of the parameters, and the RMS errors were calculated as well. For TCE, the RMS error increased from
795 for Example 1 to 930 for Example 2, while the error for PCE decreased from 588 to 437.

The parameters ¢ and ) were then systematically varied, while keeping A and o fixed for both
contaminants, to produce the "best fit" values tabulated in Section IV, The RMS errors for TCE and PCE
were reduced to 784 and 411, respectively. Although these values represent at least local minima in the
error surfaces, they may not be the lowest values which could be attained by more extensive trial-and-error
calculations.

At some future date, it might prove worthwhile to try using a more sophisticated approach to minimizing
the RMS error than simple trial and error. However, the error surface is highly non-linear, and one
author's (Chesnut) previous experience in attempting to fit waterflood data by using steepest descent
methods often led to physically unrealistic combinations of parameters. As a practical tool, it may well be
better to provide a rapid means of calculating values and visually inspecting the agreement between
cz'culated and observed results, while seeking a minimum in the error surface, than to attempt the
development of a completely automated curve-fitting process.

Finally, a third spreadsheet, PTACAST XLS, was developed, using the parameter values obtained from
fitting the observed data, to forecast concentration versus time and cumulative contaminant removal
versus time, assuming that the operating conditions do not change. These results were shown in Fig.
IV.20.



APPENDIX D. ANALYSIS OF FLOW PROCESSES DURING TCE
INFILTRATION IN HETEROGENEOUS SOILS AT THE SAVANNAH
RIVER SITE, AIKEN, SOUTH CAROLINA!

INTRODUCTION

Contamination of soils and groundwater from volatile organic compounds(VOCs),
such as organic solvents and hydrocarbon fuels, is a problem at many industrial facilities.
Key to successfully characterizing, containing, and eventually remediating the
contamination is a thorough understanding, based on sound scientific principles, of the
complex interplay of physical, chemical, and biological processes in geologic media, which
affect the migration and distribution of the contaminants, and their response to
remediation operations. A qualitative and quantitative understanding of contaminant
behavior under natural conditions can provide valuable guidance for site characterization
and monitoring. It can aid in evaluating the contamination that is likely to occur if no
intervention is made ("no action" scenario), and it provides useful information for the
design and implementation of remedial actions. Sound engineering design of containment
and remediation of contaminants must be based on mechanistic models that adequately
describe the important contaminant migration processes; such models must be calibrated
and validated through appropriate site data.

This report focuses on physical mechanisms that affect contaminant behavior under
the conditions encountered at the Savannah River site(SRS). Although other contaminants
are present at the site, for the purpose of this discussion we will restrict ourselves to the
processes following a spill and infiltration of trichloroethylene (TCE), which is the main
contaminant present at the location of the Integrated Demonstration Project. We begin by
briefly describing the main physical processes following release of TCE into the
subsurface. Subsequently we will present simple engineering models that can help to
evaluate contaminant migration processes in a semi-quantitative way. Finally, we will
discuss results of detailed numerical simulations of TCE infiltration into a

IThis Appendix was written by Karsten Pruess, Earth Sciences Division, Lawrence Berkeley Laboratory,
as Lawrence Berkeley Laboratory report LBL-32418. It is reproduced here as received, except for the first
page, which has been re-formatted to attain more consistency with the rest of this report. Pages have been
re-numbered D-1, D-2, D-3,... in place of 1, 2, ... in the original manuscript.
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heterogeneous medium consisting of sands and clays. These simulations attempt to shed
light on the initial distribution of contaminants at the site prior to the start of remediation
operations. We also point out limitations of present numerical modeling capabilities, and
identify issues that require further research in order that a realistic description of contam-
inant behavior in the subsurface may be achieved.

Contaminant Behavior under Natural Conditions

The infiltration of TCE into the subsurface gives rise to a number of coupled muld-
phase partitioning and flow processes in a three-phase system consisting of an aqueous
phase, a gas phase, and a non-aqueous phase liquid (NAPL). Table 1 lists some of the
important thermophysical properties that determine contaminant behavior.

Table 1. Selected thermophysical properties of water, air, and TCE
at ambient conditions of 20°C temperature, 1 bar pressure

(as used in STMVOC code)
Component Water Air TCE
i |
density (kg/m?) 998.2 1.19 1462
viscosity (Pa.s) 1.00x103 166x10° .59x1073
vapor pressure (kPa) 2.337 - 7.196

effective density in phases (kg/m®)

aqueous (*) 997.2 0145 1.099
gas (*) 017 1.07 .388
NAPL - 003 1462

(*) assuming that all three components are present

The density of TCE being approximately 1462 kg/rn3 at ambient conditions, as compared
to 1.2 kg/m® for soil gas (humid air) and 998 kg/m® for water, a plume of NAPL will
migrate downwards under the combined action of gravity, viscous, and capillary forces.
Because of heterogeneities on different scales, such as clay lenses and depositional layers
that differ in permeability, porosity, and capillary behavior, the NAPL will not flow
straight downward in a piston-like displacement, but will instead be dispersed to varying
degree both vertically and horizontally. Partial ponding may occur when the plume
encounters regions of low permeability or adverse wettability, such as clays. The
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presence of aqueous and gas phases in the pore space will interfere with the NAPL
migration (relative permee;bility effects). It will also impact on the NAPL by way of
phase partitioning processes, namely, dissolution in the aqueous phase, and evaporation
into the gas phase. At ambient conditions of T = 20°C, P = 1 bar, the partial density of
TCE in a saturated aqueous solution is 1.10 kg/m>, while the density of saturated TCE
vapor is .39 kg/m>. Thus, the amount of TCE in 1 m> of free product, 1462 kg/m’, is
.equal to the TCE content in 1330 m® of saturated aqueous solution, and 3768 m® of
vapor-saturated gas. The TCE can also sorb on solid phases, such as organic carbon and
soil minerals. This sorption may be partially or completely reversible, and it may occur
instantaneously (equilibrium sorption) or be controlled by kinetic rates. Portions of the
NAPL plume may also be immobilized in the pore space by capillary force.

The downward advancement of a TCE plume is an intrinsically unstable process,
because higher-density fluid (TCE) is present above fluids of lower density (water, soil
gas). Interacting with ever present soil heterogensities on different scales, the gravita-
tional instability may give rise to a highly dispersed displacement front (fingering).
Because TCE is denser than water, a plume of TCE will continue to sink downward
below the water table, and will tend to migrate to deep and poorly accessible regions.

The presence of TCE vapors considerably increases the density of soil gas. At
ambient conditions of T =20°C, P = 1 bar, the density of (humid) air is 1.18 kg/m3, while
the density of air saturated with TCE vapor is 1.48 kg/m°. This-density contrast provides
a negative (downward) buoyancy force which can induce large-scale gas phase convec-
tion with associated spreading of the contaminant (Falta et al., 1989). Additional
mechanisms for contaminant spreading through gas phase processes include molecular
diffusion, and barometric pumping.

Gravity-driven Flow of a NAPL Plume

Neglecting effects from capillary and pressure forces, the flux in a NAPL plume that
is falling freely under gravity in the vadose zone can be estimated from a multiphase ver-
sion of Darcy’s law as

k,
F,=k TL,T Pag (1)

Here F, is mass flux in kg/s m?, k and k., are absolute and relative permeability, respec-
tively, p, is NAPL density, i, is NAPL viscosity, and g is the acceleration of gravity. In
writing Equation (1) we have neglected the small density of soil gas relative to liquid
NAPL. Inserting values of p, = 1462 kg/m® and p, = 0.59 x 10~ Pa.s appropriate for
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TCE, Equation (1) gives
F,=k-k,x3554x101° (kg/s) )

If NAPL is spilled at a mass rate Q (kg/s), the horizontal cross sectional area Aq to which
the plume will spread can be estimated from

Q=4q"F, ©)

Substituting from Equation (1) we have

HnQ ‘
TR @
ki png
Inserting parameters appropriate for TCE, this gives
| 1.81 x 1071 2
=——0Q (m) 5)
A= (

A similar discussion can be made for gravity-driven migration of NAPL below the
water table. In this case the effective body force on the NAPL is (p, — p,,) * g, so that the
flux can be estimated as

ken
F,=k n\Pn~ Pw.
i Pn(Pn—Pw)E 6)

which is a factor (p, — py)Pn = (1462-998)/1462 = .32 smaller than the corresponding
expression Equation (1) for the vadose zone.

Suppose that a TCE plume advances downward by building to a saturation Sycg = 1
— Sur The rate at which the TCE plume advances can then be estimated from

(1 =SSP, =F, )

Here u,, is the actual (pore) velocity of TCE advancement. For plume propagation in the
vadose zone we have, from Equations (1) and (7)

Pn8

=kk —2°
=k ke s o,

®

NAPL Mobilization by Buoyant Gas Flow

Buoyant gas flow due to the presence of a volatile organic compound (VOC) such
as TCE was discussed by Falta et al. (1989). The Darcy velocity (volumetric flux) of
downward gas flow can be estimated in analogy to Equations (1) and (6) as
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K,
Vgas = k—% (pg ~ Pair)8 &)
He

Here p, is the density of gas containing a mixture of (moist) air and VOC vapor, while
P, i the density of ambient soil gas. The VOC mass flux associated with the volumetric
flux of Equation (9) is obtained by multiplying with the partial density p, of contam-
inant vapors in the gas phase. In the presence of free NAPL phase the appropriate density
is the saturated vapor density pgn which from the ideal gas law can be estimated as

0o _PM |
Pen= T (10)
where PP is the saturated vapor pressure of the VOC, M is the molecular weight, R the
universal gas constant, and T the absolute temperature. Adopting ideal-gas approxima-
tions also for the densities of air and air/vapor mixtures, Equations (9) and (10) combine
to yield a VOC vapor flux

2
0
E=kk,g—j; [{—T-] MM - M) a1

We have denoted the buoyant downward mass flux of VOC vapors by E, because, under
presumed conditions of local phase equilibrium, it must equal the evaporation rate of free
NAPL phase per unit horizontal cross sectional area. At T = 20°C, saturated vapor pres-
sure of TCE is 7.2 kPa, and air viscosity is 1.66 x 10~> Pa.s, so that from Equation (11)
we have

E=kk;, X 6.94 x 10* (kg/m*s) (12)

Assuming that NAPL is present at irreducible saturation S, the thickness of NAPL layer
removed per unit time from buoyant gas flow, &g, can be estimated from

E= q)sm'pndg 13)

Inserting typical parameters of k k;, = 1. x 107! m?, ¢ = .4, S, = .05, p, = 1462 kg/m’,
we have dg =238 x 108 m/s =.75 m/yr, which represents a significant amount of con-
taminant removal.

NAPL Leaching by Water

An analysis similar to the above can be made for removal of free NAPL phase by
means of leaching from infiltrating water. An infiltrating volumetric water flux v,, will
dissolve NAPL at a rate of
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D =vyPun (14)

where p,,, is the partial density of NAPL in saturated aqueous solution. Again assuming
that NAPL is present at irreducible saturation S, the thickness of NAPL layer removed
per unit time from disso]ution in infiltrating groundwater, &w, can be estimated from

It is of interest to compare the rates of NAPL removal by buoyant gas flow and dis-
solution in infiltrating ground water. For parameters applicable to TCE we have, from
Equations (12) and (14)

k k
E ks, 694x100 o ox103 e (16)
D v, 1.1 Vg
For a hypothetical water infiltration rate of 1 m/yr, this ratio becomes
[E] =1.991x 102 k k, | (17
D Vo = lm/yr

so that evaporation of NAPL into gas phase flowing under buoyancy would equal disso-
lution into infiltrating groundwater at an effective gas permeability of 1/1.991 x 1012 m?
= .55 x 10712 m?, or .55 darcy. For higher permeability evaporation would dominate,
while for lower permeability dissolution would be a more important mechanism for
NAPL removal. '

Gas Diffusion

The spreading of VOC vapors in the gas phase by molecular diffusion has been dis-
cussed by Falta et al. (1989). It is described by a diffusion equation

oXg .

"a"t“ = Dg.eff Axg (18)
where X is the mass fraction of VOC vapor in the gas phase, and the effective gas dif-
fusivity is given by

T
Dy et = N D, 19)

g

Here, 7 is a tortuosity factor, typically of order 0.5, and R, is the gas phase retarda-
tion factor, which accounts for phase partitioning of VOC vapors into liquid and solid
phases through dissolution and sorption, respectively. The retardation factor is

S K
R =1+—¥ 4 PeD
& SgH  0S,H

(20)
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Here
G
G

is Henry’s conStant, which is the ratio of effective densities (concentrations) Cg =P, *

H= (21)

X;and C, =p, * X¢ of the containinant in gas and water phases, respectively.

Kp= é = Kocfoc (22)

is the distribution coefficient for the VOC chemical between solid and aqueous phases,
given by the ratio of mass fraction of adsorbed VOC in the solid phase, X¢, to effective
density of VOC dissolved in the aqueous phase. This is usually assumed to be propor-
tional to fraction of organic carbon, f,, in the soil, the proportionality factor K. being
referred to as the organic carbon partition coefficient.

For TCE, we have H = .388 / 1.099 = .353. Assuming that adsorption is insignificant
at Savannah River (Eddy et al.,, 1991), the gas phase retardation factor for a typical
irreducible water saturation of S, = .15 is approximately 1.5. For a typical ‘‘free’” gas
diffusivity of 1075 m%s, the effective gas diffusivity from Equation (19) then becomes
3.3 x 10~ m%/s. To put this number in perspective it may be compared with a typical
thermal diffusivity for heat conduction in soils, which is Dy, = K/p * ¢ = 1.5/2500 * 1000
=0.6 x 107° m?/s. The distance to which diffusive spreading reaches can be estimated as

x =Dt (23)

Thus, diffusive spreading of TCE in the gas phase is somewhat more rapid (by a factor
¥3.3/0.6 = 2.3) than conductive heat transfer in soils, but it is a relatively slow process.
Based on the effective gas phase diffusivity of 3.3 x 107 m?%s for TCE estimated above,
diffusive penetration distances are .53 m in 1 day, 10.2 m in 1 year, and 32.3 m in 10
years.

Barometric Pumping

VOC vapors may be removed from the subsurface as a result of atmospheric pres-
sure variations, a process that we shall refer to as ‘barometric pumping.”’ Atmospheric
pressure is subject to fluctuations with a dominant cycle period of 24 hours. As atmos-
pheric pressure rises, the column of soil gas above the water table is compressed, and
‘“‘clean’’ atmospheric air enters the subsurface, where it may acquire some VOC contam-
ination through processes such as mixing with already contaminated soil gas, evaporation
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of resident NAPL, or diffusion of VOC vapors down concentration gradients. When
atmospheric pressure subsequently decreases, the soil gas column expands, discharging a
certain amount of contarninant to the atmosphere.

The quantitative aspects of this process may be estimated in analogy to the problem
of moisture removal from the vadose zone by barometric pumping (Tsang and Pruess,
1989). From the ideal gas law, decrease of atmospheric pressure from P — P — AP will
result in an increase in the height of the soil gas column from H — H + AH such that

AP _ AH
P " H (24)

Per unit surface area, the amount of VOC vapor removed in one full pressure cycle will
be

AP

Myoc=4H ¢ S, pa=H —P—]cbsgpg,. 25)

For an order-of-magnitude estimate, we use AP/P = .005 (Tsang and Pruess, 1989), and H
=40 m, ¢ = 4, S; = .8, to obtain a removal of VOC vapors of .064 * p,, kg/m? per pres-
sure cycle (one day). Making the extreme assumption that VOC vapor in soil gas beneath
the land surface is at saturated density of .39 kg/m?, this translates into a removal of 788
kg/m? per year, a very large amount. Realistically, however, VOC vapor concentration
will likely be much less than saturated near the ground surface, so that contaminant
removal rates from atmospheric pumping will be considerably less. For the parameters
assumed above, the thickness of soil layer beneath the ground surface that is directly
affected by barometric pumping is only AH = .005 * H = 0.2 m. After removal of free
NAPL phase from this zone immediately beneath the ground surface, VOC vapors can be
supplied to the atmospheric pumping process only by diffusion from below (as convec-
tive transport is downward). The long-term impact of atmospheric pumping thus seems to
be to effectively shift the ammosperic *‘zero VOC concentration’” boundary downward by
a small distance of order AH = 0.2 m, which is not expected to have a significant effect
on contaminant migration.

Numerical Simulation of TCE Infiltration

Some of the important processes affecting contaminant migration and dispersal may
operate on relatively small spatial scales (< 1 m), which may not be resolvable with the
kind of spatial discretization that would normally be employed in engineering models of
a site. For example, observations at the Savannah River site indicate that TCE contami-
nation is highly spatally variable, and tends to be localized near the top of clay-rich
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zones (Eddy et al., 1991). The strong heterogeneity of contaminant distribution has
important implications for the feasibility and success of remediation operations. We need
to understand why the contaminant is distributed in the observed manner, and what the
driving forces and conditions are that have generated this kind of distribution. Only if we
identify the processes leading to the observed contaminant distribution can we hope to be
able to perform a reliable evaluation of remediation schemes, and to develop an under-
standing of what the processes can and cannot accomplish in a given time frame. Such
process understanding is also essential for a transfer of the experience gained at Savan-
nah River to other sites.

In this section we report on the current status of our efforts to use multiphase
numerical simulation as a tool for developing a better understanding of the role of forma-
tion heterogeneity in contaminant transport. In order to be able to identify the manner in
which the different multiphase flow and partitioning processes interact with formation
heterogeneity we have simulated idealized ‘‘generic’’ models, which were designed to
capture important features of the Savannah River site, such as layering of highly perme-
able sands with clays of variable horizontal extent. Rather than modeling the full comple-
ment of multiphase processes in a complex hcterogencousAsetﬁng, we introduce process
and formation complexity in a step-wise fashion, to be able to discern the important con-
trols on contaminant behavior. For example, we examine in considerable detail the
interaction of a descending TCE plume with clay lenses and clay layers of different spa-
tial extent, both in the vadose zone and beneath the water table. It is hoped that the
insight gained from such detailed studies will eventually support a scale-up to “‘effec-
tive’’ process description on a larger scale.

Numerical modeling of TCE infiltration is subject to space discretization effects
(numerical dispersion), which can be particularly severe because of the gravitationally
unstable nature of the process (Pruess, 1991). These effects can give rise to spurious
(unphysical) flows, which may depend strongly on size and orientation of the numerical
grid used. We have performed a grid orientation study to specifically address these
isssues (below).

TOUGH2 and STMVOC Codes

The simulations reported here were carried out with the TOUGH2 and STMVOC
simulators, which are closely related members of the TOUGH/MULKOM family of mul-
tiphase simulation codes, developed at Lawrence Berkeley Laboratory. TOUGH?2, a suc-
cessor to TOUGH, is a general-purpose simulator for nonisothermal flows of multiphase,
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multicomponent fluids (Pruess, 1987, 1991). STMVOC, a descendent of TOUGH,
features the same general architecture and solution methodology (Falta and Pruess, 1991;
Falta et al., 1992a). It is a specialized code for nonisothermal flow of three-phase three-
component mixtures of water, air (a pseudo-component) and a volatile organic compound
(VOC). STMVOC describes all of the multiphase processes discussed above, including
full phase partitioning of the VOC between NAPL, gas, aqueous, and solid phases, VOC
migration by convection in all of the three phases, and VOC diffusion in the gas phase. It
has full capabilities to describe strongly heat-driven processes, such as steam drive of
volatile contaminants. However, in the present study STMVOC has been used only for
processes at ambient temperature of 20°C. The code has been validated by comparison
with laboratory experiments (Falta et al., 1992b).

Model System

The model system is loosely patterned after the conditions at the site of the SRS
Integrated Demonstration Project (see Figures 1 and 2). The main contaminant source
being a process sewer line of considerable horizontal length, we model a 2-D vertical
(X-Z) section perpendicular to the sewer line. Constant gas pressure conditions are main-
tained at the ground surface, and constant gas and aqueous phase pressures are main-
tained at the distant lateral boundaries. The water table is placed at a depth of approxi-
mately 130 ft (Eddy et al., 1991). Total vertical extent of the system modeled is 160 ft, at
which depth boundary conditions of ‘‘no flow”’ or ‘‘constant pressure’’ are imposed.

For the simulations reported below STMVOC was run in isothermal mode, with the
entire flow system held at a temperature of 20°C by means of assignment of a very large
heat capacity to the porous medium.

Some of the parameters that have an important impact on the behavior of the three-
phase water-air-NAPL system are poorly known. This is especially true for the ‘‘charac-
teristic curves’’ (relative permeability and capillary pressure curves). For relative per-
meabilities we have adopted a functional relationship developed by Stone (1970) that is
widely used in petroleum reservoir engineering. This relationship had to be slightly
modified to deal with subtle issues of phase behavior near irreducible saturations. The
equations for water, gas, and NAPL phase relative permeability used here are:

(Sw—=Swr |

o= Ts;] 9
(S,~S,. |"

- g & \
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The modification made concerns the term in the curly brackets for k,,,, where we have

replaced Stone’s expression (1-S;—S,) by (1-Sg—S;;—Sy,), to avoid the unphysical

possibility of obtaining large k, , near S, when S, is near 1-8,,, - S,..

For capillary pressures we used the three-phase relationships given by Parker et al.
(1987); however, capillary pressure between gas and NAPL phases was neglected. The
capillary pressure between the aqueous phase and the non-wetting gas and NAPL phases
is

i/n

L
Pwg [l—sm]n—l q

Poga == 29)

Cyw Sw— Sm
A summary of problem specifications intended to be representative of conditions at the
site of the Savannah River integrated demonstration project is given in Table 2. Capillary
pressures for different hydrogeologic units were scaled inversely to the square root of
absolute permeability.

Table 2. Formation Properties for 2-D Vertical Section Problem

Sands Clayey Sands Clays

permeability (m?) k 10 10-12 10715
porosity ¢ 35 35 50

relative permeabilities (Equations 26-28)

irreducible water saturation Ser 15 .60 .60
irreducible gas saturation Sg 001 001 001
irreducible NAPL saturation | S, 05 05 .05
exponent n 3 3 3

capillary pressures (Equation 29)

strength para: eter Onw 5.0 1.58 .05
limiting saturation Sm 0.0 0.0 0.0
exponent n 1.84 1.84 1.84

The flow domain is a 1 m thick vertical section, with dimensions of 160 ft in the vertical,



1000 ft horizontally. For numerical simulation it is discretized into 24 rows and 15
columns of varying spacing (Figure 3). Finer vertical discretization was employed at the
elevations at which clays are encountered at the site, to be able to better resolve flow
processes associated with those clays. Horizontal discretization is finest near the assumed
symmetry line (left hand side) where TCE release is taking place. An expanded view of a
part of the calculational mesh is shown in Figure 4, which also indicates the assignment
of domains with different hydrologic properties. The domains labeled ¢“325CL’’ and
““300CL,”’ respectively, correspond to the 325 ft and 300 ft clays encountered at the site
(Figure 1), and are assigned clay properties as given in Table 2. The domain ‘‘TANCL”’
represents a clayey sand comesponding to the ‘‘tan clay’ at the site. It should be
emphasized that in its present form the assignment of these units and their hydrologic
properties is rather schematic. They are meant to represent the hydrogeologic features of
the site in a generic way, so that important process aspects may be explored. The
description of hydrogeologic units and the specification of their properties needs to be
refined in the future, so that natural conditions and remediation response may be modeled
in more realistic detail.

Prior to startup of TCE infiltration, the system was run to gravity-capillary equili-
brium. Water saturation in the vadose zone was assumed to be at irreducible levels. For
the initial set of runs no water recharge from the surface was taken into account. The
contaminant is assumed to be pure TCE with thermophysical properties as given for
problem 3 in the STMVOC User’s Guide (Falta and Pruess, 1991). Release of contam-
inant is modeled by injecting TCE into the uppermost grid block at the left hand side of
the model, at a rate of 89.68 x 107 kg/s, which is equivalent to 1 barrel per 30-day
month. Because of symmetry we only model half of the domain, so that the spill rate
amounts to 2 barrels of TCE per month per meter of sewer line.

Infiltration into Clayey Sands

We have modeled TCE infiltration over a time period of 30 years. For the follow-
ing discussion of the behavior of the NAPL plume refer to Figures 5 and 6, which show
NAPL saturation distributions after 3 years of infiltration in a large-scale and a close-up
view, respectively.

In response to TCE release, NAPL saturation in the injection grid block builds up
until the residual NAPL saturation of 5% is exceeded, at which point the NAPL becomes
mobile and begins to flow downward under gravity. Eventually the descending NAPL
plume encounters a clay lense (the *“325CL’’ domain, Figure 4), which because of its
low absolute and relative permeability acts as an obstacle to downflow of NAPL.
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Ponding with buildup of NAPL saturation takes place, which is accompanied by modest
pressure increase. This causes most of the NAPL to flow laterally, but a small amount of
NAPL is slowly invading the clay zone itself, and ulumately passes right through it. The
NAPL flowing laterally to circumvent the clay lense resumes its predominant downward
flow after it reaches a break in the clay lense, and subsequently ponds again as it
encounters the more extensive clay zone at 60 ft depth (the 300 ft clay). The growth of
the pounded zone slows with time, as an increasing proportion of the infiltrating TCE
penetrates into the clay. The extent of the ponded zone has almost stabilized after 10
years (compare Figures 7-9), eventually reaching an area of 38.1 m?. From Equation (5)
the ponded area may be estimated as Aq = 2.52/k,, m?, which is consistent with the
simulation results, but also indicates that because of the strong dependence of Ag on the
a priori unknown k,,,, Equation (5) is of limited utility in that it can only provide a very
conservative lower bound. It is evident that a considerably broadened plume descends
below the clay zone. After 30 years the plume has penetrated all the way into the water
table, and NAPL saturation is beginning to build up at the bottom of the flow system,
which was assumed impermeable in this simulation (see Figure 9).

In addition to a free-phase NAPL plume, a plume of TCE vapors develops in the gas
phase (Figures 10-14). This plume spreads much more quickly to a large volume,
because of gas phase convection driven by the negative buoyancy of vapor-ladden soil
gas. From the shape of the concentration contours one can clearly see how the downward
convection is diverted sideways as the lower permeability of the ‘“TANCL’’ domain is
encountered at a depth of 90 ft. The regions enclosed by the 0.3 kg/m® concentration con-
tour correspond closély to the extent of the NAPL plume, as concentrations approaching
the saturated value of 0.388 kg/m® can only be maintained in immediate proximity to free
NAPL. Note also that, wherever TCE vapor is present, a TCE concentration in equili-
brium with the gas phase concentrations is maintained in the aqueous phase. The amount
of TCE dissolved per unit volume of aqueous phase is a factor 2.83 larger than what is
present in the gas phase.

Diffusive transport of TCE vapors in the gas phase was neglected in the present cal-
culation. As was discussed here diffusion will yield a migration distance of order 100 ft
over 10 years, adding further spreading of the TCE vapor plume which is not
insignificant, but is considerably smaller than the distance covered by advective tran-
sport. The advective migration of TCE vapors is probably overestimated in the simula-
tion presented here, because of the rather small extent of clay zones in the model. The
presence of more extensive clay layers with only limited breaks at Savannah River would
tend to reduce gas convection effects.



Another simulation was run in which TCE infiltration was stopped after 10 years,
and the system was left alone to examine the redistribution of contaminant that would
occur under natural ‘“no acton’’ conditions. The NAPL plume after 10 years of
infiltration followed by 20 years of no infiltration is shown in Figure 15, which should be
compared to Figure 7 for the plume at 10 years. It is seen that the NAPL plume has con-
tinued to disperse outward and downward, while highest NAPL saturations have been
reduced. There is a rather limited region above the clay lense where the NAPL has been
removed by persistent evaporation into the descending gas stream. This simulation was
continued to 100 years total time (results not shown), after which time NAPL was com-
pletely swept out of the region above the clay lense, with very significant NAPL satura-
tions remaining in the clay lense itself (approximately S, = 12%). A similar pattern of
behavior was seen at the more extensive clay layer. This can be understood by noting that
gas convection is confined to the highly permeable sands. Thus, although penetration of
NAPL into the clays is inhibited by low absolute and relative permeability, NAPL that
will get into the clays is little affected by gas phase redistribution processes.

A brief exploration of flow system behavior in the presence of water infiltration
from precipitation was also made. Applying a recharge rate of 15 inch/year (Colven et
al., 1987), the system was first run to steady state. This resulted in a modest increase in
water saturations beyond irreducible levels in the highly permeable sands (from 15% to
approximately 19%), while the clays became almost completely water-saturated (S,, >
98%). Steady water saturations for the case with recharge are shown in Figure 16. The
attainment of nearly full water saturation by the clays can be understood by noting that
the permeability of the clay units of 10~ 15 m? corresponds to a hydraulic conductivity of
approximately 10~% m/s, or .32 m/yr, which is slightly less than the applied recharge rate.
Figure 16 shows that there is some increase of water saturation above the clays; part of
the infiltrating flux is being diverted around the clay zones. After a steady state with 15
inch/ year of recharge was reached, TCE was injected at the same rate as in the previous
set of simulations without water infiltration. The NAPL plume after 10 years is shown in
Figure 17; it looks very different from the previous case of no water infiltration (Figure
7). The NAPL again ponds atop the clays, but due to their nearly complete water satura-
tion the clays now act as nearly impermeable barriers to the NAPL, and very little NAPL
penetration into the clays themselves takes place. Virtually all of the injected TCE is
being diverted laterally around the clays. However, in the aqueous phase in the clay
regions, TCE is present at close to saturated concentrations.




Grid Orientation Effects

In simulations of oil recovery operations involving two- or three-phase flow it has
been noticed for a long time that predicted results can be sensitive to the orientation of
the computational grid used. Mobilization of highly viscous oil by less viscous water or
steam is an ‘‘unfavorable mobility ratio’’ displacement, which is subject to a hydro-
dynamic instability (viscous fingering). The finite space discretization used in finite
difference or finite element numerical simulations generates a purely numerical (as
opposed to physical) dispersion with associated spurious flows. Numerical dispersion in
general will be anisotropic and tends to be strongest in the directions of the lines of the
numerical grid, and weakest in the directions running diagonally to the grid. The *‘grid
orientation effect’’ (spurious dependence of simulated results on the orientation of the
numerical grid) arises from an interplay between hydrodynamic instability and anisotro-
pic numerical diffusion (Brand et al., 1991).

In the context of oil recovery simulations, grid orientation effects have been dis-
cussed for horizontal flows, with particular focus on steam flooding (Todd et al., 1972;
Coats et al., 1974; Coats, 1982; Coats and Ramesh, 1984). The customary approach has
been to consider a five-spot production-injection arrangement, and to compare simula-
tions with ‘‘parallel’”” and ‘‘diagonal’’ grids (Figure 18). It has been shown that grid
orientation effects can be substantially reduced or eliminated by means of higher-order
differencing schemes, which maintain a higher degree of rotational invariance. This
results in a more nearly isotropic numerical dispersion, so that hydrodynamic instabilities
will not be amplified from grid effects. Figure 19 depicts the standard ‘‘5-point’* approx-
imation, in which a grid block P interacts with the four neighbors with which it shares a
common interface (solid flow lines). The “‘9-point’’ approximation additionally incor-
porates flow in the diagonal directions (dashed flow lines), which essentially eliminates
grid orientation effects in the simulation of steam floods (Yanosik and McCracken, 1979;
Coats and Ramesh, 1982; Pruess and Bodvarsson, 1983).

At a temperature of 20°C, the viscosity of TCE (0.59 x 1073 Pa.s) is larger than the
viscosity of air (1.66 x 107> Pa.s), but smaller than the viscosity of water (1.00 x 10~
Pa.s). Thus displacement of air by TCE has a favorable mobility ratio, while displace-
ment of water has an unfavorable mobility ratio, so that invasion of TCE into an aquifer
would be subject to a viscous instability which, however, would not be very strong as the
viscosities of TCE and water differ by less than a factor 2.

There is another kind of hydrodynamic instability which is of much more
significance and concern with TCE, namely, the gravitational instability of a denser fluid
(TCE) invading regions with less dense fluids (air, water) from above. This kind of
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instability may lead to strong grid orientation effects in vertical section models. Such
effects have been recently studied for the problem of cold water injection into depleted
vapor zones in vapor-dominated geothermal reservoirs (Pruess, 1991). Issues of gravita-
tional instability and the associated potential for grid orientation effects in the release of
TCE into the vadose zone are entirely analogous to the geothermal injection problem. In
order to evaluate these effects we have performed a simulation study that closely paral-
lels the geothermal injection study.

Using the ““EOS8”’ three-phase module of TOUGH2, we have simulated the migra-
tion of TCE plumes in vertical section models that employ parallel and diagonal grids,
respectively (Figure 20). The grids shown in Figure 20 are meant to illustrate the con-
cept; in the actual simulations we use a 12 x 12 parallel grid of Sm * 5m blocks, and a
diagonal grid with 7.5 m long diagonal (5.303 m side length). The flow system is 1 m
thick and the vertical and horizontal dimensions are 60 m each. The water table is at a
depth of 37.5 m; constant pressure conditions are maintained at the right boundary, with
all other boundaries being ‘‘no flow.”” TCE is injected in the left uppermost grid block at
a rate of 89.68 x 107° kgJs, corresponding to 1 barrel per 30-day month. Simulations
were performed for a ten-year period, using parallel and diagonal grids, and 5-point and
9-point differencing schemes. Results for TCE plumes after 10 years are shown in Figure
21, where shading indicates the presence of NAPL saturations of 1% or larger. Com-
parison of the 5-point results for parallel and diagonal grids shows that grid orientation
effects are very large. The parallel grid produces a narrow TCE plume that slumps down-
ward, and then spreads along the impermeable bottom of the flow system. In contrast, the
diagonal grid gives considerable lateral spreading of the plume. A comparison of the 9-
point results for both grids shows that grid orientation effects have been essentially com-
pletely eliminated. '

It is to be emphasized that absence of grid orientation effects does not necessarily
mean that physically realistic results have been obtained. It simply means that the aniso-
tropy of numerical dispersion has been reduced in such a way that it will not amplify a
hydrodynamic instability which is present in the flow system. Physically realistic model-
ing of the migration of a NAPL plume under conditions of a gravitationally induced
hydrodynamic instability requires proper description of all physical mechanisms that will
affect plume dispersion in a heterogeneous medium. In the absence of heterogeneity, the
downward slumping predicted by the parallel 5-point grid is actually correct, because this
differencing scheme produces numerical dispersion only in the vertical direction (Pruess,
1991). A lateral (transverse) spreading of the plume can arise from formation hetero-
geneity, such as presence of clay lenses and layers, as was demonstrated in the numerical
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simulations discussed above. Although diagonal grids and higher-order differencing
methods produce more nearly isotropic dispersion effects, there is no reason to expect the
lateral dispersion in these differencing schemes to adequately approximate true physical
dispersion effects in a heterogencous medium. We believe that the 5-point parallel dif-
ferencing scheme is acceptable when heterogeneities are modeled in explicit detail. The
5-point diagonal as well as parallel and diagonal 9-point schemes introduce a lateral
numerical dispersion that in detailed models with explicit representation of heterogeneity
would arise from flow diversion due to the heterogeneities. A physically realistic
representation of the dispersive effects of heterogeneity in continuum-based numerical
models of multiphase flow has yet to be developed.

Concluding Remarks

We have presented engineering estimates as well as numerical simulations for the
multiphase processes that arise from TCE release in the vadose zone. Although the basic
physico-chemical processes of flow and phase partitioning are simple and well under-
stood, their analysis is complicated by numerous coupled effects and by the ever-present
and always imperfectly known heterogeneity of geologic media. Our simulations help to
explain the preferential association of TCE contamination with clays that was observed
at the Savannah River site (Eddy et al.,, 1991). Buoyancy flow in the gas phase was
found to have a potential for spreading contamination from localized sources over large
areas.

Although a large amount of data is available for the site, some of the most important
parameters affecting TCE behavior in the vadose zone, such as three-phase relative per-
meabilities and capillary pressures, are poorly known. Presently available simulation
techniques can cope with the highly nonlinear multiphase processes affecting TCE
migration in the subsurface. Further research is needed to develop a better understanding
of the behavior of multiphase fluid mixtures in heterogeneous systems.

In future projects dealing with subsurface contamination, it would seem beneficial
to integrate simulation-based performance assessment modeling as early and closely as
possible with the site characterization, monitoring, and remediation activities.
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