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I. INTRODUCTION

l’he advent of high-performance computer systems has brcught to maturity pro-

gramming concepts like vectorization, multiprocessing, and multitasking. \Vhilc

there are many schools of thought aa to the most significant factor in ot)t ahl ing

order-of-magnitude incre=ee in performance, such Ypeedup cm only bc m.hirvrd

by integrating the computer system and application code,

Vcctorization leads to faster rnanipulntion of mrays by overlapping instrll(’ti:nl

CPU cycles. Dimretc ordinates rodes, which require the solving of lnrgr umt ric~ls,

Imvr ]xovcd to be nmjor Iwnefuctors of vcctorization. lvlonte Ctirh> trrulsport, 011

tllc other hund, typimdly contuins mlmmous logic statements nml rtx~llircs cxt[’llsi[’v

r(’[1(’~”t?lf)l)lxlclltto lmwtit from vcctorizution.

h[llltil)r~)(.rssillg IUNI multitmking proviflv udditimml CPU cyrlrs vim IIIId[ ii)!{’

pr(wrmor~. Sllch sj’sttmls nre grncrrdly (Icsignml with mtlm COImmJII ImIIII~my IIUTSN

( l]~[dtitw+!:ing) (w di~trilmtt?d mmnmy nmmw, In Ix)tll cn.ww, Lllwwrtirul slwwllll),

IIH n f~l[~rtiou of the number of ]mweswws ( P ) n[l{l tlw frncti(m of tw+k (.illw tllll.t

llllllt,il)rol’~.~~(’H (f), {“mlIw f(mlllllnttvl using AImhild’H l,nw

S(f, r) == 1/(1 -,f + ,f/f’)



since the particle tracks are generally independent and the precision of the result

increases as the square root of the number of particles tracked.

II. MCNP MULTIPROCESSING WITH PVM

The lIonte Carlo neutron, photon, and electron tramsport code \lCNP, 1 dev(*l-

oped by L~NL (Los i+lamos National Laboratory, X-6 Group), has an extensive list

of attractive features, including continuous energy cross sections, generalized 3-D

geometry, time dependent transport, and comprehensive source and t aily capabili-

ties, It is widely used for nuclear criticality analysis, nuclear reactor shielding, oil

wrll logging, and medical dosimetry calculations (to mention a few).

Since the inception of multitasking software, hlCNP developers have made it

a high priority to support multitasking m a varitity of common memory systenls.

}Vith the wiciespread use of high-performance workstations, interest in multiprocess-

ing MC?WP on distributed memory systems has increased. Such systems, connect cd

by high-speed communication networks, make it possible for codes like NICNP to

nchieve order- of-magnitude higher performance over current comxncm memory sys-

trnls. The software communication package currently supported within kICNP is

Pnrallol Virtual Nlachine, PVM2 (vmsion 2.4.1), devclopml by ORNL (oit.k Ri(lgr

National Laboratory). This package supports a variety of (.oxl]lll~lI~i[.[\ti(Jllnrtw(mks

((’,g,, 13thmmt, Internet, FDDI, SLA) nnd cmnplltm syst~’lns (i”.g,, Cri~y; HP, Sllll,

itli(l I13h1 wo~kstittlf~l]s),

111. MCNP SPEEI’)UP ON AN IBM RS/6000 C;LIJSTER



can be altered by the user and determines the amount of inter-task commmlicat ion.

Thus, this pawuneter has a significant irn]lact on spee.lup. The sle{’p tiinc of t IN’

master task, associated with this communication, is a result of tlw random natlwr

of Y1onte ~ar!o tracking (i.e., processors :racliing the same number of particlrs will

not finish at the same time). Wall-cloCk t,iming on a virtually dediratwl systrll]

indicates that this sleep time can be substantial. especially if colllxlltlllicati(>l] is

required every 1000 partic!es.

Speedup estimates were made using the following eqllation

S(P)= z-,/Tin(P)

where ‘l’s is the CPU time for a single processor to complete execution and T,,l( P )

is the CPU time for the PVNI master task to complete execution with P sul~tasks.

In hICNP, the master task initializes the problem, spawns the subtask~, colhlcts

the results, and writes the output files. Communication s!cvp time was accounte(l

for in T~(P) by using the wall-clock time (AIX TIhIE utility) cm a virtually cled-

icat.ecl system. hlultiple off-hour runs und system-load mon.itcring were usecl to

rnsure that the systcm was dedicutml, kVhile this approach provi(lc(l csti]nates

of spredup to within about +2’Y0, it most likely Umlcrcst,illlates t!le spcctl~lp sillu:

systmn applications also compete for CPU cyclrs.

Taidc 1 presents hlCNP specdup for the 16 l)rocestior I!3NI RS/GOOO cluster.

Ten t cst problems, rcprestmting a wide rm-tge in gcomct ry und comph:xi ty, were

l’hosen from the hICNP 25 prcblmn test set for inclusion in this nna!ysis. Exwnlt it)ll

times were made suffici,cnt ( z 120 miuutcs) to clin~inntc rmy effect of tlw w’qllvllt inl

problem initializatim! time (1-20 seconds), Figure 1 is a plot of the avernge SFW(lll]J

(of 011 tcn proldcms) for suturntcd and standard c(]llllllullic[~tit)ll (saturut(:cl 1)(’iug

m’rry 1000 pnrticlcs and strmchml bring the cummt MCNP drf:lult of 10 rrl~ti[”zvolul

{lllril~g cxrcutiuu). The ctuwc for mtumtml {:~)lllllllllii(.~ti~>llth~os ii~(h’rtl slNnv tl~:lt

illMnXS~Hl)r(wrswws t’oll,llrllllli(.[lti(~ll sntllr{tt,rs t lw l)(irfi)rlllllll(.f’. 011 tll(” O1!l(’1” 111111{1,

t 11[’itv(’rngt’ s])(v’(1111)for stlul[lluvl f“f~lllllllllli(.lttif)[l illrr(’nw’s Iill(’:irlmywit II t I)(’ IllllIllIIIr

of l) IX) I”(WON. l.i(]ll~(.r vxw.lltioll tillws I(*sl Ilt ill IL (Ollrvt’ t)lut IIIJlu(uI(sII(w t.llnt {d’ 11111

I l]lv)r(’t i:’lil lilllit,

!V. (:(’) N(!L[.ISIONS



single processor Cray Y-XIP (see figure 1, right ordinate), lea~”es Ii ttle cloubt t ha:

hlCNP performance on a workstation clllster can great!y surpass that of lll(ht

supercomputers. Reliability and speed of the communication rwtwork arc critic:d

factors in exploiting such distributed memory systems. Of the links uvailnbli: (m

the LANL IB?vl cluster, the Ethernet and FDDI links proved most reliable ( >93’X ).
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TABLE 1

MCNP SPEEDUP ON THE LANL

16 PROCESSOR IBM RS@OO CLUSTER

Number I
I

MCNP T=t Problem

of ! 1

l%c~m ‘ 3 5 10 11 12 14 15 16 20 23 Average
1
I
1 SATURATED COMMUNICATION
i

p 2.0 1.9 1.9 1.9 1.8 1.9 1.9 1.9

4 3.7 3.5 3.5 3.3 2.9 3.6 3.7 3.5

8 5.5 6.1 5.7 5.3 4.0 66 6.8 6.3

l? 9.0 7.8 7.3 6.7 4.3 S.7 9.0 8.2

16 10.2
1

9.5 7.7 7.0 3.6 7.6 9.3 8.4

STANDARD COMMUNICATION

Q 1
2.[) 2.0L 2.0 2.0 2.0 2.0 2.0 2.0

4 3.9 3.9 3.8 3.8 3.7 3.9 3-9 3.9

3’ 7.7 7.5 7.2 7.2 6.5 7.7 7.7 7.6
~~ 11.2 10.6 10.1 10.1 8.9 11.2 11.3 11.0

16 I 14.3 1s.4 ]~.j 12.4 10.8 i4.3 ~4.5 13.8

2.0 1.9

3.7 3.6

6.6 6.1

!3.1 7.8

9.9 7.5

2.0 2.0

3.9 3.9

7’.5 7.4

10.9 10.7

13.6 13.5

1.!3

3.5

6.0

7.8

s. 1

2.0

3.9

7.4

10.6
?~~
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Fig. 1. MCNP SpecJup WAthe LANL 16 Processor IBM RS/6000 Clustt’r.


