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ABSTRACT

RESPONSE OF THE D0 CALORIMETER TO COSMIC RAY MUONS

J onathaﬁ-i{otcher
New York University

October, 1992

Advisor: Professor Peter Nemethy

The DO Detector at the Fermi National Accelerator Laboratory is a large multi-
purpose detector facility designed for the study of proton-antiproton collision prod-
ucts at the center-of-mass energy of 2 TeV. It consists of an inner tracking volume,
hermetic uranium/liquid argon sampling calorimetry, and an outer 47 muon detec-
tor.

In preparation for our first collider run, the collaboration organized a Cosmic

Ray Commissioning Run, which took place from February — May of 1991. This
thesis is a detailed study of the response of the central calorimeter to cosmic ray
.mnons as extracted from data collerted during this run.
. We have compared the shapes of the experimentally-obtained pulse height spec-
>tra. to the Landau prediction for the ionization loss in a continuous thin absorber in
the four electromagnetic and four hadronic layers of the calorimeter, and find good
agreement after experimental effects are folded in.

We have also determined an absolute energy calibration using two independent
methods: one which measures the response of the electronics to a known amount
of charge injected at the preamplifiers, and one which uses a carry-over of the cal-
ibration from a beam test of central calorimeter modules. Both absolute energy
conversion factors agree with one another, within their errors. The calibration de-
termined from the test beam carry-over, relevant for use with collider physics data,

has an error of 2.3%. We believe that, with further study, a final error of =~ 1% will




be achieved.

The theory-to-experiment comparison of the peaks (or most probable values) of
the muon spectra was used to determine the layer-to-layer consistency of the muon
signal. We find that the mean response in the 3 fine hadronic layers is (12 + 2)%
higher than that in the 4 electromagnetic layers. These same comparisons have been
used to verify the absolute energy conversion factors. The conversion factors work

well for the electromagnetic sections.



This thesis is dedicated to my parents
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CHAPTER I
INTRODUCTION

The DO Detector, located at the Fermi National Accelerator Laboratory in
Batavia, l]linois_,- is' amlargé hermetic ‘det;.ctor designed for the study of proton-
antiproton collisions at the center-of-mass energy of 2 TeV. The physics for which it
has been designed includes the study of jets, properties of the intermediate vector
bosons, the search for the top quark, and searches for new and exotic phenomena
in this heretofore unexpliored energy regime.

In the late winter and spring of 1991, the collaboration organized a Cosmic
Ray Commissioning Run. in which the response of a major portion of the detector
to cosmic ray muons was studied. The primary goals of the run were to exercise
the major detector elements in concert for the first time, and to study in detail
the performance of the individual subdetectors. The run provided us with the
opportunity to prepare for our first collider run, which began this spring.

The response of the central calorimeter to cosmic ray muons will be the focus
of this thesis. The extent to which the calorimeter’s performance can be character-
ized by its response to minimum-ionizing muons is a stringent test of the device:
minimum-ionizing signals are at the very low end of the dynamic range of the sys-
tem that has been designed. and exhibit a small signal-to-noise ratio. Extracting
quantitative information from such signals presents a significant challenge which, in
many respects, provides a benchmark against which we can evaluate the overall per-
formance of the detector. Adequate performance is critical for achieving the goals
of the DO physics program.

After presenting an overview of the full detector and the physics for which it has
been optimized, a discussion of the general principles of calorimetry is presented,
along with the specific design features of the DO calorimeters. A brief chapter on
cosmic rays comes next, followed by a discussion of the theory of energy loss (by

ionization) of charged particles in matter. Landau’s theory of the energy loss in




thin absorbers i39] is expected to describe the visible energy loss of muons due to
ionization in our calorimeter; one of the primary goals of this thesis is the test of
this hypothesis.

The operation and performance of the calorimeter during the Cosmic Ray Run
is discussed in Chapter VI, followed by a chapter describing the run itself: the data-
taking, trigger, the detectors that were commissioned, and other issues. Our final
criteria for event selection are discussed in Chapter VIII, along with our method of
treating the data.

We obtained values for the conversion from ADC counts, our digitized unit of
calorimeter readout. to energy deposited in the calorimeter, using two independent
methods. Chapter IX discusses these methods. and presents the conversion factors
so obtained. One of the important goals of the thesis is the verification of these cal-
ibration factors, which is obtained by comparison of the experimentally-determined
muon pulse height distributions with those obtained from the Landau theory. These
comparisons, along with the results of our calibration verification, are presented in
Chapter X. We also present in that chapter our resuits on the layer-to-layer consis-
tency of the muon signal throughout the calorimeter. Chapter XI summarizes our

conclusions.



CHAPTER 11
PHYSICS AT 2 TeV: THE D0 DETECTOR

The DO Detector at the Fermi National Accelerator Laboratory is a muiti-
purpose facility de;igned for the ‘Eudy of pr;d-ucts of high energy proton-;ntiproi:t-)n
collisions. The physics for which the detector has been optimized, along with the
design features intended to enhance the detection of the relevant physics signatures,
are described below.

Physics Goals

The discovery of the W and Z bosons at CERN in 1982 (12| was a striking

verification of the Glashow-Weinberg-Salam model {11!, the gauge theory unifying

electromagnetism and weak interactions. In this theory, the W and Z mediate
the charged- and neutral-current weak interactions, respectively, while the photon
mediates the electromagnetic force. Exact local gauge invariance of the theory would
require ail 4 gauge bosons (W*~, Z°, v) to be massless: experiment, however, has
definitively eliminated this possibility. The process by which the W and Z are
thought to acquire mass is the Higgs mechanism (14|, in which a massive scalar
boson (Higgs boson) is produced in association with the breaking of the electroweak
symmetry. The photon remains massiess in the theory. The four gauge bosons
couple to the fundamental fermions, leptons and quarks. The left-handed fermions
appear as doublets of weak isospin, while the right-handed ones appear as singlets.
Right-handed neutrinos are assumed not to exist.

The most widely accepted theory of the strong interactions is Quantum Chro-
modynamics (QCD). The gluons are the gauge bosons of the theory and, due to
the exact nature of the gauge symmetry, are massiess. The basic unit of “charge”
intrinsic to strong interactions is called color, which is carried by the gluons. (This
is in contrast with the photon in electrodynamics, which does not carry electronic
charge). There are 8 gluons (corresponding to the 3° — 1 generators of the SU(3)

symmetry of the theory), that couple to quarks, which are colored, and to each



other. The co_upling “constant” of QCD, a,, scales with distance, approaching zero
at small distances (or, more relevant experimentally, high momentum transfers), a
phenomenon known as asymptotic freedom. This allows the theory to be perturba-
tively expanded in this energy regime. Since free quarks and gluons have not been
observed experimentally, it has been postulated that color is confined: that is, that
the potential that describes the interaction between free gluons and/or free quarks
increases monotonically with distance, at distances large compared to the scale pa-
rameter, Agcp. Observable strongly-interacting particles are therefore thought to
be colorless combinations of bound quarks and/or antiquarks. Both confinement
and asymptotic freedom. as will be discussed later, have important consequences for
high energy experiments.

The two above theories, taken together. form the Standard Model. a description
of three of the four basic forces of nature (gravity is not included). It contains 19
free parameters (9 of which are the masses of the quarks and leptons) and predicts
37 fundamental particles, with the fermions appearing in repeated units called gen-
erations (see Table II.1). All particles but the tau neutrino, the top quark, and the
Higgs boson have been seen experimentally.

The model has survived quite ably all tests to which it has been subjected. It is
hoped that future collider measurements of Standard Model parameters will be made
with increasingly high precision. which will enable more exacting tests of the model.
Precision measurements should also guide the way toward viable extensions of the
theory, if they are needed. Measurements of improved accuracy in the electroweak
sector and large momentum-transfer tests of QCD are a major portion of the physics
program for which D0 has been designed.

Searches for new particle states and phenomena. both predicted and unpredicted
by theory, are the other significant part of the physics agenda for D0. The search for
the top quark will be one of the more important parts of the experimental program

at Fermilab during the next few vears.



Table IT.1
The Standard Model
(after [2})

fundamental fermions
vr
r
t
b

bosons

quarks (times 3 colors)

(i) ()

Interactions are mediated by bosons:

v photon M=0

w* IVB M =~ 80 SV
zZ° IVB M=~ 91 &
G gluon (8 colored) M=

Higgs Higgs boson M=?

The discovery of the top quark would complete the last fermion doublet of weak
isospin — its discovery would be a spectacular addition to the experimental evi-
dence supporting the Standard Model. Current limits on its mass 14], derived from
relations among the parameters in the model and using measured masses of the

W and Z bosons as input, place it within reach of the Fermilab collider in the

(91}



next few vears. A direct mass measurement of the top quark, in conjunction with
high-precision W and Z mass measurements, could place very strict limits on the
Higgs mass. It is likely that direct sighting of the Higgs, particularly if it is heavy
(2My <_MHig9s < 1 TeV), will require machines of higher energy. Its predicted
preferential coupling to heavier fermions and bosons, which are produced with rel-
atively small cross-sections at Tevatron energies, resuit in small Higgs production
cross-sections at existing machines. A top quark mass measurement at Fermilab
would provide the mass window for future searches for the Higgs at the Supercon-
ducting Super Collider, should direct Higgs searches in Tevatron data yield a null
result.

The model itself makes no prediction as to the number of generations of fermions
that exist, helping to motivate the search for new heavy quarks and leptons. An out-
growth of the attempts to unify QCD and Electroweak Theory into gauge-invariant
theories of higher symmetry (Grand Unification) is the introduction of new heavy
vector bosons. One can search for higher-mass analogues of the W and Z, for
example, assuming decay-modes similar to their lighter-mass cousins. Supersym-
metry theories predict bosonic partners of fermions (and vice-versa), with some
well-defined decay signatures. Technicolor introduces objects (leptoquarks) whose
modes of decay may also be quite distinctive. Finally, new, unpredicted particles
and interactions mayv manifest themseives in unexpected ways. It is hoped that their
event topologies will approximate in some way those for which the detector has been
optimized.

Physics Signatures

Much of the physics in the above processes is most readily extracted from the
background by consideration of events containing one or more of a few basic charac-
teristics. The momentum component of collision products in the direction transverse
to the incoming pp beams. called transverse momentum (P,), is the major kinematic
variable of interest. Much of the analysis of pp collider data is restricted to reaction

products of high- P, primarily for the following two reasons:



(1) The forward (or beam) direction is dominated by leftover debris from hadronic
collisions, generally containing little interesting new physics. These back-

grounds tend to obscure the processes of value;

(2) The presence of neutrinos and other non-interacting particles. which are im-
portant physics signatures, can only be inferred from the overall event momen-
tum — they are “seen” as an imbalance in missing momentum. In practice,
much of the event momentum is invariably lost along the beam directions,
and hence escapes undetected. Considering only the momentum component
transverse to the beam axis greatly reduces the importance of fluctuations in

this undetected momentum.

Much of the potentially interesting physics lies in events containing one or more
of the following: high-P, charged leptons (predominantly electrons and muons),
photons, jets of hadrons, and large missing transverse momentum ( MP;). A few of
the underlying processes are described below.

The parton model (9] was created to explain the point-like constituents of the
proton, which were seen by experiments (10]. The partons are now generally equated
with the quarks, antiquarks, and gluons of QCD. Large angle scattering of two inci-
dent partons, each containing a large fraction of their parent hadron’s longitudinal
momentum, results in two outgoing partons of high-P, that are back-to-back in the
center-of-momentum frame of the incident partons. At distances large compared to
the hadron size, the two high-P, partons undergo hadronization, in which the con-
fining properties of the color force induce the production of colorless bound states
of hadrons, with momentum components primarily in the direction of the parent
parton. The result is two well-collimated jets of hadrons of high-#,, which contain
“memory” of the original direction of the parent parton (the jet axis). Jets of high-
P, are signatures of a collision of large ¢° (momentum transfer), where a description

of the interaction between the parent partons within the framework of perturbative

QCD is feasible.



The study of jets has become a major portion of the physics menu at hadron
colliders. The dijet invariant mass distribution can reveal new particle states, or
reveal properties of known states (as, for instance, in the decay of the W or Z
bosons to quark-antiquark pairs). The ratio of the cross-section of 2- to 3-jet events
allows for a quantitative measure of a,(g?), as does the ratio of W + 1l-jet to W
+ no-jets events. The high center-of-mass energy at the Tevatron will allow for
studies of the scaling of a, at higher ¢° than ever before. The spectra of inclusive
1- and 2-jet cross-sections as a function of P;, as measured at the CERN SppS (8]
at center-of-mass energies of 540 and 630 GeV, give good agreement with lowest-
order QCD calculations. Quark compositeness (or substructure) would imply a
deviation from the expected inclusive jet cross-section (usually as a function of P,).
The higher Tevatron energy will allow an extension of this probe into underlying
parton structure. As some (hopefully predictable) combination of jets is likely to
accompany new particle states at higher energies, the quantitative understanding
and characterization of jet properties is extremely important.

Another means of studying the scaling of a. is through direct photon produc-
tion. Cross-section calculations have been done to next-to-leading order, allowing
comparison at this level to measurements. Unlike jets, the analysis of direct photon
data is not complicated by uncertainties in fragmentation functions. (Fragmentation
functions are empirically obtained functions describing the hadronization process).
The cross-section. however, is significantly smaller (it scales with the ratio of agy to
a,), and the backgrounds can be difficult to deal with. In particular. =“’s decaving
to 2 photons with a small opening angle can mimic the direct photon signal.

Precision measurements of W and Z properties (including their masses. widths,
and distributions in transverse momentum) are made predominantlv through their

decays to electrons or positrons:



pp— W - X

e,

e e

where:

W, Z° = boson produced from quark/antiquark collision;
e = electron or positron produced from boson decay;
v = (anti)-neutrino produced in W decay;

X = low-P; fragments from spectator quark interactions in the underlying

event.

The Z mass is derived directly from the invariant mass of the 2 electrons. The

transverse mass is the distribution from which the mass of the W is determined.
and is given by:

M# = 2P{P{(1 - cosbe, )

where:

Mr = transverse mass of the W;
Pf = transverse momentum of the electron:

P} = transverse momentum of the neutrino:



fe, = the angle between the electron and the neutrino in the plane transverse

to the incoming beam.

The P, of the charged lepton is measured directly, while the P, of the neutrino is

inferred from the measurement of the electron P, and the remaining P, in the event:
P’ = —(Pf + PX) = —(visible P,).

It is clear from both of these cases that the overall electron energy resolution is of
major importance in measuring the boson masses. In the case of the W, the resolu-
tion in MP, also contributes significantly. The hadronic energy resolution. on which
the resolution in MP, depends. is also important. especially in the determination of
the W transverse momentum. Measurements of W and Z properties of increasing
precision during the coming decade will help to provide more exacting tests of the
Standard Model.

Constraints between various Standard Model parameters allow for the determi-
nation of other quantities of interest from vector boson mass measurements. For

example, using the renormalization scheme of Sirlin i13}:
sin®0, = 1 — (My/M.)?
where:

6., = the Weinberg angle;
M,, = mass of the W:

M. = mass of the Z°.

The current value for sin-4,. derived from world-average W and Z mass measure-
ments obtained from hadron collider data is 0.2275 = 0.0052 [4.. The top quark
mass is now constrained. through measurements of the W (again. obtained from
hadron collider data) and Z masses (obtained from the LEP experiments at CERN)

to 128712 %Y for a 100 ¥2- mass Higgs (4.
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Having been shown by direct experimental evidence to have a mass greater than
that of the W (Mo, > 89 Q(_QQL at the 95% confidence level [5]), the top quark is
most accessible through the channei:

) q§ — tt — WY W~ = bb
Since the b-quarks result in jets (of generally low P,), the final states resulting from
tt production that offer the most promise for top quark detection are those wherein

one or both W’s decay to leptons:

WY W=,b,b — l,v+jets (1)  (branching ratio =~ 30%)

— U, U',v,p' +jets (2)  (branching ratio = 5%).

In both cases, one or more high-P, charged leptons. missing energy, and jets are
the outstanding detectable event components. Process (2) is likely to hold more
promise, despite its reduced branching ratio, as the backgrounds are less difficult
to deal with. In particular, process (1) has to compete with the background QCD

process:

PP — w - jets

lLLv

For a top mass not very much higher than the mass of the W, the P, spectrum of
the jets produced in the two cases is appreciably different (jets resulting from top
production are, on average, of higher P, than those produced in the above case),
and should allow for an appropriate cut to increase the signal-to-noise. Good energy
resolution to aid in jet- P, measurements will be of benefit here. Two primary sources

of background for the dilepton channel are:

(1) pp— 2° + jets
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with either
(a) Z2° — e,e or pu,u

or

(b) Z° — 7,7 — €, 4 + neutrinos
and
(2) pp — WT + W™ = jets,

with both W’s decaying leptonically. In (1a), a cut on the invariant mass of the
dilepton pair reduces the background significantly. Studies (limited to a top mass
< 2M,,) have suggested i7] that process (1b) is the primary source of background
for a final top state containing a high- P, electron and a high- Pt muon. Monte carlo
simulations indicate {7] that an appropriate cut on the azimuthal angle between the
leptons enhances the signal-to-noise considerably. It is this distinctive e, 4 channel
that is believed to hold the most promise for the discovery of the top quark at the
Tevatron. Superior lepton identification and coverage and good energy resolution
for jet-P, and MP, measurements will clearly help in searching for the top quark in
all of the above decay channels.
The DO Detector

The D0 Detector consists of three major subdetectors: central tracking, calorime-
try, and the muon system. It stresses good electron identification. 4 muon cov-
erage, and hermetic highly-segmented calorimetry with excellent energy resolution.
The central tracking detectors provide tracking information on charged particles
produced from the collisions. Precision measurements of both electromagnetic and
hadronic energy are provided by the calorimeters, while the outlying muon sys-
tem provides momentum measurements and additional tracking information on the
muons produced.

The detector contains no central magnetic field. The philosophy is that. at

Tevatron energies, direct calorimetric measurements of jet and lepton energies is
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more important than momentum determination obtained from track curvature. An
emphasis on calorimetric measurements treats neutral and charged particles (at the
core of jets, for instance) in very much the same way. A central magnetic field
would require a_more complicated, and larger, tracking system, hence expanding
the overall dimensions (and cost) of the detector. An inner magnetic system also
places a large amount of material between the collision region and the calorimeter,
degrading calorimeter resolution and performance. Physics expectations dictate the
importance of good measurements of MP; and overall event energy at the Tevatron —
DO has opted for a compact, non-magnetic design in order to accomplish these goals
within reasonable size and cost constraints. Figure (1) shows a cutaway drawing of
the detector. The components of the various subdetectors are described below.

Coordinate Systems

There are a number of relevant geometrical variables and coordinate systems used
by the different subdetectors. The incident proton-antiproton beams travel along
the Z-axis, with +7Z pointing south. +X points due east, and the +Y axis points
vertically upward. The r and ¢ coordinates are analogous to those in cylindrical
coordinates:

r = perpendicular distance to the beam axis:
¢ = the angle (measured in the clockwise direction when looking south

along the Z-axis) with respect to the +X axis (0 — 27).

The angle 4 is the usual polar angle, subtending 0 — 7. The pseudorapidity, given
the symbol 1, has become a fundamental variable in high-energy physics. Its utility
is related to the fact that the charged-particle multiplicity distribution in hadronic

collisions, as a function of 7, is flat for a large 7 range. It is defined by:

= —tnfian (3)].
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The most commonly used set of variables is (7, ¢, 7). The others above are presented
for completeness.
Central Tracking

The DO central tracking system consists of an inner vertex chamber, a transition

radiation detector, forward-backward drift chambers, and a central drift chamber

(see Figure (2)). References [19-22] contain more detailed descriptions of the differ-
ent D0 tracking subdetectors. Immediately surrounding the beampipe is the vertex
chamber. It was designed for the precise spatial measurement of charged particle
tracks that occur close to the intersection region, with the goal of being able to
reconstruct both primary and secondary decay vertices. (Primary vertices are im-
portant for overall event reconstruction; secondary vertices aid in the identification
of heavy quark mesons and leptons that decay some distance from the interaction
point.) The chamber also provides ‘-‘J’f— measurements of charged particle tracks,
which enables one to distinguish unopened e*e™ pairs (which result from photon
conversions) from singie electrons. Beam tests of a prototype in 1987 gave 50um
spatial resolution at 8 mm drift distance, and two-track discrimination of better
than 90% for track separations exceeding 700um |20].

DO employs a transition radiation detector (TRD), located just outside the ver-
tex detector, in order to aid in electron identification. The detector measures the
energies of X-rays that are produced as charged particles cross the boundary between
materials of two diffe -ent dielectric constants. The intensity of the X-rays produced
is proportional to v, the Lorentz factor, of the incident particle. Particles of different
mass (electrons and charged pions, for example) but of the same momentum will
have different Lorentz factors, providing the basis for particle identification. The
X-rays are produced in radially concentric sets of polypropylene foils. and create
photoelectrons in conversion zones of the detector which are filled with xenon gas.
The resuiting ionization charge drifts radially outward to a proportional wire cham-
ber region. where it is amplified and collected. The TRD provides exceilent electron

identification to n =~ 1.0. A 50:1 pion rejection factor at 90% electron detection
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efficiency was measured in tests of the D0 TRD at Saclay in France 19].

The central drift chamber (CDC) lies in the next radial region (51.8 to 71.9 cm).
It provides further tracking information, and offers additional 4 measurements to
aid in the identification of unopened ete™~ pairs. Photons that convert prior to the
TRD (which will still be identified as electrons therein) will be identified by ‘-i—f
measurements and/or the lack of a charged particle track in the vertex chamber.
Those that convert in the TRD, but pass its electron selection criteria, will be
identified by both the lack of a track in the vertex chamber, and % measurements
of the eTe™ pair in the central drift chamber. 7°’s are another copious source of
background, as they can mimic electrons through their rapid decay to 2 photons.
The tracking system will help reject the background from this source as weil.

The CDC consists of sets of 32 drift cells in each of 4 concentric layers, with
each cell containing 7 radially displaced sense wires that run the length of the
chamber. The r — ¢ coordinates are obtained from knowledge of the wire position
and measurement of the drift time of the signal produced on the sense wire by
ionization of the drift gas (an argon/methane/carbon-dioxide mixture). The axial
position is obtained from signals induced on delay lines, located at the inner- and
outermost radius of each drift cell. Time information at both ends of each delay line
gives a measurement of the axial coordinate to 3 mm. Each of the 4 layers is rotated
1/2 of a cell width from that of its neighboring layer, in order to resolve the left-
right ambiguity within a cell, enhance two-track separation, and aid in calibration.
Figure (3) shows an end-on view of a section of the CDC.

The characteristics and design goals of the forward/backward chambers are sim-
ilar to that of the central drift chamber. They consist of a phi module. which mea-
sures the r — ¢ coordinate using wires that run axially, situated between two theta
chambers, which measure the n coordinate. The forward/backward drift chambers,
together with the central drift chamber, give full tracking and %% informarion to

dr
n = 3.5.
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DO Calorimetry

The heart of DO is uranium/liquid argon sampling calorimetry for the measure-
ment of incident particle and jet energies. Particles incident on a material of high
atomic number (high-Z) initiate a cascade or “shower” of low energy secondary par-
ticles. In sampling calorimetry, layers of high-Z absorber are alternated with active
material, where the energy of these secondaries is measured via charge coilected
from the resulting ionization of the active medium. The D0 calorimetry is housed
in 3 separate cryostats: one central (CC) and two end (EC) calorimeters. Each
calorimeter is subdivided into three sections: the electromagnetic, fine hadronic,
and coarse (or outer) hadronic sections. Figure (4) shows a cutaway view of the D0
calorimeters.

The physics at DO calls for calorimetry with good energy resolution, a high degree
of segmentation to enhance electron identification and resolve jets, and hermeticity
for good missing transverse momentum measurements to allow for the “detection”
of neutrinos and other non-interacting particles. Fine longitudinal and lateral seg-
mentation helps to distinguish electrons from hadrons on the basis of the shapes and
development of the showers they create: electron showers develop earlier, and are
more finely collimated, than hadronic ones. Such segmentation also helps distinguish
single photons from overlapping pairs resuiting from meson decay. Uranium/liquid
argon calorimetry for D0 has been chosen with the above goals in mind. It is hermetic
(full coverage to 2 degrees of the beam axis), easily segmented, and homogeneous in
response (offering signal uniformity and relative ease of calibration). The fact that
it is operated as a unit-gain ionization chamber makes its response stable over time.
It offers excellent energy resolution, and it is approximately compensating (response
to electrons = response to hadrons}, a crucial factor in calorimetric measurements.
The high density of uranium also allows for a compact detector that will contain
shower energy while reducing cost.

Beam tests of calorimeter modules performed in 1987 at the Fermi National

Accelerator Laboratory |29] found the response of the CC electromagnetic modules
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to be linear to better than 1% over the energy range from 10 to 150 GeV. The
deviation from linearity of the EC middle hadronic modules in the same energy
range was less than 2%. The average £ ratio (response to electrons/response to
pions) was measured to be 1.03, and varied from 1.08 at 10 GeV to 1.00 at 150
GeV. The measured energy resolution was % for the electromagnetic modules,
and % for the hadronic. Further details about the calorimetry can be found in
Chapters ITI and VI.

Muon System

Muons do not shower and, as a result, are very penetrating and deposit lit-
tle energy in matter. Because muons deposit a small fraction of their energy in
the calorimeter, sufficiently accurate measurements of overall event P, must include
a non-calorimetric determination of the muon FP;. A separate system to provide
both muon momentum and position information, situated furthest from the inter-
action region, is part of the D0 design. Some combination of a reconstructed track
in the outer muon system, associated minimum-ionizing energy deposition in the
calorimeters, and correlation of muon tracking information with that from the cen-
tral tracking detectors, is the experimental signature for muon production.

The D0 muon system gives full muon coverage down to 5 degrees from the beam
axis. It consists of sets of proportional drift tubes (PDT’s) both inside and outside
either a central or 2 end iron-filled toroidal magnets. magnetized to ~ 2 Tesla.
The azimuthal field causes deflections in the r—Z plane, which are measured via
reconstruction of the tracking information (and hence the bend angle) from both
the 1 inner and 2 outer chambers. The muon exit direction is obtained from the
2 outer chambers (which are 1 to 2 meters apart), and information from both the
primary interaction vertex and the central drift chamber aids in determination of
the entry direction. The Z-information of the track is obtained from induced signals
on chevron-shaped vernier pads that are capacitively-coupled to the PDT wires.
Cosmic ray tests of proportional drift chambers gave drift time resolutions of =~

200 pm, and resolution from the vernier pad information in Z of ~ 3 mm. The
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momentum resolution, for muon P, below about 300 g_%l_/_’ is limited by Coulomb
scattering in the toroid, and is approximately given by QPE ~ 18% [17).

The full thickness of the D0 detector (toroids plus calorimeters) is about 13.3
AINT at 90 degrees and 18 A;y7 at 11 degrees, which helps eliminate punchthrough
of hadronic shower energy and its possibility of simulating muon tracks. (A;nT,
the nuclear interaction length, sets the scale for the longitudinal development of
hadronic showers). The number of interaction lengths required to contain 99% of
the shower energy increases only slightly with energy, and approximately 9 Aryr
are required to contain 99% of the energy deposited by 210 GeV pions [26]. While
resolving electrons within jets of high muitiplicity can be difficult, the thickness
of the DO toroids has been designed to enhance the detection of muons in this
environment. This feature, combined with its hermeticity, will allow D0 to exploit
as fully as possible the complementary characteristics of this other important lepton
channel.
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CHAPTER III

CALORIMETRY IN HIGH ENERGY PHYSICS:
THE D0 CALORIMETER

With the increase of available center-of-mass energy in high energy collisions
came the capability to probe deeper into particle substructure. Much of the empha-
sis in high-energy experiments has shifted from the detection of individual parti-
cles to the accurate measurement of overall event energy characteristics (e.g., miss-
ing transverse energy and momentum, total event energy, transverse momentumj—————————
quark-antiquark interactions, and the resuiting event topologies (jets, etc.), have
become the processes of interest. Calorimetry provides a technically viable means
of performing such measurements, with intrinsic characteristics (resolution, size re-
quirements, triggering capability) that are well-suited to the goals of high energy
experiments.

Calorimetri ce

A particle entering a block of matter loses energy by a number of different pro-

cesses. The overall evolution of the energy loss can in most cases be described by a

cascade of lower energy secondary particles, of transverse and longitudinal di

sions and other characteristics that are now reasonably well understood. The ¢

metric technique involves measuring the energy of these secondaries, and mferrmg.}”

the energy of the incident particle(s) that created them. In essence. calorimeters
are used in high energy physics to contain, localize, and measure the energies of
particles and jets. |

The “showers” can be separated into 2 distinct types: electromagnetic and...
hadronic, named for the primary particles that initiate them. Each is discussed
separately below. The energy loss of minimum ionizing particles (which do not
shower) will be discussed in Chapter V.

Electromagnetic Showers

A qualitative description of electromagnetic shower development that adequately
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illustrates many of its essential quantitative features has been presented by Heitler
2] (see Figure (5)). A high-energy (X GeV) electron of energy En incident on a
material will, after traversing ~ 1 radiation length (to be defined shortly), radiate
a photon, resuiting in an electron and a photon each of average energy %‘l In the
second radiation length, the photon produces an e*e™ pair (each of energy %’l while
the electron radiates another photon. After 2 radiation lengths, then. there exist 4
particles — 2 electrons, 1 positron, and 1 photon — each containing approximately i
of the energy of the original (primary) electron. (Electrons and positrons are treated
on an equal footing with respect to energy loss in the model).

The electromagnetic cascade develops in such a manner until the mean energy
of the secondary particles reaches the critical energy €. which is the point where
particle muitiplication no longer occurs. Energy loss after this point is dominated
by ionization losses (for electrons and positrons) and Compton scattering and the
photoelectric effect (for photons). For energies above the critical energy, electrons
and positrons lose energy predominantly through the creation of a photon, and
photons lose energy through the creation of 2 charged particles (e*e~ pair). Below
the critical energy, electrons produce no new photons, and photons create a new
electron, concomitantly being absorbed (photoelectric effect) or scattered (Compton
scattering). The electron produced via these soft photon processes are below the
critical energy, and are not energetic enough to cascade further. At the critical
energy, therefore, the number of particles in the shower has reached its maximum.

The model assumes that electrons and positrons above the critical energy lose
their energy through radiation only, and by ionization only for energies below the
critical energy. Photons above the critical energy are assumed to lose energy through
pair production only, and by Compton scattering and the photoelectric effect below
the critical energy.

A simple mathematical description of electromagnetic shower development can

be deduced from the model. The number of particles present in the shower after t
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radiation lengths, N (t), increases exponentially with t:

N(t) = 2! = etind), (1)
Their average energy is: ~
E
Easlt) = 57 (2)

Solving for t in equation (2) gives the depth at which the average energy of a shower
particle is equal to some energy E’:

n (%)

l
HE') = —==. (3)

The shower maximum occurs at £’ = ¢

tmas(e) x in (22), (4)

implying that the depth in radiation lengths of the maximum of the shower in a
given material goes like the logarithm of the incident energy. This can be used
to crudely set the scale for the increase of electromagnetic calorimeter size that
would be necessary to contain shower energy, with increasing energy of the primary
particles.

The number of particies in the shower at the critical energy is proportional to

the incident energy:

N(tma:) = glmasin? -

En

— (8)
Since in this model electrons, positrons, and photons are present in equal numbers
at energies above the critical energy [25], the integrated number of charged particle
tracks that have been present in the material up to the point when the average

particle energy is equal to the critical energy is given by:

tmas
N = 2 / N(t)dt. (6)
3Jo
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For Eqy > € (which holds for collider energies), this beomes:

Nt = &)
The total track length, then, is—proportional to the incident energy. Since it.is
assumed in the model that no more multiplication occurs at particle energies below
the critical energy, Nio¢ is the total number of tracks produced by the cascade. (It
is important to note that all of the above presumes a homogeneous medium.) If we
assume that the charged particle tracks produce the measurable signal by ionization
of the medium, the statistical error in that measurement is equal to V/-%I (the

factor of +/2 arises from the fact that the electrons and positrons are produced in

pairs, making the statistical fluctuations of their numbers correlated). It follows

that:
Ny —
y -—2'—’ x v Eo (8)

and the resolution becomes:

o(E) _ ‘N'é"" K
E N JVE (©)
where
K=y 3“:”‘. (10)

Equation (9) contains a fundamental feature of calorimetric measurements of
electromagnetic energy: the contribution to the resolution that resuits from the
statistically-governed fluctuations in the number of charged particle tracks is pro-
portional to m For properiy designed calorimeters, therefore, the fractional reso-
lution can be expected to improve with increasing energy. Note also (from Equation
(7)) that the measurable signal is linear in the incident energy; this is another signif-
icant feature of calorimetric measurements. These characteristics have helped make
calorimeters the detector of choice at colliders, where the importance of energy de-

terminations and associated resolutions is of paramount importance. The constant
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x given by Equation (10) is proportional to /¢, implying that lowering the critical
energy can help improve the resolution. (This is not surprising, as Equation (7)
says that lowering the critical energy will, for a given incident energy, resuit in the
increase of the total number of tracks produced. The resolution will. therefore, im-
prove.) For many homogeneous calorimeters, where the number of charged-particle
tracks is large, the statistical fluctuations in their numbers is not the dominant fac-
tor in determining the energy resolution. Energy resolutions of ~ 7‘%’: have been
obtained, for example, in homogeneous calorimeters made of bismuth germanium
oxide crystal (BGO) (28]. In sampling calorimetry, however, where passive (high-Z
absorber) layers are interleaved with active (lower-Z readout) material, the smaller
number of tracks detected in the readout layers is often the factor that dominates
the energy resolution. More will be said about this below.

Electromagnetic shower development depends primarily on the electron density,
and hence Z, of the material. Many of its features can therefore be described, with
the proper choice of units, in an approximately material-independent way. The
radiation length, defined as the amount of material that a high-energy (~>- GeV)
electron traverses in losing 63.2% (1 - 1) of its energy to radiation, allows for such

a description, and is given approximately by:

_ 1804 g)
Xox ot (L), (11)

The critical energy, described above and defined as the energy at which electrons lose
equal amounts of energy to ionization and bremsstrahlung, is given approximately
by:

€x -5—;9- (MeV). (12)
The lateral spread of an electromagnetic shower is caused by the finite angle of
emission of bremsstrahlung photons and by multiple scattering of the electrons by
the absorber. In the latter stages of shower development. the radius of the shower

scales with the Moliere radius, defined as the average lateral deflection of an electron
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| Material i Z | Xo(cm) | ¢(Mev) i pm(cm) | YT |
! C | : ; I
Al 13 1065 | 42 ' 54 | 3.66 |
Cu :29| 152 | 19 17 |10.69|
Pb 82| 0.49 7 1 1.6 | 42.74 |
Ur 92| 027 | 6 1.0 |49.83]|

Table IIT.1: Shower parameters for aluminum, copper, lead, and uranium.

of energy ¢ after it traverses one radiation length. An approximate mathematical
formula is given by:

_2Xs 74 ( g ) (13)

cm*
Approximately 90 to 95% of the shower energy is contained in 2.5 p,,. Table III.1
shows a list of important shower parameters for 4 different materials, as obtained
from Equations (11-13) and (22).

The design of a calorimeter allows for a choice among many different materi-
als. Because the low- and high-energy processes that contribute to electromagnetic
shower development are treated as two quite distinct regimes with very different
characteristics, the Z-dependence (which is the most relevant variable) of these pro-
cesses is of both practical and theoretical interest. Figure (6) shows the results of
calculations of the cross-sections for (or energy loss by) various mechanisms. as a
function of incident energy for three different materiais. for photons and electrons,
respectively. The critical energy for electrons and the energy for photons at which
the losses due to Compton scattering dominate those from pair production are seen
to roughly scale as 3. Figure (7) shows the longitudinal development of 10 GeV elec-
tromagnetic showers in 3 different materials. The shift of the maximum energy loss
to higher radiation lengths for materials of larger Z is because mulitiplication con-
tinues to lower energies: the slower decay for high-Z media is because lower energy
electrons still radiate. Both effects are attributable to the lowering of the critical

energy with increasing Z, as seen in Figure (6) and Equation (12). Figure (6) also
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illustrates the Z-dependence of the contribution from the photoelectric effect, an
important reaction in shower development. In carbon, the process plays practically
no role at all, while in uranium it dominates at photon energies below ~ 0.7 MeV.
The Z3 cross-section dependence_of the photoelectric effect. and its dominance at
the highly-populated low photon energies, has important consequences for sampling
calorimetry, as will be discussed later.

Readout substances, in which charged-particle tracks are detected, are generally
materials of low Z. A calorimeter designed to contain showers of a given energy
and composed entirely of such a material would have to be prohibitively large in
order to contain all of the shower energy. (Such shower containment is important,
as fluctuations in the measured energy introduced by incomplete containment can
significantly degrade the resolution.) A pure liquid argon calorimeter of a depth of 25
radiation lengths (which gives = 95% containment of electron showers at Tevatron
energies) woufd require a depth of about 3.5 meters. This is far too large, and quite
costly.

Sampling calorimetry, which alternates high-Z absorber material (in which show-
ers develop) with lower-Z readout material (in which the charged-particle tracks
produce measurable signal through ionization of the readout medium), helps to re-
strict the longitudinal dimension of the shower. The size of the calorimeter is thus
held in check, but at a price: only a portion of the energy is actually sampled. since
the energy lost by shower particles as they traverse the absorber is invisible. The
mean energy of shower particles at the shower maximum (see Equations (2-4)) is
equal to the critical energy, which is = 6 MeV for uranium. The range of a 6 MeV
electron in uranium is ~ 3 mm. Thus, for uranium absorber layers of < 3 mm, the
charged shower particles of energy ¢ can be expected to escape the absorber layers
for detection in the active material. Such considerations are important in detector
design.

The uitimate quantity of interest is the total energy lost by the incident particle

as it traverses the calorimeter, which in most cases is equal to the incident energy. In
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order to correct for the energy lost in the absorber plates. (i.e.. to convert measured

readout to total energy loss), the sampling fraction is defined:

d mip
SF = < qg > active dZactive
< %‘ >:;,l::,,.b,,_'..dznblorber'i'~< dg%)f,"c':.,, * dZactive

(14)

where < %f— >™P is the mean %—f— value for a minimum ionizing particle in the
absorber or active layer, and dz is the thickness of material. This number gives the
fraction of the energy deposited in the active layers by a minimum ionizing particle
traversing the calorimeter. Dividing a given signal (obtained from the readout of
the charge collected from the ionization of the active material) by the sampling
fraction gives the amount of total energy (i.e., energy lost in both the absorber and
readout layers) that a minimum ionizing particle. producing an identical signal in the
readout layers, would lose in the calorimeter. Since the large majority of particles
that ionize the active medium in the electromagnetic cascade are soft and hence
minimum ionizing (in fact, the Heitler model assumes that all energy deposited is
minimum ionizing), this number applies, with a modification, to electromagnetic
showers as well.

The low-energy regime is where the photoelectric effect begins to dominate the
photon cross-section in high-Z materials (see Figure (6)). The cross-section for
the photoelectric effect goes as ~ Z°, implying that, for absorbers of very high Z,
the soft photon component will interact almost exclusively in the absorber. The
electrons produced are generally of insufficient energy to escape the passive layer,
and hence are not sampled. This effect begins to dominate the energy resolution in
practical electromagnetic sampling calorimeters: for materials of increasing Z, the
degradation in energy resolution due to the behavior of the soft photon component
dominates the improvement in the resolution resuiting from the increase in the total
number of tracks produced (i.e.. the lowering of the critical energy). One would
therefore expect the energy resolution to be worse in calorimeters of increasing Z,
for active lavers of the same thickness and material. This has in practice been found

to be true i26/.



Monte cario simulations have shown that for 10 GeV electron showers in either
uranium or lead, approximately 40% of the detectable energy is deposited by par-
ticles of energy below 1 MeV (26]. If one were to build a calorimeter capable of
containing both an electron and a minimum-ionizing muon, measure the response
to each at equal energies, and correct for the sampling fraction, the response for
electrons would, in general, be lower. This is because of the large fraction of soft
tracks in electron showers that are not energetic enough to emerge from the absorber
plates, and so do not contribute to the signal. Minimum ionizing particles, which do
not shower, deposit all of their visible energy by ionization in the readout gap; there
is little or no contribution to the signal that resuits from reactions (or showering)
in the absorber plates. In general, then, the fraction of the visible energy seen in
electron showers is smaller than that fraction seen for a minimum-jonizing particle;
the ratio of these two fractions is known as the 575 ratio.! A typical value, obtained

from monte carlo simulations {31}, is:

e
—_ 22 0.65. 1
— 0.65 (15)

Analysis of the muon response in a detector calibrated with electrons requires careful
application of this number. The use of the ;I ratio in this study will be discussed
in a later chapter.

For the D0 calorimeter. the sampling fraction in the electromagnetic section is
x~ 12%, and the critical energy for uranium is ~ 6 MeV. Altering Equation (7) to

apply to sampling calorimeters gives:

2E,
.’Vg = . 16
7 3eln2 (16)
and the resolution becomes:
o(E K
B~ (17)
E v Eq
! We note the distinction between the energy-dependent quantity 2, and the idealized. energy-
independent quantity = For a more complete discussion of this, see (31].
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where

' K

N = ———, 18
v T VEF (18)

Using the above nu_mb_ers._ we obtain: .
o(E) _ 16.1% (19)

E  VE
where £, is expressed in GeV. This is to be compared to the resolution for electrons
measured in portions of the D0 eleciromagnetic calorimeter in the 1987 test beam
at Fermiiab [29]:

o(E) (16.2%£1.1)%

E vEy

The predictions derived from this semi-quantitative model agree quite weil with the

(20)

measurements.
Hadronic Showers

The basic features of hadronic calorimetry are similar to those of electromagnetic
calorimetry, but the larger number of processes contributing to the development of
the shower result in a more complicated description. To date, no monte carlo exists
that completely and successfully describes hadronic shower development.

A high-energy hadron incident on a block of material will eventually interact
with a nucleus of the medium via the strong interaction. The most probable result
is the production of mesons (7=. Y. K=, K", ), with an excited nucleus produced in
the process. The nucleus releases its energy by the production of nucleons. photons,
and mesons, in addition to losing some of its kinetic energy via ionization from recoil
in the medium. The resuiting particles produced (mesons. nucleons. and photons)
either lose their energy by ionization. or interact further in the material. or decay.
Hadronic particles thus initiate showers. conceptually similar to their electromag-
netic counterparts. but with dimensions characterized bv the nuclear interaction

lengi, ArvT:

AINT = 3545 (?3?) , (21)
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where A is the atomic number of the material. As with the radiation length, the lon-
gitudinal and transverse profiles of the shower scale with A;v7 for hadronic showers,
in an approximately material- independent way. The depth of material needed to
contain showers of a given energy increases only slightly with energy, with ~ 6A;nT
needed for 99% containment of 5 GeV showers, and ~ 9A;nT for such containment

of 210 GeV showers [26]. From Equations (11) and (21), it follows that:

AINT .12 25 (22)
JYO

Equation (22) is the basis for particle identification in calorimeters: the higher
the Z of the absorber, the greater the difference between the spatial profiles of
electromagnetic and hadronic cascades. Identification of the primary particle is
made possible by cuts on such shower shapes, and is facilitated in high-Z materials.
The size of the calorimeter necessary for containment of hadronic shower energy is
dictated by A;nyT.

The nuclear binding energy released during the breakup of the nuclei, which can
account for as much as 25% of the energy of the incident hadron, is invisible to most
existing calorimeters, and is the source of significant fluctuations in the detected
hadron signal. Neutrons produéed do not interact electromagnetically (in the con-
text relevant to this discussion), and hence deposit directly no detectable energy in
the form of ionization: they deposit energy exclusively by strong interactions, with
additional associated binding energy that remains undetected. In addition to these
losses, the production of secondary particles that deposit little or no energy in the
calorimeter contributes to the increased fluctuations in the measured hadron signal.
Muons/neutrinos (from charged pion or kaon decay, for example) deposit little/no
energy in the calorimeter, and thus escape only (at best) marginaily detected. K7
produced (with a lifetime of cr = 15 meters) can also escape. Effectively, then. con-
tainment of hadron showers is a harder problem than containment of electromagnetic

ones. The aforementioned processes give rise to 2 basic effects:

(1) the fluctuations in the energy that escapes undetected significantiy broadens
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the distribution of the hadronic shower, making the attainable energy reso-
lution significantly worse in hadron calorimeters than electromagnetic ones;

and

(2) because of such undetectable shower components, the intrinsic energy depo-
sition in an infinite, homogeneous calorimeter will generally be greater for

electrons than for hadrons, at the same incident energy.

The hadronic shower can be thought of as consisting of two components: an
electromagnetic and non-electromagnetic component. 7“’s and 75's, which readily
decay to photons, will result in an electromagnetically-induced component of the
hadronic shower. which behaves as described in the beginning of this chapter. The
portions of the shower that do not result in 7” or 7 production will behave as a
hadronic shower, with its characteristic large fluctuations in energy loss and gen-
erally reduced response. Figure (8) shows a monte carlio simulation of the signal
resulting from a hadron incident on a material, normalized to the incident energy.
The two distinct shower components are shown, with their characteristic differences
in width and mean energy.

The overall hadronic signal, in general, is a convolution of the two curves. The
fraction of the hadronic shower that results in 7Y or n production (f.m) exhibits
large, non-Gaussian fluctuations at a fixed incident hadron energy, and its mean
value grows logarithmically with the energy (< fem >= 0.1 In(E(GeV))). I the
response of the calorimeter to electromagnetic showers is not the same as that for
hadronic showers. (£ # 1), the signal no longer scales linearly with the energy and,
in general, the resolution will not scale as UlTo The visible energy distribution
for mono-energetic hadrons will also be non-Gaussian. Equalizing the response of
the calorimeter to the two shower types (§ = 1) eliminates the contribution to the
energy resolution of the fluctuations in f.,,, and restores linear. Gaussian response
to hadronic showers. A calorimeter with £ = 1 is said to be compensating. All of

the above effects have been observed experimentally.
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Figure (9) shows the results of a monte carlo study of the response of a hadron
calorimeter for different values of 7.—":;-'-, which is defined using the appropriate mean
values from Figure (8). (hiner is the response of a hadron calorimeter to the non-
electromagnetic component of the hadronic shower.) The signal is significantly non-
linear for —“— # 1, while for = = 1 it is linear over 3 orders of magnitude. Figure
(10) shows the measured energy resolution, as a function of energy, for two different
calorimeters: the CDHS calorimeter (% =~ 1.4) and the calorimeter for the HELIOS
experiment (£ =~ 1). The resolution scales with 7'2; in the latter case. but shows
significant deviation from linearity in the former.

The energy resolution can be expanded in a power series in E:

0*(E) = 0i -~ 03E + 03E* ~ ... (23)
and, dividing by E2.
(_;.)'=Yi2+%+a;-;+... (24)

At low energies, the first term on the right hand side will dominate — it is dominated
by electronic noise. The second term on the right is the sampling term, which domi-
nates the resolution in most practical sampling calorimeters, and reflects fluctations
in the signal that are described by statistically-governed processes (such as the sam-
pling fluctuations described above). At high energies. the so-called constant term
(o3) will dominate: it includes calibration errors and other systematic contributions
to the uncertainty in the overall energy scale.

The noise term o, is in general negligible at GeV or higher energies. Typical

values of o, for hadron calorimeters range from =~ 50% to 100% (with E in GeV). At

0% ~
v 1000

1.6%. Figure (11) shows a plot of the constant term in the energy resolution as a

1 TeV, the contribution to the resolution from the sampling term becomes

function of { (evaluated at 10 GeV). A deviation from unity of only ~ 10% in ; gives
a constant term comparable to the sampling term above. At high energies, then,

7 must be very close to 1 in order to prevent the constant term from dominating
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the resolution. This problem is receiving much attention in Superconducting Super
Collider detector design.

In the early days of the study of calorimetry, it was thought 26| that the most
direct (and perhaps. the only practical) way to achieve compensation was through
the use of uranium absorber. The hadronic portion of the shower was thought to
easily induce fission in the radioactive uranium nuclei. which prompted (primarily)
the production of soft photons. This made some of the hadronic components of
the shower visible in uranium calorimeters that were thought to remain invisible
in calorimeters composed of other materials. It has been shown. however, that the
photons so produced are of sufficiently low energy that their detection in uranium
is significantly reduced (due to the magnitude of the cross-section for the photo-
electric effect in high-Z materials at low energies), diminishing the importance of
the above effect. Uranium has been shown to be neither necessary nor sufficient for
compensation — approximate equalization of the electron and hadron response has
been realized in detectors of, for instance, lead absorber (using scintillator readout)
by the ZEUS collaboration [32].

It is interesting to note, however, that the preferential absorption of low-energy
photons in materials of high-Z, and the fact that this low-energy component com-
prises a large portion of the electromagnetic signal, helps to reduce the overall re-
sponse of the calorimeter to the electromagnetic component of the hadronic shower.
This helps to equalize the electromagnetic and hadronic response by reducing e.
The compensation of the D0 calorimeter (< £ > = 1.03. for incident electrons and
pions of 20 to 150 GeV), with its very high-Z absorber and low-Z readout material,
is thought to be enhanced primarily through the effects of this process.

Some Details on the DO Calorimeters

Uranium/liquid argon calorimetry is employed at D0. It is subdivided in angle
into &~ 5000 projective square towers that point to the interaction point. each sub-
tending AnX Ao =~ 0.1X0.1. Each tower is further subdivided longitudinally into
the electromagnetic (EM), fine hadronic (FH), and coarse (or outer) hadronic (CH)
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sections, which provide information on the longitudinal shower development. The
3 separate cryostats contain modules that are designed and stacked in appropriate
ways 80 as to preserve the projective geometry. These modules are independent
structural units that are mechanijcally linked to maintain structural integrity and
inter-module spacing. The readout electronics for all three calorimeters is identical,
with each cryostat consisting of ~ 15,000 channels of readout. The central calorime-
ter is the main subject of this study, and it is the primary focus of the discussion
below.

The choice of uranium/liquid argon calorimetry for D0 was motivated by a num-
ber of factors. One of the more important reasons is that it is easily segmented. Po-
sition resolution of electromagnetic showers using calorimetric information. which is
important for electron identification, is enhanced with fine transverse segmentation,
while fine longitudinal segmentation aids in hadron/electron particle identification.
Calorimeters using scintillators as readout material are limited in the amount of
segmentation that can be achieved because of the large amount of space required
at each tower boundary to route the signals out of the active volume (light guides,
wave shifters, etc.); a high degree of segmentation would result in a prohibitively
reduced active calorimeter area. Liquid argon readout does not have this compli-
cation, and thus also allows for a calorimetric volume that has a minimum number
of dead spots. Homogeneity of response is another important advantage in liquid
argon systems. The calorimeter contains uranium plates that lie in a bath of the
argon liquid. Other than differences in density (or temperature) throughout the
volume (which are small), the response in liquid argon should be uniform. In prin-
ciple, the absolute calibration (the conversion factor reiating units of readout (ADC
counts) to energy deposited (in MeV)) can be determined for a finite portion of the
detector, with knowledge of detector parameters (sampling fractions. capacitance,
etc.) allowing the extrapolation to other portions. Liquid argon is also radiation
hard. The detector is constantly bombarded by radiation during collider running

(typical mean charged particle multiplicities can reach ~ 30/event at Tevatron ener-
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gies), which in detectors using scintillators can seriously degrade the response over
time. Argon resists such damage due to radiation. with little or no accompanying
change in detector performance. The calibration is, therefore, stable, and, once
done, should be good (with minor corrections due_to argon purity or temperature
fluctuations) for the life of the detector. Scintillator must be repeatedly calibrated
in test beams. Also, liquid argon calorimeters are operated as unit-gain ionization
chambers, which allows for system stability over time. Fluctuations in the gain of
devices run in proportional mode (such as gas calorimeters) can be difficult to char-
acterize and control. Also. because such detectors rely on muitiplication of a small
number of primary ionization electrons, smalil fluctuations in the numbers of such
primaries can have a large impact on the signal.” There is no such amplification
of the signal in the argon in the D0 calorimeter: the number of primary electrons
collected in the gap is comparatively large in liquid media, making such fluctuations
in the number of primaries a relatively insignificant problem.

Uranium is a very high-Z material which, as discussed above, allows for a very
compact detector that reduces both size and cost. Particle identification on the basis
of longitudinal shower development is enhanced in calorimeters employing high-Z
absorbers as well. As mentioned above, the use of uranium is neither necessary
nor sufficient to ensure compensation, but its nuclear characteristics are believed to
contribute to equalizing the response to electrons and hadrons.

The most obvious disadvantage of using liquid argon is the cryogenic environment
that it requires. Particles emanating from the event vertex lose energy in passing
through the stainless steel cryostat walls. Unless measures are taken to try to
sample this energy, it is not detected, and corrections must be modelled and applied
to the data. Building a hermetic calorimeter is a difficult technical challenge in
cryogenic svtems as well; D0 uses three cryvostats (one central, one forward. and one

backward) to accomplish this goal. Because it is a unit-gain svstem. the uitimate

‘Large fluctuations in the primaries can result. for example, from a small number of shower

particles traveiling far distances. parallel to the plates, within the gap of active material.
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size of the signals is small (~ femto- or picocoulombs), which dictates that proper
attention be paid to shielding the signals as they emerge from the cryostat. and to
proper grounding. (More will be said about this later.) The speed of the charge
collection can also be a problem: the full width of the liquid argon pulse at D0 is =~
400 nanoseconds. This is well below the 3.5 usec crossing time (see below) used at
present, but will become a difficulty for future experiments, where ~ 150 nanosecond
collection times (or less) will be required. Also, uranium has the disadvantage of
being difficult to work with — it is radioactive, which requires that special care be
taken in handling it, and it is difficult to machine.

The basic longitudinal unit in the calorimetry is the unit cell; Figure (12) shows
a longitudinal section through a portion of a calorimeter module. It consists of one
uranium (or, where applicable, copper) absorber plate, one liquid argon gap, and
one signal board situated in the middle of the gap. All argon gaps are 4.6 mm (2.3
mm on either side of the signal boards), but the thickness of the absorber plates
varies from section to section. The signal boards contain a copper plane sandwiched
between two layers of G-10, onto which copper readout pads of appropriate size
are etched. Most of the pads are of size AnXA¢ ~ 0.1.X0.1, as described above,
and therefore increase in size with radial distance from the beam axis. A layer of
graphite-loaded resistive epoxy of ~ .001 inches thickness is applied to the outside
of the boards, which plays the role of the high voltage electrode; the uranium is at
ground. Shower particles. upon traversing the gap, ionize the argon. Positive high
voltage of 2.5 KV is applied to the resistive coat on both sides of the boards, which
provides the drift field for this ionization. The ionization current is capacitively
coupled from the resistive layer to the signal pads, which thus sample the charge.

The G-10 between the coat and the copper pad (called the blocking capacitor)
decouples the high voltage from the preamplifiers, whose inputs are directly con-
nected to the pad through copper traces that route the signals out of the cryostat.
As negative electrons drift through the gap and cnllect on the resistive coat. there

is a concomitant decrease in the local voltage at the pad. Positive charge collects

35



on the pad in response to the excess of negative charge at the resistive coat, which
creates a current that is integrated by the preamplifier. The resistance-per-unit-area
of the resistive coat is chosen so that the voitage change at the pad is in fact a local
one: pad-to-pad coupling should be small to prevent cross-talk between neighboring
cells. In addition, the resistance between the pads and the high voltage must be
large enough so that the voltage drop upon charge collection is not immediately can-
celled by the high voltage supply. To accomplish the above with individual resistors
would require elements capable of withstanding steady-state liquid argon tempera-
tures (= 70 degrees Kelvin), as well as frequent cryogenic cycling from very low to
room temperatures. The resistive epoxy, which is sprayed on to the readout boards,
eliminates this aspect of the problem.

A unit cell consists of ~ 1 X, of material in the electromagnetic sections, = 0.06
AINT in the fine hadronic section, and = 0.3 A/nT in the coarse hadronic. In general,
a given readout signal consists of the output from more than one unit cell: cells of
a fixed 7 and ¢ are locally ganged (longitudinally) before they are read out. An
independent readout channel, then, is a sum of the signals in a number of different
unit cells. At a fixed radius in the central calorimeter (called a layer), the number
of unit cells contributing to the sum is the same for all ¢ and 7.

The central calorimeter (CC) is composed of 64 trapezoidally-shaped modules
oriented parallel to the incident beam axis. The innermost electromagnetic section
is composed of 32 modules, each subtending 0.2 radians in ¢, and is composed of 21
radiation lengths of material. The signal is sampled longitudinally 4 times, at 2, 4,
11, and 21 radiation lengths. The transverse segmentation is 0.1 X 0.1 in ApXAg,
except in the third electromagnetic layer (near the maximum for electromagnetic
showers) where it is 4-times as fine (AnXAd ~ 0.05X0.05). The fine segmenta-
tion at shower maximum helps in the position determination of the electron. The
electromagnetic section uses uranium plates of 3 mm thickness, separated by the
standard 4.6 mm gap for charge collection, and covers up to 9| < 1.2.

The CC fine hadronic section is similar in construction to the electromagnetic
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section. The signal is read out three times (1.3, 2.3, and 3.1 A/yT), and 6 mm
uranium absorber is used. The longitudinal segmentation is dictated in part by the
attempt to equalize the capacitance of the readout channels, which is proportional
to both _the pad area and the pumber of ganged cells that make up a readout
channel. The increase in size of the copper pads with depth is compensated for by
the associated decrease in the longitudinal segmentation. More will be said about
the channel-to-channel capacitance variations, and its effect on the measurements
made, in Chapter VI.

Shower energy is read out once in the coarse hadronic section (at 2.9 A;y7). It
employs copper absorber piates of 46.5 mm thickness. The coarse section provides
the type of sampling that the name implies: lying at the outermost portion of the
calorimeter (between 4 and 7 A;nT), it samples the final portions of the hadronic
shower. Resolution and longitudinal shower information is less important here than
gross containment of the shower energy. This motivated the choice for a single
longitudinal sampling of the energy (reducing the number of readout channels),
and the choice of copper (which is cheaper, easier to work with, but of lower Z
than uranium) as absorber. The transverse segmentation in both of the hadronic
layers is AnXA¢ =~ 0.1X0.1 throughout. Table III.2 summarizes some of the more
important parameters of the central calorimeter.

The endcap calorimeters are conceptuallv similar to the central calorimeter,
and provide overall coverage to about 2 degrees of the beam axis, or n = 5. The
fine hadronic section is separated into an inner (IH) and middle (MH) portion.
The electromagnetic section in each endcap consists of one module. with plates
oriented perpendicular to the beam axis, situated closest to the interaction point
and subtending {7; ~ 1.3 to 4.2. Transverse segmentation throughout the endcaps
is similar to that of CC for most n ranges.

The ganged signals for each 7, @ tower in a given readout layer in the detector
are brought to the ends of the module by copper traces in the readout boards.

Approximately 12 feet of coaxial cable carries the signal to feedthrough ports located
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| i No. unit cells | Thickness  Approx. ; Transverse |
| Readout || Absorber ° per per ' n ' segmentation'
Layer plates  readout layer | readout layer | coverage | (AnXAd)
EMI [ SmmU 2 —2X =120 0K
EM2 | 3mmU 2 2 Xs =12 ' 0.1X0.1
EMS | 3mmU 7 TXo . =11 | 0.08X0.08
EM4 | 3mmU |, 10 10X, | L1 | 01X0.1
FH1 6 mmU [ 21 1.3 AINT + 0.9 0.1X0.1
FH2 6mmU | 16 1.0 ANt ' +£08 ' 0.1X0.1
FH3 6mmU | 13 08Anr | +07 ! 0.1X01
CH |4685mmCul 9 29 A | =05 0.1X0.1

Table III.2. A few parameters for the 8 readout layers of the central calorimeter. All

liquid argon readout gaps are 2 X 2.3 mm (see text for details).

on the cryostat body. Twenty-seven-layer feedthrough boards map the signals from
their natural coordinate system internal to the cryostat (that of a single depth for
all n and @) to the geometry relevant for triggering, called the trigger tower. The
trigger tower, which is an 7, ¢ cone of 0.2 X 0.2 (consisting of all depths), is the solid-
angle unit in which rapid hardware and software calculations of total and transverse
momentum are made in order to cull out those events containing the interesting
physics. The signals are then routed via ~ 10 feet of twisted pair cable to the
preamplifier boxes. which live atop the cryostats. There are 12 preamplifier boxes
that process the DO calorimeter signals, 4 on each cryostat. with each servicing a
quadrant of the calorimeter on which it sits.

The signals then travel down =~ 80 feet of iwisted pair cable to the baseline
subtractors (BLS), which are housed in crates below the platform that supports the
detector. The signal (i.e., the voltage) is sampled twice at the BLS: just before
its rise (called the base sample) and ~ 2.2 usec later at its peak (peak sample).
(The risetime of the ampiified and shaped signal is about 2 usec.) The base sample
provides a reference voltage, or baseline, that exists in the absence of signals. and

just prior to the particular crossing of interest: it thus accounts for overail drifts
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of the system. The sampling of the collider signal itself is called the peak sample.
The BLS’s also slightly amplify the signai, do some signal shaping, and allow time-
multiplexing of the signals. The difference between the peak and base is taken, and
the signal is shipped to a Movable Counting Hause (MCH), in which the digitization
is done.

The Tevatron produces counter-rotating bunches of protons and antiprotons,
which are steered by superconducting magnets to collide at the interaction point
(nominally, Z=0) of the detector. The bunches collide every 3.5 usec, called the

crossing time. The interaction rate at collider luminosity is:

10% . )
Lo ~ ————— (50 millibarns) = 50 kHz. (25)
cme — sec

where o is the total inelastic Pp cross-section and L is the luminosity.

The sampling of the signal by the electronics is synchronized to the accelerator,
with the base-to-peak sample time of 2.2 usec smaller than the 3.5 usec Tevatron
crossing time. The 1.3 usec difference is used for transporting and processing the
signal after a given crossing, leaving enough time for our system to recover in order
to acquire data on the following one.

Having received an appropriate signal from the Level 1 trigger indicating the
presence of a potentially interesting event, the signals are digitized by 15-bit ADC’s.
(The Level 1 trigger is a hardware trigger that provides the first level of event
filtering; it reduces the rate by about a factor of 500.) The multiplexing of the
signals at the BLS allows for each ADC to digitize 16 calorimeter signals, reducing
the number of ADC’s needed for digitization. The signals are then shipped to one
of 50 Level 2 nodes (a farm of Microvax computers), each containing the filtering
code for the second level of event filtering. The rate into the Level 2 nodes is about
100 Hz. Since the data-writing capability is about 1-2 Hz, the Level 2 has been
designed to reduce the data by about a factor of 100. The data is then shipped to
our host computer. where the data is logged to tape. An event consists of = 50 to

100 kbytes of data. gleaned from the =~ 100,000 total channels of detector readout.
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Of most interest in this study is the calorimeter front end electronics (preampli-
fiers, BLS, and ADC). The calorimeter calibration, a primary topic of this thesis,
provides the energy scale to convert from ADC counts to energy deposited in the
calorimeter, and requires a detailed understanding of the behavior of the front end
electronics. More will be said about the properties of the calorimeter electronics,

and the impact of its behavior on measurement, in the following chapters.
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CHAPTER IV
COSMIC RAYS

It is useful to classify cosmic ray radiation into two categories: primary and
secondary radiation. Pi‘im;.;y cosmic rays“c.onsists of particles that exist outside of
the earth’s atmosphere, free from secondary production therein. Secondary radia-
tion is created when a primary particle impinges upon the atmosphere to produce
secondary reaction products from collisions with the air molecules.

Primary radiation just outside the earth’s atmosphere consists primarily of nuclei
whose electrons have been stripped off. Protons (hydrogen nuclei) are the dominant
component, with helium nuclei providing the bulk of the remaining flux. A small
fraction of the total radiation is composed of heavier nuclei, such as oxygen. carbon,
nitrogen, etc. In general, the relation between the fluxes of the three components,

normalized to the proton flux, is {34]:

1

1
fluxproron : fluxq : fluXother = 1 : 7% 5o (26)

The flux reaches a maximum at a kinetic energy of ~ 300 MeV/ nucleon for all
species. The spectrum falls monotonically at higher energies, following a power law

at kinetic-energies-per-nucleon < proton mass:
V(E)dE = (kinetic energy)~*® JE. (27)

For this discussion. the contribution to the secondary radiation resulting from col-
lisions of heavier nuclei (> 2mMproron) With molecules in the earth’s atmosphere can
be considered to be negligible.

The atmosphere acts, in essence, like a large calorimeter: incident primary par-
ticles (mainly protons) interact with nuclei in the atmosphere via the strong force,
with secondary production dominated by creation of pions (both charged and neu-
tral), but with strange particles (i.e., kaons of various species) and nucleons (sec-

ondary protons and neutrons) also being produced. These secondaries are produced
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in a fairly collimated stream, with a large forward momentum component. The sec-
ondaries induce nuclear reactions of their own until their energy is = 1 GeV (near
threshold for muitiple pion production). The axis of the resuiting shower reflects
the directionality of the incident.primary, with its transverse and longitudinal di-
mensions characterized by the nuclear interaction length of air (= 90-%x, about half
that of uranium), as described in the previous chapter. There is also, as previously
described, a purely electromagnetic component to the hadronic shower: this cascade
is started primarily by the decay of #°’s, produced in the hadronic shower, to two
photons. The =V lifetime is very short (~ 8.4 X 10~!7 seconds), with its branching
ratio to 2-photons close to 99%. Accordingly, the almost immediate decay of n%'s
to photons resuits in the initiation of an electromagnetic cascade.

Charged pions, with a mean lifetime 7.+ ~ 2.6 x 10~ seconds, decay more slowly

to muons:

#* — u* +v, (branching ratio ~ 100%). (28)

Muons themselves decay with a lifetime 7, ~ 2.2 x 107¢ via:
pf — e* + v, + v, (branching ratio ~ 100%). (29)

Energetic charged pions that decay to muons at the top of the atmosphere can resuit
in the production of muons of sufficient energy to reach the surface of the earth prior
to decaying to electrons. A relativistic muon, travelling in its rest frame, decays in
a time +,. In the laboratory (stationary, or earth rest frame), it decays in a time
%~ ¥7,. The Lorentz factor (v) of a muon, produced with a purely vertical velocity
component of magnitude v, that would be necessary for it to reach the earth before

decaying can therefore be roughly estimated from:
yv7, = D, (30)

where D, is the depth of the atmosphere (~ 1030-<-, or = 10 km). This gives

7 = 15, and the kinetic energy of such a muon is ~ 1.5 GeV.
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Pion energy varies with depth in the atmosphere: for the most part, the deeper
within the atmosphere one goes, the less energetic the secondaries. Those muons
that resuit from decay of pions of smaller kinetic energy (either at the top or deeper
in the atmosphere) will have a _larger probability to decay to electrons, which will
induce electromagnetic cascades themselves. Figure (13) is a plot of the vertical flux
of various components of cosmic rays as a function of depth within the atmosphere.
The hard component is dominated by muons, while electrons comprise the bulk of
what is calied the soft component.

To establish an order-of-magnitude for the minimum energy with which a muon
produced in the upper atmosphere must be produced in order to reach the earth, we

must add ionization losses of the muons (which do not shower) in the atmosphere:

E =< % >atmomhere 1030 c_:T ~ 1.9 GeV. (31)

Therefore, muons must be produced of energy R 3.5 GeV at the top of the atmo-
sphere in order to reach sea level intact.

Because muons lose energy primarily by ionization, the dominant component (=~
76%) of the cosmic ray flux at sea level is attributable to muons. Their mean energy
at the earth’s surface is ~ 2 GeV, with a spectrum that falls like £-2 for muon
energies below ~ 1 TeV (where well over 99% of the flux is). The flux also falls like
cosd, where 6 is the angle the particle makes with the vertical. The total flux per
unit solid angle per unit horizontal area about the vertical direction, at sea level, is

% 0.011/cm® ~ sec — sterad (70).
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CHAPTER V

ENERGY LOSS OF CHARGED PARTICLES IN MATTER:
IONIZATION LOSSES

The theory of energy loss has been developed by a number of investigators {36-
40,42,45]. Bohr's initial classically-derived formula, found to provide a reasonable
description of the energy loss of heavy nudgi and slow alpha particles, gave an
overestimate of the energy loss for single particles (electrons, muons, protons), and
even fast alpha particles. Bethe and Bloch {37,40| introduced a quantum-mechanical
calculation that has survived as the most accurate description of %f, with corrections
attributable to the density effect described by Fermi i38]. and investigated further
by Sternheimer 146,48|. Fluctuations in the energy loss have been examined by a
number of authors {36,39,42,45,49,50). Of most interest here is the theory developed
by Landau {39). Since muons (the subject of interest in this thesis) lose most of their
energy by ionization, the primary focus below is on this energy loss mechanism.
Average Energy Loss

A massive particle (m > m.) of charge ze is incident on a material, with velocity
v that is large compared to the orbital velocity of the electrons of the medium; the
electrons in the medium are thus considered to be essentially at rest. It is further
assumed that only small momentum transfers are involved. so that the material
electron recoils onliy slightly, and the perturbation of the trajectorv of the incident
particle is also small.

The transverse component of the electric field seen by the collision eiectron from

the incident particle is a function of time, and is given by i41]:
~zeb

(b2 + vv3t2)3’

where b is the impact parameter, or point of closest approach. and + is the Lorentz

E (t)= (32)

. factor ﬁ By symmetry, only the transverse component of the field wiil con-
vi-
‘ribute to the resuiting momentum transfer imparted to the incident projectile (for

small deflections. the longitudinal force felt bv the particle on either side of the
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target electron will be equal in magnitude and opposite in direction.) The incident
particle reaches the point of closest approach at time t=0. With:

ap= / Fdt = [ eE,(t)dt,

—

the momentum transfer imparted to the electron is then given by:

Ap = yze? ——————1- 33
This yields:
2ze°
Ap= —~, (34)

implying that the energy transferred to the electron in a single collision is given by:

Z%et
meub?’

AE(b) = (Ar:f = (35)

It will be noticed that the energy transfer is proportional to 2, implying that the
incident particle suifers the largest energy loss at close range.

It is instructive to calculate the relative contributions (within the limits of the
assumptions made) from collisions with nuclei and those with the atomic electrons.
For equal impact parameters and incident velocity, application of Equation (35)

vields:

AE(electrons)
AE(nuclei)

x~ 4000. (36)
Thus, the energy loss due to collisions with the atomic electrons is far more signifi-
cant than that due to nuclear collisions.

The total energy loss per unit length is determined by computing the number

of electrons encountered by the particle in a cylindrical shell of radius 27bdb in a

.ength dz. and integrating Equation (35) over all possible impact parameters:

E 0Nz [ AE(b)bab. (37)
dz bmu!
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where .V is the number of atoms per unit volume in the material, Z is the atomic
number of the material, and by, and dmqs are the minimum and maximum allowable
impact parameters, respectively. Performing the integration in Equation (37) gives:

T - N dE - zze‘ bmu
a;.— ‘h'NA -m~—‘-';-£ in 3—"':

(38)
It remains to obtain expressions for the minimum and maximum impact parameters:
these will be estimated from physical arguments.

The minimum impact parameter, b,,n, can reasonably be expected to correspond
to the maximum allowable energy transfer, E, ... Those interactions that resuit in
a head-on coilision between the target electron and the incoming particle transfer
the maximum energy, which is given by (from momentum and energy conservation)
(42);
pic?

. L
mie! + m2et + 2mgc?(p?e? + mct)?

El e = 2m.c’ (39)

If m » m,, and a “low momentum” condition p <« ml¢ is met (form = m , this
Me u

resuits in p <« 20 Gg—v), this reduces to:
Elpe = 2mey ol (40)

Equating the right hand side of Equation (40) with the right hand side of Equation
(35), with the latter evaluated at b, gives:

2
ze

Ym.us

(41)

bmiu =

An expression for the maximum impact parameter. bz, is obtained from con-
sideration of the time duration of the collision. The derivations above assumed a
free target electron. which. in the limit of small impact parameters. is a valid as-
sumption (see below). The electron is, however, bound in the atom. If the collision
time is short compared with the orbital period of the eiectron. the interaction can
be assumed to be sudden enough for t;h.e electron to be considered free. If it is long

compared to the period. the electron revolves about the atom many times during
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the coilision. Such an adiabatic collision is no longer described by the interaction of
an incident particle with a free electron. The transverse component of the electric
field, a function of time as given by Equation (32), is sharply peaked at t = 0. The
full-width-at-half-maximum is a good measure of the time over which the field is
appreciable, and is given approximately by:

FWHM =~ ‘Tb';' (42)

Equating the above equation with the time of collision, we obtain:

b
Alpoit = —. (43)
1Y

The above expression explicitly shows the linear relation between the impact pa-
rameter and the time of collision, for fixed incident particle velocity. In view of
the above arguments, it is reasonable to define bmq4, at the point where the time of

collision is comparable to the inverse of the angular frequency of the bound electron
(w):
v
bmas = . (44)
Equation (44) gives the upper limit, within the limits described, of the impact
parameter. Substituting Equations (41) and (44) into (38) gives an approximate

expression for the energy loss. classically derived. that varies oniy slightly from that

obtained by Bohr 36}:

o204 2,2
B aNz Y (45)
dz mev~ zesw

Proper treatment of the electrons in the medium as harmonically bound charges

gives the Bohr result:

dE 2led 1.123m.yv? o
— =47N2Z - {{n—— -—
dz ma.ve ze* < W > ¢

(46)

[CEDSRE )
-

where < w > is an average angular frequencv of the eiectrons. The difference

between Equations (45) and (46) arises from the term ;—:-, which resuits in a smail
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correction even at high velocities. For muons of energy ~ 2 GeV, the mean cosmic
ray muon energy, it accounts for ~ 2% reduction in 4£.

As aiready mentioned, the Bohr result gives a good measure of %—E for slow, heavy
particles. The breakdown of this semi-classical result occurs for lighter particles of
higher velocity. The primary quantum phenomena that cause the breakdown of the
Bohr formula in such cases are (i) that the energy loss occurs in discrete amounts,
and (#¢) the limitations on the minimum impact parameter that the wave nature of
quantum particles impose. From (i), it might be expected that the classical result
should hold only at impact parameters that give an energy transfer that is large
compared to atomic excitation energies. However, statistical interpretation of the
energy loss allows the reconciliation of the classical and quantum resuits: over many
interactions at large impact parameters, no energy is transferred. A few collisions,
though, result in the exchange of a finite amount of energy. When computed on
average, the energy loss in the quantum model can in such a way be reconciled
with the loss resuiting from the continuum of energy losses in the classical model.
In the limit of small energy transfers (quantum-mechanically), then, application
of Equation (44) for b,,,, is appropriate, provided the statistical interpretation of
the resulting energy loss formula is kept in mind. Condition (ii) can be applied to
give a quantum-mechanical limit for the minimum impact parameter. Use of the
uncertainty principle gives the minimum quantum-mechanical impact parameter for

which localization of the wave packet describing the particle is well-defined:

h h
. = = 4
brmin p Ymv (47)

Substituting 67 ; for byn in Equation (45) gives an approximate result for a quan-
tum treatment of the energy loss:

2,1 2,2
Iy srNZZE g PV
dz m.v* h<w>

(48)

This is to be compared with the Bethe result, which he derived using first or-

der perturbation theory, treating the incident particle as a plane wave {first Born
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approximation). The perturbing potential used was the interaction between the in-
cident particle and the electrons in the medium: in the Coulomb gauge, this consists
of a term describing the static interaction between the incident particle and the
electrons of the medium, and a term describing the coupling between the particle

currents and the free photon field. His resuit v/as:

dE z2et 2m.yiv? vt
= =N [lnh rraik (49)

applicable to incident particles with velocities greater than the typical atomic elec-
tron velocity in the medium. Other than the factor of 2 in the logarithmic term and
the (£)? term (which, again, gives rise to a relatively small effect), the resuits are
the same as those in the semi-classical formula. Equation (48).

Replacing the energy associated with the orbital frequency, i < w >, with the
mean ionization potential, I, of the atoms of the medium in Equation (49) gives
the energy loss result of Bethe in its more often expressed form. It reflects a full
quantum-mechanical treaiment (to first order), and contains a number of interesting
features. The loss depends only on the velocity: for particles of given charge and
velocity, the energy loss in a given material is the same, independent of their mass.
As the velocity increases from zero, the energy loss falls as ~ ;’,— This sharp loss
near the end of the particles’ path is called the Bragg peak. A minimum is reached
for all particles at some velocity, followed by a region where the inv- factor begins
to dominate, with the energy loss slowly increasing accordingly. This is called the
region of the relativistic rise. It is a manifestation of the deformation of the electric
field of the incident particle at large velocities, and the associated increase of the
maximum impact parameter. This expands the available range for which collisions
can contribute to the energy loss.

Equation (49) is in need of two more ingredients. and an additional comment:

(A) The incident particle interacts with many atoms simultaneousiy — in general,
bmaz is much larger than the typical atomic dimension. Especially when the ve-

locity of the incident particle is large (and bmqz, as described above. increases)
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and/or the material is very dense, its electric field polarizes the medium, per-
turbing its associated field from the free-field values to those characteristic of
a dielectric. This in turn alters the interaction of the field with the electrons
in the medium, and results in what is called dielectric screening. The result
of this screening is to dampen the increase of the energy loss in the region
of the relativistic rise to go as Iny instead of Invy*, with 9& becoming nearly
constant at very large 4. This screening and the resulting reduction in 4£ is
called the density effect; the flattening out of the energy loss curve for very
large velocities is called the Fermi plateau. This effect has been studied in
detail by Sternheimer {46,48].

(B) The development of Equation (49) ignores the effect of the spin on the scat-
tering between the projectile (a muon, for example) and the atomic electrons
(i.e., magnetic electron-muon scattering.) This effect is appreciable only at
higher energies (it comprises about a 0.1% effect at incident muon energies
of 5 GeV in liquid argon), and it increases with increasing energy. A small
fraction of the cosmic ray muons at sea level have energies higher than 10

GeV; however, the term is included below for completeness.

(C) A basic assumption used in the derivation of Equation (49) is that the velocity
of the incident particle is much larger than that of the atomic electrons in the
medium. This is uniformly true for energies we are concerned with in this
report. It should be mentioned, however, that there is an additional term (not
included in Equation (50) below) that corrects for such low velocity effects,
that is not commonly used in the characterization of higher-energy phenomena.
Since the electron velocity increases with decreasing radius (inner shells <=>

higher velocity), the corrections are called shell corrections.

The full expression for the mean % of a particle as it traverses matter. including

the terms describing the density effect and the spin-dependent effects, can now be




written in full:

dE 2Z2et [ 2m.yie? , 1 ( Nt
L uxN gt L Zmazy _ 0 =
<% 4w i Zm,v“ in T s\~ 5 (50)

The third term in_the brackets is the spin term, with E the incident energy of the
muon, and § is the density correction.’

Figure (14) shows the measured energy losses of pions and protons of various
energies in propane gas at 3 different pressures. The curves show all of the char-
acteristic features of the 4€ formula: the % dependence at low velocities, followed
by a minimum, and the subsequent relativistic rise. The rise is dampened by the
density effect at large velocities: the Fermi plateau is apparent at v R 200. The %f-
value at plateau is lower for gases at higher pressure: this is another manifestation
of reduced overall 4 in denser media.

A related result that has become useful is the mean range of a particle for a

decrease in its energy from E to E':

E
R(E — E') = fE , fz%’&? (51)

Since Equation (50) describes an average energy loss, a monoenergetic beam of
particles incident on a material will have a distribution of ranges about the mean
range implied by Equation (51).

Equation (50) says nothing about fluctuations in the energy loss. This has been
described by Landau, and is discussed in the next section.
Fluctuations in the Energy Loss by Ionization - Landau Theory

Let ¢(W)dW dz be defined as the probability that a charged particle of incident

kinetic energy E will experience an energy loss between W and W + dW while
traversing a thickness dz (in -Z:) of absorber. It can be expressed as:

do(W)
aw

YEquation (50) is the often-quoted form of the Bethe-Block formula for which the conditions
leading to Equation {40) hold. Further details can be found in (48],

o(W)dWdz = N dWdz (52)
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where j% is the differential cross section for the incident particle to lose an energy
W in a single collision and. as before, .V is the number of atoms per unit volume in
the target material. The total probability of collision in thickness dz, independent

of the amount of energy transfer, is given by gdz: _

-

qdz = N /0 * (do/dW)dW da, (53)

where it is understood that §f = 0 for W > E},,,.

Let x(W, z)dW be the probability that a particle. having crossed a thickness z
of absorber, loses energy between W and W + dW. For a beam of N, particles
that have traversed z —Ir of material, the change in the number of particles that
have lost a total energy between W and W + dW after crossing an additional dz of

material is influenced by the following two factors:

(1) The number of particles having lost energy between W and W + dW increases
in this infinitesimal interval dz, as those particles that had lost less than this
amount after traversing z -y will lose the right amount of energy in dz to
place them in the W to W + dW energy interval;

(2) The number of particles in this interval will decrease. as those whose energy
loss was in the proper range at z will lose enough energy in dz to remove them

from this interval.

The above two conditions can be used to provide a mathematical expression for
(W, 2). The overall change in the number of particles having an energy loss in the

range W to W + dW, upon traversing a thickness dz at z, is given by:
Nox(W, z + dz)dW — N,x(W,z)dW = N, /u " (W = u,2)¢(u)dWdzdu
- Npx(W,z)dWqdz.  (54)
The probability function x(W’, =) is understood to be equal to 0 for W' < 0 and W’ >

El.ez- Equation (54) can be rewritten as:

Ox(W,z)

5 = '/(»)eo d(u)x(W - u,z)du - qx(W, z). (38)
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Equation (54) assumes that the energy loss of the particle is smail compared to
its incident energy. Landau soived Equation (55) for the regime of interest in this
study: that of thin absorbers. An important quantity in his solution is £:

2rn.ze!

6= 25

z, (56)

where n, is the number of electrons per unit volume in the medium, z is the charge
of the incident particle, z is the thickness of material traversed, and v is the incident
particle’s velocity. £ is the energy above which, on the average, one delta-ray will be
produced. (A delta-ray is a high-energy recoil electron emitted from the absorber
after a collision of large energy transfer with the incident particle.)

Requiring that the typical energy loss be (a) large compared to the binding
energy of the electrons in the medium, and (b) small compared to E] , ., Landau
used the method of Laplace transforms to solve for x in Equation (55). He used the
classical free electron cross section in defining ¢ in Equation (53).* Conditions (a)

and (b) allow x to be expressed in the factorized form:

1
x(W,z) = EfL('\) (57)
where:
1 £ .
A= £ {W'—f(lne—l—l—CE)] (58)
t_ (1 - 62)I2 -~ 32
ln€e = ln—-—2m,v3 - 3 (59)
and
Cg = Euler’s constant = 0.577. (60)

ft is called the universal function, and is given by:

fu(A) = 1—:_- Am ezp|—u(lnu + A)) sin(7u)du. (61)

‘The classical cross section for a particle of energy E to lose energy W is given by: do/dW =

2r2%z% /mav W1,




The most probably enexgy loss is given by:

Wnp = £ (tnE - 0.198 — 5) , (62)

e

where § i the density correction as given in Equation (50). € is the low energy loss
cutoff value, and was chosen by Landau to make the mean energy loss in his theory
agree with that from the Bethe-Bloch formula. (Landau’s original expression for
Wmp was numerically incorrect, and also did not include the density effect term.
Later authors |52] improved the theory. An analogous shift due to the density
correction should be applied when using Equation (58) to evaluate W.)

Common application of condition (b) dictates that {/E/,,, < 0.01. In this
regime, the probability to emit delta-rays having energy near E! .. is small but
finite, implying that the distribution will be asymmetric toward higher energy losses:
the most probable value (peak) of the distribution will in general be lower than the
mean. Figure (15) shows a measured pulse height spectrum of 3 C—’ﬁ-‘ﬁ- protons and
2 Qg}i electrons in an argon-methane gas mixture, illustrating the characteristic
skewed shape of the Landau distribution. As mentioned, high-energy delta rays
which produce their own secondary ionization are responsible for this shape. A
liquid argon gap in the DO calorimeter can be considered a thin absorber, to which
Landau’s theory may aptly be applied. Using the appropriate parameters for the
D0 liquid argon gaps in Equation (56), along with the mean muon energy for cosmic
ray muons (~ 2 GeV) in Equation (39) for E/ ,;, {/El.z =~ 107, well below the
required condition.

The Landau theory is the theory to which the experimental distributions ob-
tained during the Cosmic Ray Run will be compared. Descriptions of the solutions
for Equation (53) in other regimes may be found elsewhere 142,45,49,50].

Equations (50) and (56—62) thus give, in principle, a full description of the
energy loss by ionization of a particle traversing a homogeneous thin absorber. There
are other mechanisms. however, that contribute to the energy loss of muons. These

are discussed briefly in the next section.
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Other Energ Loss Mechanisms for Muons

The energy loss of high-energy muons in matter can be considered as a sum
of the contributions from 4 mechanisms: ionization, muon bremsstrahlung, direct

et e~ pair production, and photonuclear interactions, such that:

(%)tol - (%f-)ian - (%)brem ¥ (%f_)pp i (%f-)" @)

Figure (16) shows a plot of the results of calculations of the relative contributions
(and the sum) of the above 4 processes to the energy loss of muons in hydrogen,
iron, and uranium. Table V.1 shows the contributions of the four processes, as a
percentage of the total, to the energy loss for the same 3 materials. The contribution
to %f- from mechanisms other than ionization become significant at lower energies,
the higher the Z of the material. For all media, the sum of the contributions from
bremsstrahlung, pair production, and photonuclear reactions accounts for no more
than 5% for muon energies below 10 GeV. ( Roughly 85% of the cosmic ray muons
are below 10 GeV.) In general, as the energy of the incident particle increases, the
losses due to ionization increase slowly, while the contributions from the other pro-
cesses increase more rapidly; their relative contributions at higher energies therefore

comprise a significant fraction of the overall energy loss.

The above outline contains all of the significant dynamics regarding the energy
loss of muons in matter at the energies we are considering here. The focus in the
following chapters shifts to the performance and understanding of the detector, and

the comparison of our experimental results with the theoreticai expectations.



Incident o Pair Nuclear
Energy (GeV) Ionization Bremsstrahlung Production Interactions
Hydrogen: 1 100% <0.1% <0.1% <0.1%
10 99.8% <0.1% <0.1% <0.1%
100 97.3% 0.9% 1.0% 0.9%
1000 75.6% 7.8% 10.4% 6.3%
Iron: 1 99.9% <0.1% <0.1% <0.1%
10 98.3% 0.7% 0.9% 0.2%
100 78.9% 8.2% 11.6% 1.4%
1000 23.9% 29.3% 42.9% 4.0%
Uranium: 1 99.8% 0.1% <0.1% <0.1%
10 95.1% 2.2% 2.6% 0.2%
100 54.2% 18.0% 26.8% 1.1%
1000 9.1% 35.8% 53.4% 1.7%

Table V.1: Energy loss by 4 different mechanisms (ionization. bremsstrahlung, direct

e”e” pair production, and nuclear interactions), as a percentage of the total, as a

function of incident energy for muons incident on hydrogen, iron. and uranium.



CHAPTER VI

OPERATION AND PERFORMANCE
OF THE CALORIMETER ELECTRONICS

The Cosmic Ray Run offered the first opportunity to evaluate the behavior of the
full central calorimeter ¢n situ. Many basic technical questions were first monitored
and analyzed in an environment not terribly dissimilar from collider running. During
the design and construction phases, much effort went into building a device that
would perform optimally with respect to the physics we were pursuing. These first
in situ tests of the calorimeter, at times performed in concert with other portions
of the detector, were therefore a crucial first-order indication as to how we could
expect DO to perform in the collision hall. A large concern was the behavior of the
first full complement of calorimeter clectronics, connected to the final calorimeter
module array: appropriate attention was therefore paid to electronics issues during
the run, with an eye toward potential difficulties that could cause problems during
future data-taking.

Some Details on the Calorimeter tronics

Figure (17) shows an idealized schematic of the calorimeter electronics. Cp is
the detector capacitance at the input to the preamp; there is one preamplifier for
each calorimeter channel. The voltage pulse at the detector is a triangular-shaped
pulse of ~ 400 nanoseconds in duration, as shown in the upper left hand corner of

the figure. The output voltage of the preamplifier is given by:
Qin
Cr
where Q;, is the charge collected at the calorimeter cell, and Cr is the feedback

Vout = (64)

capacitance, of either 5.5 or 10.5 picofarads.

After amplification. the signal is shaped in the base line subtractors (BLS),
with shaping consisting of one RC (x 30 usec) differentiation followed by one RC
(= 0.25 usec) integration and an amplification of X3. The filtered signal (shown
in the plot in the middle left hand portion of the figure) is sampled and held twice
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in two different arms of a sample and hold module: once just before the rise of
the signal, and again at its peak. The difference between the base and peak is
taken with a single operational amplifier, which gives a DC output voitage that is
proportianal to the charge deposited in that channel of the detector. The BLS also
time-multiplexes the signals, which helps to reduce the number of ADC’s needed for
digitization.

In order to get a 15-bit effective dynamic range with our choice of 12-bit ADC’s,
the signal then undergoes amplification by precision X1-X8 amplifiers in the BLS.
The magnitude of the amplification is chosen event-by-event on the basis of the size
of the signal: signais below 1.25 volts are multiplied by 8, while those above this value
go through the X1 amplification route. A bit containing the information as to the
amplification level of the signal at this stage (again, channel-by-channel) is shipped
with the data to the ADC’s in the Movable Counting House. After digitization,
those signals that have gone through the X1 amplification path undergo a 3-bit shift
(equivalent to X8 amplification), in order to put all signals (both the X1 and X8
variety) on an equal footing. This puts the full dynamic range at 15 bits (2!5 -1, or
32,767 ADC counts full scale), while retaining an actual 12-bit digitization process,
which helps reduce the time needed to complete the digitization. Twelve-bit ADC’s
are also considerably less expensive than those using 15-bits. The ADC full input
range is 10 volts, with the maximum X8 signal corresponds to 4095 counts. The
ADC'’s also have the capability to store pedestal values (means and widths), in order
to perform hardware pedestal subtraction and zero-suppression (to be discussed
further below).

One can compute the approximate number of electrons that are deposited in the
argon for an ADC output of 32,000 counts. This maximum value corresponds to
10 volts at the output of the BLS. The BLS uniformly multiplies by 3, making the
signal at the input to the BLS (or output of the preamp) 3.3 volts. Equation (64),
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using the 5.5 picofarad feedback value, gives:

Qin = 3.3 volts x (5.5 x 102 farads) = 1.8 x 10~'' Coulombs

= 1.2x 10° electrons. (65)

It is instructive to put these numbers in perspective.
The amount of energy needed to liberate an e~ Ar* pair in liquid argon is a well-
known experimental number [60). The number of electrons collected in the argon

per MeV of energy deposited by a minimum ionizing particle can then be computed:

1MeV e
- ~ 20000 —. (66)
ol
2 (23.650'.-""[)8.11') MeV

(The factor of 2 in the denominator on the left hand side reflects the fact that only
half the charge produced in the gap is actually collected - see, for example, (59].)
We can calculate the energy of the electron that has deposited 1.2 x 10° electrons

in the argon:

B 1.2x 108 e~
i SF - (55) - 200005y
~ 100 GeV. (67)

In order to extend this range still higher, electromagnetic layers 3 and 4 have pream-
plifiers that have a lower gain by about a factor of 2 (by virtue of their 10.5 picofarad
feedback capacitors.) Since a 100 GeV electron deposits = 90% of its energy in these
two layers, the full range of the electronics has been designed to accomodate 200
GeV in each of them, or a full electron energy of greater than 400 GeV. (The lon-
gitudinal profile does not change much with energy.) This is comfortably above the
expected electron energies at the Tevatron. At the low end, a single ADC count

corresponds to:

1.2x 10% e~ e
~ —_— 68
32000 ADC counts 4000 ADC count (68)
A minimum ionizing muon deposits:
dE .., cm 1 MeV
_ x 0. = 69
< dz >argon % 0.46 gap liquid argon gap (69)
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| Readout || < Cio¢ > | < 0 >ped | < signal >, ;| < signal >, +
Layver !! (nf) ' (ADC'cts) | (ADC' cts) <O Sped |
EMI | 16 | 28 8 2.9 i
EM2 | L7 32 8 2.5 :
EM3 | 1.7 33 | — 3 9.1 o
EM¢ | 238 7.8 41 5.3
FH1 | 55 14.2 93 6.6
FH2 | 55 14.4 71 4.9
FH3 | 5.5 13.8 57 4.1
CH ;| 54 @ 43 | 41 9.6

Table VI.1. Some quantities related to signai-to-noise for the central calorimeter.
Values are extracted from data taken during the Cosmic Ray Run. < Cyn > is
the average measured cold capacitance, and ADC’ counts are gain-corrected ADC

counts. (Details in text).

which corresponds to ~ 20000 electrons deposited in an argon gap in the calorimeter.
The smailest minimum ionizing signals are in EM1 or 2 (2 MeV, or 40000 e~ ), which
contain the least number of gaps. Using Equation (68), we find that 1 ADC count
is then =~ 10% of the smallest minimum ionizing signal in the calorimeter.

The electronics has thus been designed for significant precision at the low end,
and the ability to adequately cover a large energy range, as is dictated for collider
experiments. It is worth noting that the largest minimum ionizing signal in the
calorimeter is that for FH1 (21 gaps), and that this corresponds to =~ 100 ADC
counts, which is ~ 3% of the X8 range, or 0.4% of the full dynamic range, of the
ADC’s. Minimum ionizing signals are thus at the very low end of the system that
has been designed.

Noise

Noise of all forms contributes to the resolution of the physics pursued with D0,
making it a crucial consideration of detector design, particularly for cases involving
many readout channels. As a benchmark, it is desirable that the minimum ionizing

signal be above the noise; detection of minimum ionizing particles is desirable as
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a means of helping to identify muons in collider events. Early calculations 15,56)
suggested that the signal-to-noise for minimum jonizing particles would not present
a problem in the DO calorimetry: the Cosmic Ray Run provided a framework in
which to test this in situ (see Table VI.1). _

The rest of this chapter will describe some of the results, and their significance,
of the technical performance of the D0 calorimeter electronics during the run.
Pedestals

In the absence of signals resulting from particle passage through the calorimeter,
the electronics readout still has a finite value, cailed the pedestal. The mean value
of the pedestal in a given channel (typically =~ 200 counts) is arbitrary, dominated
by a DC offset built in to the electronics to assure that the input to the ADC remain
in range. The fluctuations around this mean are due to the noise in the system; in
the absence of noise, the pedestal distribution would be a é-function.

Knowiedge and measurement of the pedestals underlies all of the physics mea-
surements made with the calorimeter, with both the mean and width (characterized
by the r.m.s. deviation, o) of interest. Operationally, pedestal means and ¢’s are
calculated by acquiring ~ 650 events that are out-of-time with beam collisions, with
each event containing a pedestal value for each channel. From the ADC distribu-
tion of these “empty” events, a mean and o are calculated for each channel. (The
calibration program used to compute these values is called CALIB.) After a CALIB
pedestal run, the value of the mean and o for each channel is stored locally in the
electronics of the ADC circuit (“downloaded”) for use in subsequent physics events.

To make the recorded ADC count proportional to energy, with no artificial offset,
the ADC subtracts the pedestal mean from the digitized data signal. channel-by-
channel, before it ships the data to the computer to be recorded. This pedestal
subtraction is an option, but it is one that was always exercised during the Cosmic
Ray Run, and will also be used routinely during collider running.

An important option in the front-end processing of the data that uses pedestal

information is called zero-suppression. This capability is essential for collider run-
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ning. Reading out all 50,000 channeis on each event resuits in an event record size
that is prohibitively cumbersome. In a typical collider event, £ 5% (or = 2500)
of the channels contain energy from the physics of interest. Because of the noise
fluctuations in the pedestal, the “empty” channels cannot be removed on a yes-no
basis: all we can ask is whether the signal in a channel is consistent with its pedestal
value. Therefore, the ADC suppresses the output of those channels whose energy,
after pedestal subtraction, lies within the range +No, where N is a parameter chosen
prior to the data-taking sequence. Zero-suppression will necessarily cut out some
low-energy portion of the physics event; a value of N between ~ 2 and 3 gives a
reasonable suppression. The choice of which zero-suppression parameters should be
used, and their effects on the data, continues to be the focus of much study by the
collaboration.

Some variables in the event, such as the total energy, are event-by-event sums of
energy over the 50,000 channels in the calorimeter. Small biases in the calculation of
the pedestal means can introduce large errors in the evaluation of the total energy. A
bias of +0.1 ADC count in each channel, for example, results in 5000 extra counts of
energy in the calorimeter, or about 12 GeV. This number is comparable to the noise
contributed by random sources and, as such, is deemed unacceptable (see section
below). Similarly, if zero-suppression is used, errors in the computation of the o’s
can lead to biases in the data.

In general, the determination and use of pedestal information is one of the most
important portions of the calibration program collider experiments. Ultimately,
what matters is that the pedestal means and sigmas reflect as accurately as possible
their values during the data-taking. The frequency with which pedestal runs are
taken is thus determined by the time scale over which overall system drifts, if any,
are likely to occur. Also. the accuracy with which pedestals are determined (given
by m) should be significantly better than 1 ADC count. our quantized unit of

readout.
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Sources of Noise

The width of the pedestal is a convelution of 2 random sources: electronic noise
and uranium noise. The electronic noise is primarily a result of thermal noise of the
conducting channel of the field effect transistor (FET) at the input to the pream-
plifier. It scales linearly with the capacitance (Cp in Figure (17)), according to the

empirically determined formula [15]:
EINC = {1936 + 3200 x Cp(nanofarads)] electrons. (70)

EINC is known as the equivalent input noise charge at the input to the FET. Ura-
nium decays via the reaction 38/ — 298P} result in the production of photons,
electrons, and a-particles that. for the fraction that escape from the uranium, are
sampled in the liquid argon gap in the normal manner. Because we measure the
pedestal in the presence of the uranium background signal, the energy detected
from these decays results in no average offzet in real collider events. The fluctua-
tions in the number of sampled tracks resulting from uranium decay do, however,
result in an increase in the width of the pedestal with respect to its non-uranium
(electronic-only) values.

While the electronic noise distribution is a gaussian, the uranium noise is asym-
metric. Figure (18) shows pedestal distributions, both with high-voitage on. in EM2,
which uses uranium absorber. and in CH, which uses copper. The relative symme-
try of the distributions is evident. Nevertheless, to first order, the total pedestal
width is the sum in quadrature of the width from uranium noise and that from the

electronic noise:
2 2 2
Otot™ = Tel” T Ouyr (71)

We would expect, for a fixed plate thickness, that the number of uranium dis-
integrations sampled in the argon should increase with the total area of a readout

channel. A4
-'ltot =A% Ngapo' (72)
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A’ is the cross-sectional area (in 1 — ¢) of the readout channel. The fluctuations in
the uranium noise should then go like the v/A;o;. (The area increases with both the
number of gaps, and with the depth in the calorimeter.) The capacitance of the cell
is well-approximated by that of a parallel-plate capacitor:
A’
gap width

Cetl = ( ) X Ngdpl = constant X A¢ot. (73)

The total capacitance contains contributions from both the cell and the cable that

connects the module to the preamplifiers:
Cp =Clat = Ceett + Crable (74)

where < Crapye > = 1.3 nf, a non-negligible fraction of the total capacitance. We
thus have contributions to the noise that depend differently on the specific module

and cable parameters:
Tt ~ Clot ~ (Cce(l T+ Ccable) (75)

and

Our ~ Acog ~ \/Ccell- (76)

In general, then, the functional dependence of pedestal width with capacitance is
straightforward for eiectronic noise or uranium noise. but can be rather complicated
for the total noise (recall Equation (71)). Figure (19) shows a plot of the measured
pedestal widths, taken during the Cosmic Ray Run, as a function of capacitance
for (a) high-voltage off (electronic noise only) and (b) high-voitage on (electronic
plus uranium noise). > The linear dependence of the former is evident, while
the deviation from linearity is apparent for the tctal noise. The increase in the

total widths upon introduction of uranium noise is also seen. The high capacitance

*Collection of any ionisation in the gap, be it from uranium decays or from physics events.
requires an electric field in the gap to induce the flow of charge. This can only occur with the high

voltage on.
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channels having small widths with high voltage on are the coarse hadronic channels
in which, because they employ copper absorber, there is no uranium noise.
Pedestal Studies

In the cosmic ray study, the muon-assgciated signals are of the same order of
magnitude as the noise fluctuations. In order to study the noise and its interactions
with the signals in detail, we have chosen to take the bulk of the data in this study
in a pedestal-subtracted but non-zero-suppressed mode. For this data set, every
channel in the calorimeter was read out for every event.

The following study of pedestal bias shows the advantage of such a choice. Using
information provided by the central drift chamber, we were able to define a very
generous 7 — ¢ cone through which the muon had passed. Calculating an average
value (and o) for those channels that were expected to have seen no muon energy
(i.e., those channels outside this cone) gives pedestal information that most accu-
rately reflects the true pedestals during the data-taking., Since the raw data was
pedestal subtracted using the pedestal means as calculated by CALIB, asymme-
tries or anomalous structure in the distributions of pedestal means calculated in the
above manner (i.e., pedestal-subtracted pedestals) indicate either an inaccuracy in
the pedestal determination, or a drift in a portion of the system, or some combi-
nation of the two. Figure (20) shows the mean pedestal shifts determined in the
above way, for all EM channeis and all FH channels. For the EM channels. where
the uranium noise is relatively small due to the small total cell area, the distribution
of means is peaked at zero and symmetric. The distribution for the FH channels,
however, is decidedly skewed toward the positive end, with a (positive) non-zero
mean. This effect is now understood to be a result of problems in the CALIB pro-
gram (this has since been improved), that are exacerbated in channels with more
uranium noise. The distributions are excellent examples of some of the problems
mentioned above: because of inaccuracies in the calibration program, the pedestal
means and ¢’s “downloaded” to the ADC’s were biased representations of the real

pedestal means and widths computed during the data-taking. The overall positive
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value of the FH distribution, and its skewness, can then bias results. The technique
of re-calculating pedestals was implemented throughout this study, even though it
will not be available for the zero-suppressed collider data.

The upper portion of Figure (21) shows the averages of the individual channel
pedestal means in electromagnetic layer 4, as computed by CALIB, over the Cosmic
Ray Run. The fact that the variation is on the order of 0.5 counts over the 2 months
implies that we can expect reasonably stable pedestals over long time scales.
Coberent and Incoherent Noise

The total noise in a system consists of two sources: incoherent (or random) noise
and coherent (or correlated) noise. Examples of the former are the noise described
above which is responsible for the pedestai widths, i.e. electronic and uranium
noise. The latter can be due to a number of effects, such as detector and electronic
cross-talk, or pickup from external sources. Coherent noise can also be mimicked by
uniform pedestal inaccuracies. Very small coherent noise contributions can degrade
the resolution significantly, as will be shown in the following discussion.

Below we derive the contributions to the r.m.s. error of a variable S; that sums

the signals of N, channels on the i** event. Let:

iVeh
Si=Y_ =z, (77)
a=l

where z? is the signal in the a'* channel measured on the i*# event. The error on

S, is given by:

Nen
§8; =3 bz2, (78)
a=l
where
§z¢ = pz](observed) — ,z;(noise off). (79)

Here, ,z7 is the observed signal in the ¢'* channel on the i'* event, and ,z? is the

signal that would be seen in the same channel with the noise in the system turned
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off. The variance in S is then given by:

Nel\ Nen
<§5%>= 5} =< Y badbal >

a=1 b=1

1 Nav [ Nen Nen ) ‘
=5 Z[Zzazgsz? . (80)
[.17)

i=1 {a=1 b=1

where NV, is the number of events.
It is useful to evaluate Equation (80) explicitly, keeping track of the diagonal
and off-diagonal terms:

S3
T

aye .
(pi — y2i)° +

1 Nev { Nen 2
V. Z {;(pz? - '73?)]
Naoy Ve
iy

o\'ﬁ'
%‘2 [ Z (le qZy )(Pat Qz?)] ' (81)
eV =] |aba#bd

We define:
5% = §} + §¢ (82)

where S; is the incoherent contribution to the noise, and S¢ is the coherent contri-

bution, each given by:

z; v‘”?)z (83)

.1‘
f‘r‘;

i [V],

1 Nev

§¢ =
Noy

Z (p®8 — «a”?)(pz? - rz"xb) . (84)

i=l |a.b.a%bd

We also define a matrix of dimension V2, the elements of which describe the cor-

relations between the a'® and the b'" channels:

<
o
e

1
Ney

Sab = (pz? - q""?) (pz? - :,1!:))- (85)

—
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The diagonal elements S,, give the square of the individual channel o’'s for the a'#

channel. With o3, = S,a, use of Equations (83) and (85) gives:

N,
s1=3 ol (86)
I Caa

asl —— . .-

This is as expected: random noise, by definition, adds incoherently as the sum
of squares: the total incoherent noise is a sum in quadrature of the individual
channel ¢’s. The off-diagonal elements describe the coupling between channels a
and b: a significant number of events for which both channels undergo positive
excursions from their means will result in a large positive value of S,5. Similarly,
anti-correlations would result in a large negative value for S,;. The matrix S, is
seen to be symmetric: Sq5 = Sha.

In practice, the off-diagonal elements S, are often found to be proportional to

the diagonal elements, so that:
Sab = Cabcuaubb' (87)

The Cgp, called the correlation coefficients, vary from -1 to +1, and are used to
quantify the correlations between the a'* and the 4*» channel:

N,
Sab _1 = (p22 — 428) (28 - 427)
Taabb Ney Taa%bb

Cap = (88)

i=1

Cab = +1 implies totally correlated noise between the channels ¢ and b. while a
value of —1 implies full anti-correlation.

We perform the following sums:
N

eh
<81>=) Siua=Noa< Sna> (89)
a=l
<S:>= Z Sab = Neh (New — 1) < Sap > (90)
n.b.a#bd

where < S, > and < S5, > are the average diagonal and off-diagonal elements,

respectively, and are given by:

1 ‘Vch
< S,m >= Non Z Saa (91)
<V

a=l
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1
< Sap >= —r—— Sabe 92
Sab > New(New = 1) 2 S (92)

The coherent noise exceeds the incoherent noise when:

<8t> > <S> (93)

In practice, however, the < §,, > and < §,;, > are calculable directly from
Equations (91-92) and (85), making condition (93) more useful in the following

form: /

< Yaa > '
= . 94
< qu > ! h ( )

The ratio of the average diagonal element to the average off-diagonal element, for
total noise consisting of equal coniributions from its coherent and incoherent parts,
is equal to the number of channels summed. It is useful in practice to apply Equation
(94) in the following alternative manner: the ratio of the average diagonal to the
average off-diagonal elements, calculable from the data, gives the number of channels
N/, that can be summed before the coherent noise becomes equal to the incoherent
noise. The ratio on the left hand side of Equation (94), then, provides the figure of
merit for quantifying coherent noise.

The importance of understanding and controlling coherent noise lies essentially
in Equations (89) and (90): letting < Sa.q >= 07, and < S, >= o2 ,, we find (for

large values of N4 ):

< 81 >= V' Neh * Oinc (95)
< Se >= Nep * Oeohe (96)

The incoherent noise scales like \/.V.;, while the coherent goes like N.;. In sum-
ming large numbers of channels, therefore, coherent noise can dominate the error in
the total energy sum even though the per-channel value is much smaller than the

incoherent one.
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The incoherent contribution to the error in the total energy sum in the calorime-
teris = 10 GeV. The example in which pedestals are uniformly biased by +0.1 counts
introduces effects which are identical to coherent noise, and results in an error in the
total energy of =~ 18 GeV energy deposit, an unacceptably large number. This 0.1
counts, which is = 1 to 2% of a typical individual channel o, is significantly smailer
than the individual channel incoherent noise. The randum noise, a result of inherent
electronics and detector characteristics, cannot be improved upon. It therefore sets
the scale for additional noise sources: one would like to keep the coherent noise
well below the incoherent contribution. A jet covers roughly 1/30 of the detector,
and an electron shower only ~ 10 channeis in total. In a 3-jet event that has been
zero-suppressed, roughly 10% of the detector is summed. giving =~ 1.8 GeV error in
the energy measurement resuiting from coherence in this exampie. For electrons,
the effect is negligible. In general, the fact that only a fraction of the detector is
included in event energy determinations helps contain the problem. In addition,
there is strong evidence {62] that any coherence in the D0 calorimeter is likely to be
limited to single preamplifier boxes, reducing the error on the total energy by v/12 ~
3.5. With this factor 7 in the total energy falls to ~ 5% of that introduced
by the incoherent ter1. J.1 count pedestal inaccuracy. We believe that a level
of coherent noise such that N/, in Equation (94) is & 1500 is acceptable.

The coherent noise “source” in the above example (i.e.. pedestal bias) results in
complete detector coherence. For physical sources, this is an unlikely situation: it is
mcre probable that the coherent sources in practical situations will result in coherent
noise in a pertion of the detector (e.g., localized pickup of an external source.) Full
coherence across the detector results in no error in transverse momentum. but partial
coherence may. ¢ Errors in total energy persist in either case.

In practice, decoupling the noise from the signal on an event-by- event basis is

impossible: a given measure of the signal contains both the fluctuations from the

®Full coherence introduces no net P,, as the energy within a cone of a given radius at a given

angle is exactly cancelled by the energy in a similar cone 180 degrees (in both 6 and &) away.
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signal (i.e., the intrinsic detector resolution, intrinsic particle width, etc.) and those
from the noise. In order to have the ,z¢ (signal in the absence of noise) weil-defined
and measurable on an event-by-event basis, it is desirable to measure the coherent
noise when there is no signal in_the calorimeter. Pedestal-subtracted pedestal runs
provide us with such an opportunity: for this class of events, the ,z¢ are all = 0,
which provides us with the most accurate measure of the coherence, and the noise
calculations are somewhat simplified as well.

Coherent noise for the D0 calorimeter had been studied in partial test systems
prior to the Commissioning Run, but the run offered us the opportunity to investi-
gaie such effects in the fully installed central calorimeter. The detector was in an
electronic environment that was as close to the final one as had been seen to that
point. All four quadrants of electronics were powered up, and fully connected to the
internal modules. External systems (muon electronics, central tracking signal ca-
bles, high and low voltage feeds, conductive piping for water cooling) approximated
the final setup. Our group at NYU was responsible for the grounding and shielding
of the signals from the modules to the BLS’s; we therefore had a special interest in
studying the system noise. It was believed that, should the system be susceptible
to oscillations (a coherent effect), it might very well be seen at this point.

The left hand side of Figure (22) shows a plot of the correlation coefficients
for one ADC in the northwest quadrant of the certral calorimeter obtained during
the Cosmic Ray Run. The mean is consistent with 0, the width is quite narrow,
there is no anomalous structure, and it is symmetric — there is no evidence of overall
positive or negative channei-to-channel correlations in any portion of this ADC. The
plot shows a maximum coefficient of + 0.20. In order to see directly the effects of
coherent noise as represented by these plots, an artificial noise source was introduced
into the detector: a pulse generator was used to pulse a heater wire entering the
cryostat, with a repetition rate of 1/7 (7 = 2.2 psec, our sampling time), or = 500
kHz. The plot on the right in Figure (22) shows the correlation coefficients that

result in the same quadrant when such a noise source is introduced. The smalil
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satellite peak at the right is the resuit of correlated noise in those channels affected
by the pulser. The correlation coefficient plots under normal conditions (i.e., with
no noise source introduced) were similar in other quadrants, as were the resuits with
the muon toroid fully powered. The ratio < S.a >/< Sq > (as given by Equation
(94)) over all ADC’s in the northwest quadrant was ~ 1840, which was as good as
had been seen in DO test beams and initial tests of the final CC module array. With
the noise source introduced, the same ratio was ~ 25 channels.

The results, overall, were very encouraging, with no evidence of appreciable levels
of coherent noise. Placement of the detector in the colliding beam environment might
yet produce non-negligible coherent effects in the calorimeter; noise levels will thus
be studied when DO is in position for collider running.

Calibration

Although one of the real advantages of liquid argon ionization mode calorimetry
is the identical response of every gap to charge deposited in it, this ideal situation
is in practice compromised by variations in gain of the electronics. For optimum
utilization of the calorimeter information, this gain variation needs to be corrected.
Several examples of the sources of such variations are described below.

The combination of the detector capacitance, Cp, and the effective input resis-
tance of the preamplifier (see Figure (17)) produces a capacitance-dependent rise
time of the calorimeter signals. The difference between the largest and smallest
values of capacitance in the detector is about 5 nanofarads, producing a maximum
difference in signal rise time of ~ 200 nanoseconds. Because the peaks of all the
signals are sampled at the same time with respect to parsicle passage through the
detector, this difference resuits in (for identical amounts of charge deposited in each
cell) a capacitance-dependent, and hence channel-to-channel, variation in the mea-
sured signal.

Another capacitance-dependent variation in signal comes from the sharing of the
charge between the capacitance to ground at the input to the preamplifier (C,, =

19 nanofarads) and the detector capacitance. With this correction, a more accurate
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formula describing the output voitage of the preamplifier (see Equation (64)) reads:
The correction factor, a:-‘-:*?g;, is about 0,92 for EM1 channeis, and decreases to ~
0.77 for FH channels. It thus results in a sizable capacitance-dependent variation in
the voitage level at the output of the preamp, for a fixed Q.

The preamplifiers also have intrinsic gain variations one would like to correct
for. Any drifts in the system over time, independent of their cause, will also effect
the overal! integrity of the data; these should be corrected for as well.

Without correcting the data for the first two effects above, the response of the
calorimeter would vary strongly as a function of capacitance. Signals in the low
(EM) and high (FH) capacitance channels, even for a fixed Q;, in each, would be
quite different. Even within a given layer, where the channei-to-channel differences
in total capacitance can be 500 picofarads or more (for the ¥H layers), the spread in
gain would severely compromise the resolution of the detector. To study the physics
at the level we seek, all the above effects, including variations in preamplifier gain
and system drifts, must be properly corrected for.

For the D0 calorimetry, gain corrections are made by the application of data
taken with a precision pulser. The puiser produces a voltage pulse that resuits in
the injection of a nominally identical amount of charge to every preamplifier. This
pulse is designed so as to induce a response in the preamp that is, in principle,
identical to that of calorimeter signals. The gain variations are exhibited by both
the pulser signal and the data in an identical way. The puliser data, then, contains
the information as to how much the real signal varies from channel-to-channel for
a fixed amount of charge. Dividing the ADC output from the real signal by that
from the pulser for that channel puts all channels on an equal footing. These gain-
corrections. however, provide no information regarding an overall calibration (i.e., a
conversion from ADC counts to energy deposited in the calorimeter); they provide

only a relative channel-to-channel calibration. All data is pedestal-subtracted and
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gain-corrected prior to (or during) analysis.

Figure (23) shows the signals resulting from the input of a fixed amount of
charge at the input to the preamps of channels with 3 different values of detector
capacitance (1, 2.7, and 4.7 nanofarads), at the output of the BLS as a function of
sampling time. The data was taken during our first test of 5000 channels at Fermilab.
All curves are normalized to the 1 nanofarad signal at its maximum value, which
occurs at =~ 2.8 usec. 7 At our nominal peak sampling time of 2.2 usec, there is ~
5% reduction of the 2.7 nanofarad signal with respect to the 1 nanofarad one, and
x~ 15% reduction of the 4.7 nanofarad signal. This gives the order of magnitude of
the capacitance-dependence of the signal, and of the correction the pulser provides.
The same 5000 channel test found that the puiser provided the same charge to the
different preamps in a given preamp box to the 0.2% level. Its stability over an 18
day period was found to be better than 0.4% [58).

The bottom half of Figure (21) shows a plot of the mean of the channel-by-
channel averages for EM4 of the pulser runs during the Cosmic Ray Run. It shows
a stability of ~ 0.3%. It should be mentioned that the gain of the preamplifiers have
been found to be dependent on temperature at the level of ~ 0.05%/deg C. The
temperature of the preamplifier boxes, measured during the data taking by the D0
monitoring system, was found to vary ~ + 1.5 deg C, and therefore accounts for =
0.15% of the measured pulser instability. There is also a ~ 0.03%/deg C gain change
with temperature at the BLS which contributed ~ 0.06% to the variations in gain
during the run. Most of the instability in the pulser during the run, then, can be
ascribed to temperature variations in other parts of the system. It is suspected that
temperature variations in the room which houses the puisers could be responsible
for the remainder.

The above plots give one a feeling for the overall gain drifts that might be

expected during a run. It is important to remember, however, that the conditions

"The signal in the low-capacitance channel has risen to =~ 98% of its full ampiitude after 2.0

usec.
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under which the pulser data is taken should approximate those under which the data
was taken. The pulser, then, needs to accurately reflect system drifts, and correct
the data properly for such drifts. In this regard, the understanding of the frequency
with which gain runs must be taken is similar in nature to that for pedestal runs:
they both ought to be taken frequently enough to accurately represent the data-
taking conditions, but infrequently enough so as to allow time for acquiring real
events.

A major caveat that has to be introduced regarding puiser performance is that
of its timing relative to the data. The accuracy with which the response of the
electronics to the pulser mimics that of the data is crucially dependent on the
relative timing between the two pulses. We have used SPICE, a software package
that simulates electronic circuits, using the DO electronics parameters as input, to
determine the timing constraints that proper gain-corrections require. We have also
used measurements wherever possible to verify this information. In nrder for the
pulser to accurately correct the gain variations in the data, the center of charge of
the pulser (while taking a pulser run) and the center of charge of the triangular
data pulse (while acquiring data) should appear at the input to the preamp at the
same time, relative to the peak sample time at the BLS. It has been found that
their relative timing should be the same to within ~ 50 nanoseconds in order for
the data to be properly gain-corrected. If it is not, a further capacitance-dependent
correction can be made that can compensate for this error. In trying to obtain a
verification of our calibration from the cosmic ray muon data, these issues become
extremely important. Much attention needs to be paid, therefore, to the timing of
both the base and the peak, for both pulser and data signals. This is a topic of
much concern in this study, and will be discussed in more depth in the following

chapters.
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CHAPTER VII
THE D0 COSMIC RAY COMMISSIONING RUN

The DO Cosmic Ray Run took place from February through May of 1991. Data
were taken with the central muon system, the full central tracking system (céﬁ-
tral and forward/backward drift chambers, transition radiation detector, and vertex
chamber), and the centrai calorimeter. Approximately 235,000 events were accu-
mulated, with formal data-taking extending from the end of March to the end of
May.

For the most part, we commissioned those portions of the detector that were
available and ready for data-taking. The assembly of such a large device is a com-
plex task; those parts of the detector that were used in the run were installed on the
platform in the assembly hall by around December of 1990. Because the end muon
chambers (EF) were not quite finished, and to retain easy access to the other de-
tector elements on the platform, the end muon system was not included. All of the
central tracking detectors were ready for commissioning, with most of them having
undergone beam tests and independent cosmic ray muon tests during the construc-
tion and final assembly phases. The end calorimeters were being assembled in the
clean room during the run, and were not ready for the cosmic test. Portions of the
calorimeter (both end and central) had been analyzed in test beams in test cryostats,
but none of the full calorimeter arrays had ever been tested. In essence, then, this
was the first time that represeniative pieces from all three major detector groups
had been assembled for a coordinated run, and the first time the data-acquisition
system would be used to acquire data with all three detectors simultaneously.

Day shifts were dedicated to individual detector calibrations, i.e.. taking and
studying of pedestal and pulser runs by each detector group independently. Evening
and, when manned, owl (overnight) shifts were usually reserved for global data
acquisition with all 3 detector groups.

Figure (24) is an event display of a muon passing through the detector, in side
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view, generated during the data-taking of the Cosmic Ray Run.. Energy deposited
in the calorimeter is visible, as are hits about the track in both the central drift
chamber and the outlying muon chambers.
Trigger - - - -

There were two relevant triggering schemes for the Cosmic Ray Run. In the
scheme of most interest in this study, a piece of scintillator was placed in the
beampipe of the detector, along the Z-axis. It was 1.75 inches wide (in X) by 102
inches long (in Z) and = 0.5 inches high (in Y). Any cosmic ray particle energetic
enough to pass through the material in both the upper muon iron and chambers
and one-half of the calorimeter will reach the center of the detector. (The central
detectors consist of comparatively little material.) Upon passing through the beam
pipe scintillator (BPSc), charged particles produce scintillation light that propagates
down the scintillator toward both ends. Two phototubes, placed at either end of
the scintillator, convert the light to a voltage pulse, that is sent to fast logic units
below the platform for processing.

The phototubes were required to receive a signal within 40 nsec of each other;
signals in both phototubes that satisfied this criterion were said to have produced a
BEAM coincidence.® This signalled the occurrence of an interesting event, and set
the downstream trigger logic (see below) in motion. This BEAM coincidence was
used alone to acquire the data during the latter part of the run. from which the
results in this study were extracted. During the early portion of the run, a large
array of scintillators was placed atop the upper (C-layer) muon chambers (total area
~ 960 sqft). It restricted the sensitive trigger area in both 6 (45 deg 26 < 135 deg)
and ¢ (55deg ~ ¢ < 125deg), and was originally used in conjunction with the

BEAM coincideiice (TOP*BEAM) so that all muons triggered on were guaranteed

*The effective speed of propagation in scintillator is ~ 6 inches-per-nanosecond — in 17 nsec,
therefore, light can travei the full lengih of the BPSc. The 40 nsec is a ioose requirement that the
trigger be a resuit of a charged particle passing through the BPSc, reducing the contributions of

random coincidences between the noise in both phototubes to bearabie levels,
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to have passed through the upper muon chambers, in addition to some portion of
the tracking detectors and the calorimeter. There were aiso scintillators placed in
the forward region of the detector, with their plane perpendicular to the Z-axis, to
select myons that had passed through the forward/backward drift chambers. Since
the acceptance of this array included very little of the calorimeter’s active volume,
no further discussion of it will be presented in this study.

It is instructive to calculate the rate expected through the TOP*BEAM coin-
cidence circuit. Using the total flux per unit solid angle per unit horizontal area
about the vertical direction for the hard component of the cosmic ray spectrum (as
given in Chapter IV), along with the appropriate geometric factors, the expected

rate can be computed:

(Rate);.5 = (Flux)x (area BPSc) x (solid angle subtended by TOP scintillators)
~ 13 Ha. (98)

This must be corrected with an energy factor, describing that fraction of the incident
flux energetic enough to make it through both the upper iron and the upper half of
the calorimeter [63], giving a final resuit:

(Rate)r,5 =~ 5 Hz. (99)

This is reasonably close to the ~ | Hz rate as seen in the TOP*BEAM coincidence
near the beginning of the run: some of the discrepancy was found to be due to
problems with one of the fast logic units. Requiring only the BEAM coincidence

gives a calculated rate of:
(Rate)g ~ 7 Ha. (100)

Our final measured rate for real BEAM triggers (i.e., triggers that reconstructed
in the central drift chamber as real charged particle tracks) was ~ 5 Hz. These
order-of-magnitude calculations helped assure us that the trigger logic was working

in a reasonable manner.
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The geometry of the tracks imposed by the beam pipe scintillator is of interest.
It produces tracks that are projective in ¢: that is, the muons are restricted by the
trigger to one or, at most, two @ units in each half of the calorimeter (depending
on whether or not they start out_close enough to a ¢ boundary, muitiple scattering
effects, etc.) The small width of the BPSc forces the muons to point to the beam
line. The tracks, however, are not projective in n: tracks that do not pass through
the vertex (Z=0) can routinely cross n boundaries as they pass through either half
of the calorimeter. The above situation is an exaggerated version of that which
occurs during collider running. The proton-antiproton collision is well restricted in
the X and Y dimensions by focusing magnets in the beam line. In Z, the interaction
region has a full width of ~ = 30 cm, indicating that corrections to the projective
geometry in 7 must be made. In any event, such crossing of 7 boundaries during
the Cosmic Ray Run means that the signals from a single track can be shared with
neighboring cells in the same layer. For the measurements of muon signals, with
their small signal-to-noise, this has important consequences, which will be discussed
at greater length in Chapter VIII.

Figure (25) shows a distribution of the tracks in Z at the beam pipe (X=Y=0),
extracted from data acquired using the BEAM-only trigger during the run, as ex-
trapolated from tracks reconstructed in the central drift chamber. The units are in
centimeters, and the full length of the beam pipe scintillator is thus = 130 ¢cm on
this scale. The distribution is not uniform; this was due to attenuation of the light
along the scintillation counter. This non-uniformity does not effect the resuits, and
was hence not included in the theoretical modelling of the data, described in later
chapters.

This study focuses on data acquired with the BEAM-only trigger. Further dis-
cussion of the trigger will therefore be limited to this configuration.

Event Filtering

After much study, the voltage on the two beam pipe phototubes was left so that

the the final rate (real tracks plus accidentals) was ~ 15 Hz, about 2/3 of which
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resulted from random coincidences from phototube noise. To trigger on such events
would result in the logging of an enormous amount of “empty” events - events for
which no muon had passed through the detector. A similar situation holds during
collider running: logging every event for which a pp.collision took place would resuit
in the recording of much information containing little interesting physics. It would
also require a system capable of logging such information at ~ 100 Hz, beyond the
current capability. Therefore, as mentioned in Chapter III, two levels of trigger,
Level 1 and Level 2, are implemented.

The rates during collider running are such that the rate into the Level 1 is
50 kHs. The analogue of this during the Cosmic Ray Run was the rate for BEAM
coincidences. ‘This rate is sufficiently small so that everything was passed by the
Level 1 trigger; no attempt was made here to select those events for which a track
was present in the detector. Such selection was done in the Level 2 nodes.

The Level 2 is a network of microvax computers (nodes) that each contain fil-
tering software for selection of potentially interesting events. The Cosmic Ray Run
offered us the first opportunity to test this system, albeit at a much reduced rate.
The iiltering code that was utilized focused on the reconstruction in the central drift
chamber. The r — ¢ position in the CDC is obtained from the wire information.
As a charged particle passes through the central drift chamber, it ionizes the gas in
the chamber. The electrons drift through the field created by high voltage applied
to the sense wires, with the fields maintained at high enough values to induce pro-
portional multiplication. The time difference between particle passage through the
detector (computed from the time when the BEAM coincidence is made) and the
collection of charge at a given wire is proportional, for a fixed drift velocity, to the
distance the electrons drift through the field, and hence to the distance between the
track and the wire. The different times obtained for the wires along the track is
then translated into a distance profile, giving a nominal track position for each wire
along the track.

Following a fit of the data in each half (upper and lower) of the chamber
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independently,’ a minimum of 5 out of the 7 wires in 3 out of the 4 layers of
the chamber were required to have contributed to the fitted track information. If
this criterion is met in either the upper or the lower half of the chamber (or both),
the event is deemed to. contain a cosmic ray track, and is passed on to the host
computer for recording. The pass rate, or the percentage of BEAM triggers that
contained a fitted track that passed the above criteria, was typically ~ 28%. This
rate was consistent with calculations of the expected accidental rate, as computed
from the individual phototube rates and the combined discriminator widths. The
Z-information, obtained from delay lines, was not used in the online filtering. In
addition to its inferior inurinsic resolution (~ 3 mm), it was deemed to be unnec-
essary: a track passing through the chamber should nominally reconstruct in both
dimensions. In the interest of speed and efficiency, the dimension offering the most
reliable reconstruction and better resolution was used.

The central drift chamber provided invaluable information during the cosmic ray
data-taking. Trying to obtain tracking information from the calorimeter is a difficult
task, particularly when the signals involved are so close to the noise. Determining
which cells have energy in them, and which are simply up-fluctuations of pedestals,
is practically impossible for minimum ionizing signals without external tracking
information. In fact, at the very beginning of the run, the calorimeter group had a
very difficult time determining whether the device was working properiy (or at all).
It was not until the CDC and the calorimeter information were married that the
first evidence of a working detector began to take shape. The tracking information
from the CDC was used to point into the calorimeter to determine which cells were
intercepted by the track. The calorimeter information was then extracted from this
localized area. The routine and reliable use of the CDC information aliowed for the

successful analysis of the calorimeter’s performance from the cosmic ray data. both

%A muon passing through both the upper and lower halves of the drift chamber is said to consist
of two tracks: the upper and lower fits are treated seperately for each event. The acceptance is

such that single-track events occur quite frequentsiy.
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on- and offline.

The fraction of the time our system was available for acquiring data during the
Cosmic Ray Run (our “live time”) was ~ 30%. (This constraint was imposed by
trigger and timing considerations.) The rate into the Level 1 was then =~ 15 Hz/3,
or & 5 Hs. This is very close to the 1-2 Hz event-writing rate we are limited to.
With the ~ 28% pass rate for good events, the rate out of the Level 2 was then on
the order of 1 Hz, which made effective use of our rate capability.

Timing

The primary difference between the timing of the signals used for data acquisition
and transfer during collider running and that used for the Commissioning Run is
the synchronization to the accelerator. The control signals for the front end data
acquisition (e.g., base and peak, among others) are synchronized to the Tevatron’s
3.5 usec cycle time during collider running. The time of collision or, equivalently,
the time defining particle passage through the detector, is periodic and well-defined,
allowing the control signals to be timed with the same pre-determined periodicity.
In particular, making sure that the base is sampled at the BLS as close as possible,
but prior to, the rise of the signal, which is desired in order to obtain accurate
measure of the baseline, and that the peak be sampled at the proper ~ 2.2 usec
interval, becomes a relatively straightforward task. Cosmic rays, however, pass
through the detector at random times. We were thus constrained to utilize such a
synchronously-designed system in an asynchronous setting.

A primary problem for the calorimeter was the timing of the base to a signal
which offers no prior indication of its arrival. The method finally implemented
involved sampling the base ever; ~ 5.2 usec (our revised crossing interval used for
the Cosmic Ray Run only), independent of whether a muon produced a trigger. For
those crossings in which a trigger was seen, the baseline sampled for that crossing
was used to subtract from the peak. The peak. however, as is always necessary, was
timed to the rise of the signal; therefore, the time difference between the base and

the peak varied from event to event. (This time difference is fixed when running
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in collider mode.) The fluctuations in the voltage due to the uranium noise, which
dominates the pedestal width, increase for longer sampling times. The width goes
like the \/sampling time, but the pedestal mean should be independent of such
variations in sampling time. Systematic studies verified both of these expectations
prior to running. It should be mentioned that all pedestal and pulser runs during
the Cosmic Ray Run were taken under conditions identical to the data: a random
trigger was used to simulate the asynchronous nature of the acquisition of the muon
ciat&. In this way, we were sure that the pedestal and pulser data reflected as

accurately as possible the conditions encountered during data taking.
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CHAPTER VIII
EVENT SELECTION AND DATA TREATMENT

To minimize systematic biases, we have chosen to restrict the analysis to non-
zero-suppressed events. Cha.nnel-by-chann;l—ﬁéaestal values can be evaluated on
the same events as the data that is being analyzed for such a sample (as described
in Chapter VI); this procedure allows for the correction of any intrinsic biases in
the computation of the pedestal by CALIB, and corrects for drifts in the system
that may have occurred between the taking of the CALIB pedestal run and the
data-taking. In addition, we have opted for simplicity and consistency of the events
to look at only those non-zero-suppressed events for which the rﬁuon toroid was not
powered. This resuited in a final count of ~ 12,000 event candidates.

For this class of non-zero-suppressed magnet-off events, the pedestals, as com-
puted using the CDC information, were subtracted on a channel-by-channel and
event-by-event basis. Gain-corrections were made with data from the calibration
pulser that was obtained appropriately close in time to the data runs (see Chapter
VI).

The Energy Variable

Since the ADC’s measure the charge collected in the argon by the electronics,
the pedestal-subtracted and gain-corrected ADC counts (henceforth called ADC’
counts) are proportional to the energy deposited in the argon, i.e., the visible energy.
For this study, we choose visible energy as the variable of interest.

Since muons are highly penetrating and do not shower, converting from visible
energy to total energy deposited (by applying the appropriate sampling fractions)
offers no useful new information. Pulse height distributions in ADC’ counts, ob-
tained on both an event-by-event and layer-by-layer basis, are therefore used to
characterize the energy loss.

It should be stressed at this point that. although the distinction can be made

between visible energy (ADC’) and total energy deposition (related to one another
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by the sampling fraction), the units of each are arbitrary until a connection to reality
(i.e., an energy scale conversion factor in, say, units of ADC'/MeV) is made. This
subject is one of the main issues addressed in this study, and is discussed in detail
in Chapters IX and X. -
Roads from Central Drift Chamber Information

Directional information regarding the muons passing through the detector was
obtained from the track reconstructed by the central drift chamber. Appropriate
software routines used this information to point into the calorimeter along the direc-
tion of the track and provide the cells intercepted, on a layer-by-layer basis, by this
extrapolated track. The net output of this procedure, then, provided a list, event-
by-event, of the cells in the calorimeter that are expected to have been encountered
by the muon as it passed through the detector.

Alignment uncertainties of the central drift chamber with respect to the cen-
tral calorimeter, muitiple scattering of the muon as it passed through the detector,
and errors in the directional information provided by either the CDC or the track-
extrapolation software can all contribute to uncertainties in this pointing procedure.
One ultimately wants to know where the energy was deposited by the muon in the
calorimeter — such uncertainties are addressed in the way the calorimeter data was
treated, discussed in the following paragraphs.

Having obtained the above list of cells, a patch of 9 cells, 3 cells in the 7 direction
and 3 along @, was isolated in each layer for each event: the central cell of each
patch was the one that the CDC information had predicted was the one the muon
had passed through in that layer. For all but EM3, this results in a patch area
of 0.3X0.3 in AnXAd — the EM3 patch is twice as fine in each dimension. All
subsequent analysis was restricted to this 3X3 patch in each layer. Because each
layer is of finite depth (e.g., radial extent), a line drawn through the calorimeter can
intercept more than 1 cell in a layer — we call this effect “sharing”, as it represents
muons that are expected to have deposited energy in more than 1 cell in a given

layer. For events in which more than 1 cell in a given layer was intercepted by the
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extrapolated track, we choose the one first returned in the list provided by the track
extrapolation software as the central cell in the 3X3 patch. It should be mentioned
that for all events, we require ail channels in the 3X3 patch to be well-behaved on
the basis of pedestal and gain information, and that all 9 cells are required to be full
pads — no “clipped” edge pads, as exist in some layers at extreme | 7 | boundaries,
are permitted.

Figure (26) shows a superposition of the energy in =~ 7000 events in EM1 for
this 3X3 patch. The CDC information was used as described above to point into
the calorimeter, and the superposition represents the energy sum of = 7000 of these
patches, located in different portions of the calorimeter on each event. The outer 16
cells are artificially suppressed to guide the eye, and an artificial offset of 1000 counts
has been added to each of the inner 9. The central cell contains most of the energy,
with those cells sharing a full border with the central one showing slightly enhanced
energies. Sharing in the 7 direction is preferred over that in the ¢ direction: this is
a result of our method of triggering. n boundaries are crossed routinely by incident
muons, for a beam pipe scintillator with large acceptance in Z. The ¢ geometry tends
to remain projective with such a trigger (see Chapter VII). Also, the resolution of
the CDC track reconstruction in the r—Z plane is inferior to that in r — ¢.

Event-by-Event Algorithms

Two natural algorithms might be used to characterize the energy deposited by
the muon, event-by-event, in a given iayer: the sum over the 9 cells, or the maximum
pulse height in the 3X3 patch. Because the pedestal subtraction makes the mean
energy of an empty cell equal to zero, the sum over the 3X3 area should be an
unbiased measure of the muon signal. However, because the widths of the pedestals
are close in magnitude to the width of the signal, such a sum has relatively poor
resolution: summing 9 cells, of which only 1 or 2 contain muon signal, means that
7 or 8 cells, with their associated noise fluctuations, will be folded into the sum on
each event, even though they contain no deposited muon energy.

In order to improve the resolution, an algorithm that picks out the maximum in
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the 3X3 patch has been chosen. Since only one cell contributes noise fluctuations,
the resolution is significantly better than that obtained by the summing method.
However, the improved resolution comes with a price: the muon energy loss is, on
some fraction of the events, misrepresented. There are two basic contributions .to
this misrepresentation: one is that resulting from pedestal up-fluctuations, and the
other stems from the sharing effect.

The maximum pulse height, although quite likely to contain muon energy, can
also represent events for which an up-fluctuation in a channel in the 3X3 containing
pure pedestal (i.e., no muon energy) happened to result in a pulse height exceeding
that channel’s pulse height in which the muon energy was deposited. For this event,
then, the pulse height chosen represents pedestal only, and contains no information
regarding muon energy deposition. The likelihood of such an occurrence is least
in layers for which the signal-to-noise ratio is best (see Table VI.1). In addition,
shuﬁg of the energy deposited by the muon in two adjacent cells in a given layer
will bias the signal obtained: choosing the maximum will underestimate the total
energy deposited when sharing occurs. The two effects are also coupled: events
in which muon energy is shared will have an increased probability that a pedestal
up-fluctuation in a cell containing no muon energy will have a higher puise height
than one which contains deposited rauon energy.

The two resuiting distributions. from taking the maximum and summing, are
shown in Figure (27) for FH1. Both the peak and the mean of the spectrum resuiting
from the maximum is decidedly below that from the sum. and its width is ~ 40%
smaller. The resolution (i.e., —2—) goes from ~ 55% for the summing aigorithm to
= 37% for the algorithm using the maximum.

Muon Selection by Range

It is desirable. for reasons elaborated on below. to select portions of the cosmic
ray muon spectrum according to their energy. The calorimeter is deep enough that
we can get some energy information from the range of the muon. which we have

used for further cuts on the event sample.
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As discussed in earlier chapters. the dgf- curve (expressed as a function of the
incident muon energy) has a well-defined minimum, from which it increases rather
softly (the relativistic rise, damped by the density effect) with increasing energy and
more drastically (~ -7, the Bragg peak) with decreasing energy. The minimum for
liquid argon occurs at an incident kinetic energy for muons of &~ 270 MeV.

For verifying our energy scale and spectrum shapes by a theory-to-experiment
comparison, it is convenient to restrict the sample to a region where ‘,’f,—f varies
slowly, i.e. the damped relativistic rise region. For this purpose, the event sample
was restricted to include only those muons which produced a finite signal in the first
lower fine hadronic layer (LFH1) of the calorimeter. A muon reaching the upper
portion of LFH1 will have a minimum energy of =~ 1.8 GeV entering the caiorimeter
from above, and a minimum energy of ~ 300 MeV exiting the upper half of the
calorimeter. The primary sample in this study examined pulse height spectra from
the layers in the upper half of the calorimeter for the analysis, while requiring this
cut in LFH1.

By adding an upper limit on range as well as a lower one, we can select a finite
energy window. To do a study of events with well-defined energy, we selected a
subset of the above events by requiring that the muons give no signal in the lower
coarse hadronic layer (LCH). This sample, particles stopping in LFH1-3, has a muon
energy range of ~ (3.7 £ 0.4) GeV — an energy window of = = 10% — incident on
the muon iron from above. For this sample, pulse height spectra from 12 layers of
the calorimeter were examined. as we followed the track through both the 8 upper
layers and the 4 lower electromagnetic ones.

Other Cuts

As mentioned in Chapter VII, the central drift chamber reconstructs tracks in its
upper half and lower half independently: a through-going muon is considered. then,
a “two-track” event. In order to select clean single-muon events. one and only one
track was required to have been reconstructed in both its upper and lower half. In

addition. the 6 and 6 information from the reconstructed track was used to require
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that the upper and lower tracks be back-to-back (to within =~ 0.4 radians in 7, and
% 0.2 radians in ¢), and thus represent a true through-going muon.

The muons enter the calorimeter at different angles. Muons of identical energies
entering at different angles will therefore, by virtue of traversing different amounts
of argon in the gaps, deposit different amounts of energy. A correction for the angie
of incidence was made such that all track lengths in the argon were normalized to
normal incidence: all signals resuiting from muons entering the detector with angle
8 (defined in the usual manner) were multiplied by sind.'® Each signal, then, is
placed on an equal footing with respect to every other one, and resuiting histograms
are then in the same currency.

The choice of the 3X3 unit as the appropriate patch size was not an arbitrary
one. Of most importance is that the area be large enough that all of the muon
energy is contained. Analysis of a subset of the event candidates was done, wherein
patches of 5X5 were isolated and the outer 16 cells were summed, event-by-event
and layer-by-layer. The resuits were consistent with no energy having spilled into
the outer perimeter. On average in the 8 upper layers, the energy in these 16 cells
was (0.2 + 0.9)% of the energy in the 3X3 region.

In order to help fortify the requirement that all energy remain in the 3X3 patch,
we required 4 of the 7 layers other than the layer being considered to have its
maximum pulse height in the middle of the 3X3 patch. This helps to select those
events for which the muon was most likely to have deposited most of its energy in
the central cell of the 3X3 patch in the layer under consideration, and thus will have
deposited little or no energy outside the 3X3 boundary. We were able to make this
cut only in the sample of tracks required to reach LFH1, due to the comparatively
large size of this data sample.

Pulse height distributions for each of the 8 upper lavers of the calorimeter were

obtained for those tracks that were required to reach LFH1. After all cuts. the

‘OThe track length needs no correction in the ¢ direction. as the module plates are perpendicular

to the incident track in this dimension.
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number of events that survived ranged from = 1600 to 1700 events in each of the
electromagnetic and fine hadronic layers, to =~ 1000 events in CH.!! For tracks that
stopped in LFH, ~ 400 to 450 events survived in upper FH and EM, and ~ 200 in
upper CH. Approximately 475 events contributed to the sample in each of the lower
EM layers for this sample.

The distributions so obtained can now be compared to the theory, to which
appropriate experimental effects have been folded in. This will be the subject of
Chapter X.

"'Some of the difference in the size of the event sample between CH and the other lavers is
attributable to a coarse hadronic beam by-pass module which. because of its smaller response
compared to other CH modules, was eliminated from the analysis. It subtends 0.2 radians in @, for

all n, very near the vertical direction (+Y axis), where much of the cosmic ray muon flux is.
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CHAPTER IX
ABSOLUTE ENERGY CALIBRATION

One of the goals of this thesis is the verification of the absolute energy calibration
using the cosmic I:ay muon siéﬁZI. ADC counts that have been properly ga.ixi-
corrected put all signals on an equal footing: as previousiy mentioned, this gives
only a relative (channel-to-channel) calibration. For all of the physics done with D0,
an absolute energy scale is needed as well. Precision measurements of the W mass
are an example of this, where an error in the overall energy scale translates into an
uncertainty in the mass of the W. The goal of the absolute energy calibration is to
obtain a conversion to a real energy scale. which can be appiied to the output of the
calorimeter electronics.

The energy scale of interest for this thesis is the visible energy, since we concen-
trate on the argon signal for our (non-showering) muons. For collider physics, on
the other hand, what is useful is the total deposited energy (visible or not), since
we would like to surmise the incident energy of all showering incident particles.

For either purpose, the energy scale conversion factor was obtained by two al-
ternate methods: an a priori calibration, and a test-beam calibration. As we will
see, however, the two methods are not of equal merit for the two applications.

A priori Calibration

In the a priori method, a known amount of charge is injected at the input to
the preamplifiers at D0. Measurement of this charge is obtained by mapping out in
detail on an oscilloscope the voltage pulse produced by the calibration pulser. from
which the area of this pulse (in volt-usec) is computed. The puise is sent through
a precision resistor, which produces a well-defined amount of charge at the preamp
input.

Upon introducing this charge into the preamplifier. the electronics is read out in
the normal manner. After gain corrections, this allows for the determination of the

relationship between Q,, (the charge at the input to the preamplifier) and ADC,,,:
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a given amount of charge at the preamp input produces some output voitage in
ADC’ counts, which we measure through the same system as the data.

The major link in determining ‘he a priori ADC’-to-MeV conversion hinges on
establishing the relationship between the charge deposited at the preamplifier input
and the amount of energy a particle traversing the detector deposits in the argon
in order to liberate this same amount of charge. This is obtained from published
experimental measurements of the relationship between energy deposited and charge
produced in liquid argon (i.e., energy deposited per e~ Ar* pair - see Chapter VI)
(60]. Thus, knowing the amount of charge that produced a measured number of
ADC’ counts, and relating this same amount of charge to energy deposited in the

gap, we can establish the a priort ADC’-to-MeV conversion factor, M ,:

M (ADC' > (ADC' counts read out for charge Q.,)
My

MeV | (MeV deposited in argon gap for same Q;n) (101)

The above outline gives the basic prescription for determining the slope for the
conversion of ADC’ counts to MeV using the a priori method. There are a number
of smaller effects that contribute to both the value and the error in M 4, which are
described below.

Liquid Argon Impurity and Charge Collection

Impurities in the liquid argon reduce the amount of charge collected in the gap;
liberated electrons are absorbed by electronegative contaminants (such as oxygen)
in the readout material. Sufficient quantities of less electronegative substances (such
as nitrogen) can also introduce some loss in the measured charge. Also, even for
absolutely pure argon, a fraction of the charge is lost due to recombination prior to
collection. The contribution to the value and error on M 4 from these three effects,
taken from our best estimates based on liquid argon purity monitoring studies and

data (taken during the Cosmic Ray Run), give {67]:

{oxygen contamination) + (nitrogen contamination) + (recombination)

=3+ 1%)+ (22 1%) + (5 +£2%) = (10 £3%). (102)
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The electron-absorption effects add linearly. Since our errors are independent, we
opt to add them in quadrature.

Loss Due to Blocking Capacitor

The G-10 (a fiberglass/epoxy mixture in the module’s readout boards) provides
a capacitor that shields the preamplifier input from the high voitage applied to the
resistive coat. Identical amounts of charge (1) injected directly into the preamplifier
input and (2) produced in the argon gap, will give slightly different readout signals.
Due to capacitive charge sharing, 6% of the charge produced in the gap is not
collected: it remains on the blocking capacitor, and hence does not contribute to
the signal read out. In order to produce the same signal in ADC’ counts at the output
of the electronics, 6% more charge must be produced in the argon gap rejative to
that injected at the input to the preamplifier, and M 4 must be reduced accordingly.
We estimate a 1% contribution to the total error on M, from this effect, which
reflects primarily the variation in the thickness of the G-10 readout boards.
Other Uncertainties

Two more errors are relevant in the determination of M4: (1) the number used
to convert MeV deposited in liquid argon to the amount of charge deposited has an
uncertainty of =~ 2% [60], and (2) there is an error in the measurement of the area
of the voltage puise used to determine the amount of charge needed to produce a
given response in the electronics.

The errors on M4, taken together, yield:

=2%(conversion of Q to MeV) = 1%(effect of blocking capacitor)

+2%(pulse area) + 3% (argon impurity/recombination) = 4%, (103)

where we have added these uncorrelated systematic errors in quadrature. The final

value for M , is:

ADC’ counts

75 % 0.
(3.75£0.16) ——

(104)
We mention again that the ¢ priort method relates ADC’ counts to visible energy
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deposited in the argon (in MeV).

Test Beam Calibration

The DO test beam run took place from early 1991 through January 1992. The
apparatus consisted of a test calorimeter which contained modules identical to those
that were used in the central calorimeter. The response of the test calorimeter to
electrons of well-defined energies, as defined by bending magnets in the test beam
line, was measured. The relationship between calorimeter readout and incident
particle energy at the test beam could then be made. A “carry-over” estabiished
the relationship between the electronic gain at the test beam and that at D0. This
allows one to deduce the correspondence between the measured electron signal and
the incident electron energy at D0. The aim of the following paragraphs is to
describe the logic and steps leading to an absolute energy calibration from the test
beam data.

The Carry-Over

We can define the local units of visible energy in the #!# channel at D0 and the

test beam (TB) in the following way:

ADC;TB = KkTB . ADCTB (105)
ADC;P° = KP°. 4DCP?, (106)

where the K; are the calibration constants provided by the precision puiser. for the
ith channel. used for gain-corrections. The constants differ in the two places. and
are therefore superscripted by location (TB or D0) as well as channel.

The electronics in the two places are not the same — different cable lengths,
different preamplifier and BLS hybrids, etc., contribute to a difference in the signal
in the two places: a fixed amount of charge deposited in the gaps of identical ca-
pacitance channels at the TB and at D0 will give different raw ADC output. We
have used another pulser to establish the relationship between the electronics in the
two places. This pulser is a portable unit, which allows for the injection of the same

amount of charge into the preamplifiers at both DO and the TB; as it establishes
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something of a “standard” response in the two places. we call it the standard pulser
(STD).

SPICE simulations (see Chapter VI) have suggested that the electronics for
our calorimeter responds identically to a square pulse injected at the input to the
preamplifiers as it does to the triangular puise that resuits from charge collected in
the gap. The response of the electronics to the standard pulser in the i'" channel,
in ADC counts, is denoted by STD?° and STDfZ. The same amount of charge
is introduced at the preamp input in both places by the standard pulser (this will
be elaborated upon later), which produces the desired square-shaped pulse. For
the same fixed amount of charge deposited in the gaps at DO and at the TB, the
following relation holds:

ADCP® ADCFB
STDX® ~ STDfB’

(107)

where ADC,; is the raw (non-gain-corrected) signal in the calorimeter resulting from
this identical fixed amount of charge produced in the gap in both places. The above
equation contains the crux of the calibration as obtained from the test beam carry-
over: in units of the standard pulser output, the electronics response to the same
amount of charge deposited in the gaps at DO and at the TB is identical. The
difference between the electronics in the two places is removed in the ratio.

Using Equations (105-107) above, the reiationship between the local units of

visible energy becomes:

: STDP° KpP° ,
D 1 1 TB
ADC”? = [—__—STDIB 18| DG
= ;—_-ADC;TB. (108)

The K;’s are known from calibration runs taken in the respective places. and the
STD,’s are quantities measured from data taken with the standard pulser in either
place. Given an ADC' reading in the i‘* channel at the test beam, Equation (108)

allows for the corresponding ADC' reading in the ## channei at D0. The 8; contain
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all the information describing the differences between the electronics in the two
places.
Total Energy Deposited at Test Beam

Equation (108) contains the relation between_visible energy at D0 and at the
TB. The known test beam energy, however, can only tell us the total deposited
energy, forcing us to switch units.

An electron traversing the calorimeter deposits energy in more than one layer
(and, in general, in more than one channel in each layer), with the total energy
deposited equal to the sum of the total energy deposited in each of these channels.
When computing the total energy deposited in the calorimeter, both the gain and
the sampling fraction correction must be applied in order to put the signais read
out from each channel on an equal footing:

.4DC,' = SF. '

(109)

where ADC"” represeats sampling-fraction-corrected ADC’ counts. The total energy
deposited, still in a;'bitrary units, for one event, is given by:
Vehan "
A= > 4ADC/, (110)
1=}
where the sum is over all channels containing energy deposited bv the particle under

consideration. The mean value over j events is given bv:

1 -\.—,t‘ll

Y- A, (111)

1=t

<dA>=

Newts

The measured calorimeter signal for an electron of a fixed energy in the calorimeter
can be correctly represented. to within a constant, by Equation (111).

Using information from bending magnets in the beam. the energies of the incident
electrons at the test beam are very well-known. Taking electron data at the test
beam and treating it in the above manner. one can plot the incident beam energy

as a function of < .{ >. Figure (28) shows such a piot as obtained at our test
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beam. The slope of this plot, § = d—i'%z-, gives the expected relationship between
gain- and sampling-fraction-corrected ADC counts at the test beam and total energy
deposited in the calorimeter, in MeV. (Although the abscissa shows energy in GeV,
we prefer the use of MeV units, and will refer to all energies in MeV.)

The relationship between the total energy deposited in the test beam calorimeter
(in MeV) and visible ADC’ energy units is obtained by the use of the slope S and

Equations (109) and (110), with appropriate TB supercripts:

eEinc(MeV) = f!Etzc;ta,dep(MeV) - d

i~ tn|—

Nehan ADC:TB
>

, SF;

(112)

—

where ,Etl;fdcp(MeV) is the total energy deposited by an electron in the test calorime-
ter on a single event and the sum is over all channels containing energy deposited by
the electron. eE,{f (MeV), the incident energy of the electron as measured by the
magnets in the beam line, is introduced in order to stress the equivalence, ignoring
resolution effects, between the incident electron energy and the energy deposited in
the calorimeter, when the calorimeter readout is treated by the prescription given

on the right hand side of Equation (112). Since the total energy is equal to the sum

of the energies in the different channels, we can write:

1 4ADC.T8

B —
f-‘Ei,dep(Mev) - S SF, (113)

where .,Eff;p(MeV) is the total energy, in MeV, deposited in the i‘* channel at
the test beam on one event. Equation (108), which provided a relationship be-
tween ADC’ at DO and the TB, can be substituted into Equation (113) to obtain

the relation between the energy deposited in the i channel at D0 (in MeV) and
ADC;Po:

ADCP°

SF, (114)

1
¢ zudoep(MeV) = § : }9!'
S, measured from test beam data, the §;, which describe the differences between
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the electronics in the two places, and the SF; are all known.

Back to Visible Energy

Equation (114) gives us an expression for the conversion of visible energy in ADC’
units at DO to the total energy deposited in a given channel of the calorimeter in MeV
— this is what is of use for physics during collider running. In using the cosmic ray
muons to verify this energy scale, we are interested in the visible energy deposited

in the argon gaps. The visible energy is related to the total energy deposited by:
uEi.via = r.'Ei.via = El'.m'a = SF:E * cEf-d¢P7 (115)

where SF¢ is the sampling fraction appropriate for electrons in the i** layer. Visible
energy in the calorimeter is independent of the particle that produces it: the species
of incident particle (in this case, electron or muon) becomes important when one
attempts to describe the total energy deposited, where the appropriate sampling
fraction needs to be appiied. As described in Chapter III, the sampling fraction
is defined using the energy deposited in the passive and active layers for minimum
ionizing particles. The correct sampling fraction to use for electrons must be reduced

relative to the mip sampling fraction by the —%- ratio:

mp

SFS = (-ni—p) . SF,, (116)

where, as before. SF; is the sampling fraction for minimum ionizing particles.!®

Using this relation. we can write Equation (115) as:

E; yis(MeV) = (-‘i-)  SF; - o Ei dep(MeV) (117)
mip
or, substituting Equation (114):
Do (. \.5.1. 'DO
E,,v,,(MeV)_(mip) 8- 5+ ADC. (118)

‘2The expression for ADC; in Equation (109) does not show this () correction factor in its
use of sampling fractions. This is because the ADC;«' are proportional. to within a constant. to the
total energy deposited. The sampling fraction is used. in converting from ADC' to ADC". only to
put the different layers in the same currency, so that the sums performed in Equation (110) are

valid and meaningful.
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The above equation gives a prescription for converting from visible energy in ADC’
counts at DO to visible energy in MeV deposited in the argon.!® To be complete. it
is in need of one more factor.

Relative Argon Impurities —_ —

The measured signal for electrons at the TB already reflects the reduction in
signal due to argon impurities. What is important in carrying the calibration over
from the test beam to compare it with muon data acquired during the Cosmic Ray
Run is that the relative reduction in the signals in the two places due to argon
impurities be accounted for. We call this factor {2, and now write in full the final

relation for the conversion of visible energy to a real energy scale at DO0:

il

1 e ,
DO 4 ~.3.{—1.0. ‘Do
Ef s (MeV) 5 s (mip) Q- ADC;
1

. ADC;P°. (119)

1

Mrac;
MrBc is the visible energy scale factor, analogous to M4, obtained by the test
beam carry-over method. It remains to discuss some important details relating to
the explicit evaluation of MTpc, after which the appropriate numbers will be used
to obtain a value and errors for Mtpc.

Timing Considerations and Layer Dependence

In order for the square pulse put out by the standard puiser to accurately simu-
late the data, it needs to be timed correctly. Much attention was paid to this during
the standard pulser data-taking at both the TB and at D0. SPICE calculations have
dictated that the center of charge of the square pulse must arrive at the preamplifier
input at the same time that the center of charge of the triangular- shaped data puise

did during the data taking. The timing of the data (i.e., electron) pulse at the TB

It is important to note that, implicit in some of the steps above, the sampling fractions in
a given layer are assumed to be the same throughout the detector, both at DO and at the test
beam. Detailed measurements of electromagnetic module parameters, performed during module
construction (e.g., uranium plate thicknesses and overall module height, at a number of n locations

in each module), have shown this to be valid at the =~ 1% level.
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when the electron runs for the carry-over were taken should be identical to that of
the STD puise when the latter was used for the characterization of the test beam
electronics (i.e., for determining the STD/?). Similarly, in order to verify the cal-
ibration using muons acquired during the Cosmic Ray Run, the STD puise should
be timed properly to the triangular pulse as it was timed during the run. Timing
scans were done at both locations, and this condition was satisfied.

In practice, the 3; are determined by taking a channel-by-channel ratio of data
taken with the STD pulser and that taken with the calibration pulser. The calibra-
tion pulser is used in this manner to monitor drifts in the system: most sources of
system drifts (e.g., temperature variations) will be common to both the STD and
calibration output. It is desirable, but not essential, that the calibration pulser be
timed in the same manner for this measurement as it is for those calibration runs
used for gain-correcting the data. If this is true, and the calibration pulser was
timed correctly for the data runs, no further capacitance-dependent corrections will
be necessary. For the cases under study here, we found no evidence of the need
for any additional capacitance-dependent corrections. This has the additional de-
sirable consequence that the channel (or layer) dependence in the Mrpgc,, which is
contained solely in the §,, drops out. For identical amounts of charge at the input
to the preamplifiers. if the gain-corrections are applied (i.e., timed) properly, all
resulting gain-corrected signals should be the same - the 3; should be independent
of capacitance. M7pgc will henceforth be considered to be independent of channel,
and we will assurme that one value will apply for all ADC’-to-MeV conversions at
Do.

Determination of M75c

Our data indicates that 4 has an error of ~ 2%, due primarily to instabilities
in the pulsers (both the calibration and standard pulsers) that are in the process of
being studied. (. the factor describing the difference in the signal reduction due to
differences in argon impurities in the two places, has a value of (1.02 = 0.01). The

ievel of oxygen impurity in the two places was identical during the runs. but there
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was nitrogen contamination that was present during the Cosmic Ray Run that was
not present during the test beam running. The value and the error on 2 reflects this
difference. The dominant error on MTpgc arises from the — ratio. We have chosen
to use an experimental value determined for a calorimeter with slightly different
geometry (3 mm uranium plates, 2 mm scintillator active layers) [31]. This value
for ;’5‘-’; is 0.71. We have introduced a 10% error on this value, which encompasses
many of the values in the literature, and includes our uncertainty in the effect the
difference in the geometry and readout material have on this ratio.

Plugging in the above numbers for MTpgc gives:

ADC’
Mrgc = (4.0 0.4) T (120)

We recall that the value of My was (3.75 = 0.16) AVJ%%I—. [t follows that:

Mrac
My

= 1.07 £0.12. (121)

The energy scale factors obtained by the two different methods agree within the
error. This being the case, it is desirable to use the one with the smaller error. For
the calibration of the visible energy in the calorimeter, M 4 is therefore the scale
factor of choice. Application of M4 to the cosmic ray data. and the subsequent
comparison with theory, will be discussed in the next chapter.

Absolute Calibration for Collider Physics

We have stated a number of times that what is relevant for collider physics is
the energy scale that relates the total energy deposited in the calorimeter to MeV.
For use at D0, the absolute total energy calibration obtained from the test beam,
Equation (114), can be used directly. The test-beam calibration is done by measur-
ing the total energy deposited in the calorimeter by electrons at the test beam, and
is applicable to the determination of the total energy deposited by electrons at DO0.
It will be noticed that this equation does not contain E['.E

For the a priori calibration. on the other hand, the ;;'—1; ratio is needed to convert
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My MrgC
, ]
4.0 (£ 10%)

Visible Energy 3.75 (= 4.3%) |
(ADC'/MeV) :
i

{ Total Electron Energy | 2.66 (+ 10.9%) | 2.85 (& 2.3%) !
| (ADC"/MeV) | |

Table IX.1: The two absolute energy calibration constants for use with either visible

energy or total electron energy. Units in each case are as shown; errors are in percent.

from visible energy to total deposited energy by electrons:

E; ws ! 4DC:I

Eidep = —— o (122)

(nﬁp} - SF, M (m—m) - SF;

1 "
= —7;;738—‘; . .4DC,- ’ (123)

where
i 2, (2 20
: mip

and ADC; is defined in Equation (109) above.

€
map

Thus, the large systematic error of appears in the test beam calibration for
visible energy (see Equation (119)), and in the a priori calibration for total energy.
Table IX.1 summarizes the 4 calibration constants and their associated errors. The
small error in Mrpgc for total energy deposited helps to underscore the utility of
the test beam calibration. For visible energy, which is the variable of choice in this
study, however, we will use the a prior: calibration.

Examination of the sources of the 2.3% error on Mt ¢ for total energy deposited
makes it clear that our initial hopes of establishing an absolute electron energy
calibration for physics of 1% using the test beam carry-over method are well within
reach. 1% of this error is due to the error associated with the signal loss due to

nitrogen contamination at D0 during the Cosmic Ray Run. The source of this

problem has since been fixed: there should be no further nitrogen contamination in
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our cryostat for the coming collider runs. Some of the remaining 1.3% is the resuit of
pulser instabilities which. upon further study, should be understood and corrected
for.

In the next chapter, we discuss the application of M4 to the cosmic ray muon

data.
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CHAPTER X
RESULTS

With the experimental data sample defined and the principles established for
the generation of the theoretical distributions, we can now make the direct theory-
to-experiment comparison. Two independent questions can be asked from such a

comparison:

1. Do the shapes of the theoretical and experimental energy distributions match

if we do not force the energy scale?

™~

. Does the energy scale we obtained in Chapter IX put the theoretical and

experimental peaks in the same place?

The first question deals with the understanding of Landau fluctuations and resolu-
tion effects, while the second one tests the success of our energy calibration.

We will address both of these questions, on a layer-by-layer basis, in the sec-
tions below. In answering the second one, we will deal with the absolute energy
scale as well as the layer-to-layer consistency of the calorimeter signal. Finally, we
will present the energy scale comparison for a subset of muons stopping inside the
calorimeter for which the incident energy is measured by the muon range.

Generation of Theoretical Spectra

The Landau theory as described in Chapter V allows for a full description of
the spectrum shapes. Equations (56-62) describe the energy lost by ionization by a
charged particle incident on a thin absorber. The predicted energy loss distributions
can be obtained by application of these equations to the specific system under study.

The generation of the theoretical spectra is best described as a two stage pro-
cess. The first involves the generation of the pure layer-bv-laver signal distributions.
These distributions contain the signal that would be seen in the liquid argon gaps of
the calorimeter in the absence of resolution-broadening effects (such as pedestal fluc-

tuations) or experimental biases (such as sharing). In reality, these effects do play a
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role, so that prior to comparing the experimental and theoretical distributions. these
experimental effects must be properly folded in to the pure signal distributions. The
convolution of the experimental effects is the second of the two stages; each of these
stages is described seperately below. —
A Caveat

The Landau theory applies to a continuous medium: all energy lost in the thin
layer of material is assumed to be fully sampled and detected. This includes the
higher-energy delta-rays, that can travel long distances in the medium, leaving a
trail of secondary ionization in their path. Such secondary ionization is part of the
Landau description of the energy loss, and as such will be included in the energy
deposition spectra obtained from the theory.

In sampling calorimeters, however, the contribution to the energy loss by these
delta-rays is altered by *“plate-effects”: the readout layers are interrupted by ab-
sorber plates. Those delta-rays produced in the gap that are of sufficient energy to
reach the absorber plates, and therefore deposit some of their energy in the uranium
layers, will be only fractionally sampled by the calorimeter. Since these delta-rays
are of relatively high energy, it is the tails of the distributions that are affected most
by this inhomogeneity [31).

Full modelling of the energy deposition of muons in sampling calorimeters re-
quires an extensive and quite complicated monte carlo. A full description would
involve not only the correct treatment of delta-rays in the argon, but delta-rays in
the absorber, and all of the non-ionization effects described in Chapter V - radi-
ation, direct pair-production, and photonuclear reactions — in both the absorber
and readout material, that manages to get sampled. Evidence suggests that these
energy loss mechanisms also predominantly effect the tails of the distributions in
sampling calorimeters |{31].

Such a complete description has been considered for use in this study, and our
conclusion is that such an approach would demand a prohibitive amount of time and

effort to implement and understand. We therefore have chosen not to include these
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“plate-effects” in our modelling of the ionization losses as predicted by Landau, and
have also omitted the non-ionization losses mentioned above. We are thus choosing
a “minimal” theory to see if it explains our data.

In order to obtain an accurate measure of the energy loss. we have chosen the
most probable (or peak) of the distribution to characterize the distributions. This
diminishes the effects of the tails that we believe are most affected by the processes
we have not modelled, while still allowing for a well-defined description of the energy
deposition.

Obtaining the Pure Theoretical Signal Distributions

We are interested in simulating the energy loss in the active layers of the calorime-
ter. The material-dependent parameters (n. in the expression for £, and I in that
for € - see Equations (56) and (59)) are well-defined. with the former being read-
ily calculable and the latter available from tables {47]. The integral describing the
universal function (f.(A)) can be evaluated numerically, at many different values of
A. A given incident energy defines all kinematic parameters in the theory (8 and
v). Using all of the above. random numbers that have been generated according to
the x(W, z) probability distribution, give the value of the energy loss for a parti-
cle of a known incident kinetic energy in the argon on a given event. The energy
loss distribution is the spectrum resulting from many such throws of the dice, each
throw representing a vaiue of the energy loss that varies statistically according to
the Landau theory.

The minimum incident kinetic energy required for a muon to reach LFH1 is 3.3
GeV at the top of the muon iron. which is the point from which the -r‘—; cosmic ray
differential energy spectrum must be referenced. Muons are generated according to
this distribution at the top of the iron, and their energy is reduced by the mean
’%— in the toroid. This gives the appropriate energy distribution at the top of the
cryostat.

The muons are then followed through the calorimeter on a plate-bv-plate. gap-
:IIE

by-gap basis: their energies are reduced by the mean 32 in the appropriate absorber
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plate (either copper or uranium), and by the energy loss obtained from the Landau
theory (as described by the procedure above) in the liquid argon gap. A particle
entering a unit cell has kinetic energy £ upon encountering the absorber. Its energy
is ' = E- < %ﬁ > Az upon_exiting the plate and entering the argon, where
< % > is the mean % of the muon in the appropriate absorber material, and Az
is the thickness of that material. In order to determine the energy lost in the argon
gap, the dice are thrown according to the prescription described earlier, with the
kinematic parameters corresponding to E’. The subsequent energy loss in that gap,
AE', is computed. The energy is then reduced by the amount AE’ upon entering
the next plate, and the process is repeated throughout the calorimeter in the layers
of interest. The measured signal is a sum of single-gap energy losses. and so the final
readout signal in a given layer on a given event results from summing the losses in
the appropriate number of liquid argon gaps for that layer. Since the experimental
distributions have been corrected for their angle of incidence (see Chapter VIII), the
theoretical modelling is done assuming the muons enter the calorimeter at normal
incidence.

The above application of the Landau theory for our calorimeter gives the ex-
pected pure signal distribution, in MeV, in all layers of interest for the cosmic ray
muons. We describe below the process of adding the experimental effects to these
signal distributions. appropriate for making the experiment-to-theory comparison.

Introducing the Experimental Effects

The final theoretical distributions we have used to compare with the experimen-
tal data fold in the contributions from two additional effects: pedestal fluctuations
and sharing. Random numbers are produced according to the appropriate pedestal
and sharing distributions, with each of these distributions obtained on a layer-by-
layer basis from the experimental data. Pedestal distributions are readily available
from appropriate analysis of the off-track pedestals. The sharing distribution is ob-
tained by establishing the number of cells in a given layer that are intercepted by

the line projected into the calorimeter from the CDC information. Random num-
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bers produced according to these distributions for each layer are applied in order to
mimic the experimental situation.

We choose to compare the spectra obtained by the algorithm that picks out the
maximum in the 3X3 patch. " he significantly better resolution that characterizes
these spectra results in theory-to-experiment comparisons that are more telling: the
signal has not been obscured by the adding of many cells, each containing pedestal
fluctuations. The summing algorithm, as mentioned in Chapter VIII, would resuit
in a distribution ot much poorer resolution, and hence is less useful for our purposes
here.

For a given layer, then, the signal in each of the appropriate number of gaps is
obtained from the Landau modelling. For each event, a random number is selected
according to the sharing distribution for that layer, which describes what fraction
of the gaps in that layer contribute to the signal in, say, cell A, and what fraction
contribute to the signal in cell B. (The number describing the sharing therefore varies
between 0 and 1.) Random numbers are also selected, according to the pedestal
distribution in that layer, 9 times for each event, to represent the pedestals in the
9 cells that are considered in the 3X3 patch. The signal in cell A is added to 1
pedestal (chosen at random), the signal from cell B is added to a different one,
and the maximum of these two resulting signals and the 7 other pedestal signals
is determined. This, for that layer and that event. represents the signal which we
enter into the theoretical energy loss spectra. The spectra so obtained from all layers
of interest are those which we now use to compare to the experimentally-obtained
distributions.

Comparison of the Experimental and Theoretical Spectral Shapes

Figures (29-32) show the resuits of our theory-to-experiment comparisons. In
order to compare the two distributions, we have left the energy scale a free pa-
rameter in the theoretical spectra. The dotted distributions are the experimental
distributions, and the solid are the theoretical ones. All units are in ADC' counts.

Figure (29a) shows the comparison of the two distributions in EM3 when neither
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pedestal fluctuations nor sharing distributions are folded into the theory. Figures
(29b) and (30a) show the slight improvement when one or the other is introduced
by itself. As is seen in Figure (30b), it is not until both effects are folded in that the
theoretical distributions fit the data. The plots in Figures (31) and (32) show the
resulting spectra, with both experimental effects folded in, for all electromagnetic
and hadronic layers, respectively. The shapes of the experimental distributions are
in good qualitative agreement with those from the theory.

Energy Scale

As discussed in the previous chapter, the most desirable absolute energy scale
factor to use when describing visible energy is M4 (M4 = 3.75 £ 0.16 ADC'/MeV).
In order to obtain an energy unit common to both theory and experiment, we
multiplied, on an event-by-event basis, the theoretical distributions described above
by M4. This gave the nominal expected energy loss distributions (again, layer-by-
layer) in (expected) ADC’ counts.

A quadratic function was used to fit the distributions so obtained. with the
region of the fit restricted to approximately half the peak height. The same fit was
performed for the experimental spectra. From this, we have a value of the peak
position for both the experimental distributions and the theoretical ones, in the
same units. The ratio of the peak positions measures the level of agreement of our
energy scale with the theoretical model. We have expressed the ratio as:

Peak(experimental) _
Peak(theoretical)

(125)

In short, a is the factor by which the energy scale M 4 would have to be adjusted in
order to obtain identical theoretical and experimental peak positions. A vaiue of &
= 1 means the two peaks agree perfectly.

Table X.1 shows the values of a for each upper layer of the calorimeter, as
determined from the sample of tracks required to reach LFH1. The statistical er-
ror represents an addition in quadrature of the statistical fitting errors. The 2%

systematic error resuits from two effects:
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Layer ' ax stat.error ! SVSt. errors
| UEM1 | 0.98 £ 0.02 | !
UEM2 | 0.96 + 0.03 | ;
UEM3 | 1.05 + 0.02
- UEM4 | 1.06 + 0.02 | = 2% (CR energies) ‘
UFH1 | 1.18 + 0.02 = 4% (My) ‘
UFH2 | 1.14 £ 0.01 5
UFH3 | 1.12 + 0.02 l
UCH | 1.18 £ 0.03 i

Table X.1. Values of a for tracks required to reach LFH1. Values are for layers in

upper half of calorimeter only. The errors are described in the text.

a. An assumed uncertainty of = 100 MeV in the starting energy (the lowest possi-

ble energy for which a finite signal in LFH1 is obtained), which, in conjunction
with the 77 cosmic ray spectrum fall-off. results in an overall raising (+100
MeV) or lowering (—100 MeV) of the predicted signal in each layer;

. The differential fall-off of the cosmic ray spectrum of E‘y depends on both
energy and incident angle. The portions of the spectrum we are concerned
with here fall as iy, where N varies between 2 and 3 (68,71]. A portion of the
2% reflects this variation in the energy dependence of this fall off.

The 4% systematic error reflects the total uncertainty in M4, as described in the

previous chapter.

Layer-to-laver Signal Consistency

We can now ask whether the signal is the same throughout the different lavers

in the calorimeter. Given that the nominal gap widths are the same throughout

the detector. and the gain-corrections remove any layer-to-layer differences in the

expected signal, we expect all of the energy scales to be the same, within errors, in

the different calorimeter lavers. We use the above values for  in the different layvers

to test this expectation.

Table X.2 shows a summary of the resuits. <ALL LAYERS> is a weighted mean
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| <ALL LAYERS> ' = | 1.102 + 0.006 |
! <EMONLY> | =i1.021 £ 0.011 |
| <FHONLY> ! =11.143+ 0.008 |
| <FH>/<EM> =1 112+ 0.02 |

Table X.2. Signal consistency in the upper layers of the calorimeter, for those tracks
that reach LFH1. Quantities are defined in the text.

of a for all layers, with <EM ONLY> and <FH ONLY> being the corresponding
weighted average for the respective sections. The resulting <FH>/<EM> ratio,
used conventionally throughout the collaboration, is as shown. We find a (12 +
2)% difference between the response in FH and that in EM. There will be further

discussion of this in the next chapter.

The Value of the Scale Factor M 4

The test of whether M 4 has the correct absolute value is whether the a; in Table
X.1 agree with 1 within the combined statistical and systematic uncertainties. We
interpret a significant deviation of the a; from 1 as a discrepancy between the
expected and observed energy scale in a given layer.

For all electromagnetic layers, the a; are consistent with 1 within the errors:
we therefore say that our energy calibration works for all of these layers. For the
hadronic layers, the a; differ significantly from 1 even after the systematic errors are
added to the statistical ones, reflecting the <FH>/<EM?> discrepancy described in
the previous section. We therefore conclude that, within our model, the energy scale
M4 works for the electromagnetic layers, and that it fails at about the 10% level for
the hadronic ones.

Application to Stopping Particles

As described in Chapter VIII, a subset of stopping muons is chosen by requiring
a finite signal in lower fine hadronic layer 1, and by also requiring there be no signal
in lower CH. This sample, then, has stopped somewhere in the lower fine hadronic

(LFH) layers. The incident energy at the top of the muon iron for such a sample is
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(3.7 £ 0.4) GeV, giving a ~ + 10% determination of the incident energy. We looked
at those layers for which the energy loss is well-defined: all upper 8 layers of the
calorimeter, and the lower electromagnetic sections, for a total of 12 layers.

Restricting the muons to this well-defined_energy at the lower end of the cosmic
ray muon energy range does not alter the results obtained above, as shown in Tables
X.3 and X 4.

In conclusion, there is good qualitative agreement between the shapes of the
theoretical and experimental spectra. The a; obtained for both reaching and stop-
ping tracks also agree with one another. The <FH>/<EM> response imbalance is
evident in both samples. The a; for the electromagnetic layers agree with M 4, but

the hadronic ones do not. The latter a; do. however. agree with one another.
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— Layer T'at stat.error I syst. errors
LEM4 | 0.97 £ 0.02 ‘
LEM3 | 1.03 £ 0.02
LEM2 | 1.01 £ 0.04
LEM1 | 0.96 + 0.10
UEM1 | 1.04 £ 0.08
UEM2 | 1.01 £ 0.08 | = 2% (CR energies)

UEM3 | 1.10  0.03 = 4% (M)
| UEM4 | 1.05 £ 0.02 ﬁ
. UFHL | 1.16 + 0.05 | |
- UFH2 | 1.14 + 0.03

{ UFH3 | 1.10 % 0.03 |
| UCH | 1.17 £ 0.05 | |

Table X.3. Values of a for tracks required to stop in LFH. Data from both the upper

and lower EM layers are given.

| <ALL LAYERS> | = : 1.051 = 0.009 |
<EM ONLY> = 1.026  0.010 ||
<FH ONLY> | = : 1.126 + 0.020 ||
<FH>/<EM> @ =: 110+ 0.02 |

Table X.4. Signal consistency for tracks that stop in LFH. <EM ONLY> includes

data from both the upper and lower EM sections.
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CHAPTER XI
CONCLUSIONS

As shown in the previous chapter, the shapes of the theoretical and experimental
distributions agree quite well. The agreement is better in the region of the peak than
in the tails, as expected. Full inclusion of the experimental effects was necessary
before the theory approximated the experiment well. That the fits in the peak
were as good as they were indicates that good resuits can be obtained from the
information in the peak region without modelling the “plate-effects”. At the typical
energy of our cosmic rays, the simple continuous medium Landau theory appears
to be a good approximation to the energy loss in the active layers of our sampling
calorimeter.

The two ways of obtaining the energy conversion scale, from measuring the
charge sensitivity of our electronics (M 4), and from the test beam carry-over (MTpa¢),
agree well.

The good agreement of the experimental and theoretical shapes in the peak
region makes the most probable energy a viable vehicle for checking this energy
scale. One would expect this to be less true, in general, if one were to use the mean
to characterize the Landau distributions, as the fluctuations in the tails greatly
effect the mean. The peak appears to be insensitive to both the inhomogeneity of
the medium and, at the typical energies we are interested in here. the losses due to
radiation and other non-ionization processes.

The a; obtained for the electromagnetic section agree with M ;. Those for FH
and CH are = 10% high, but they do agree with one another.

The <FH>/<EM> response imbalance has received much attention in the col-
laboration — our value for both samples is consistent with =~ 10% difference in the
response between the two. An effect of approximately the same magnitude and sign
(<FH>/<EM> > 1) was seen at the test beam during tests of the central calorime-

ter modules. Beam tests of endcap calorimeter modules, however. did not exhibit
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this response difference when studied at the test beam last year. The source of
the effect in CC is still not understood; we have, however, done much work toward
trying to understand it.

There are two possible sources of the problem that immediately leap_to mind:
one involves the capacitance-dependence of the gain corrections, and the other is
related to module construction. As discussed in Chapter VI, if the calibration pulser
and the data are not timed properly relative to one another, the gain correction will
have a capacitance-dependent bias. The total capacitance of the FH channels is
about a factor of 2 to 3 higher than those in EM. If the calibration puliser is timed
incorrectly relative to the data, an <FH>/<EM> response imbalance is precisely
what one would expect to see. This has been studied and measured at both the test
beam and for the Cosmic Ray Run. In both cases, to the best of our knowledge,
the timing was done properly. We believe one cannot blame the signal imbalance
on the relative channel-to-channel calibration done with the calibration pulser.

The other suspected source is the module construction. If the liquid argon gaps
in the FH and CH modules were, on average, uniformly ~ 10% larger than those
in the EM section, this would produce such a difference in the response. As far as
we know, this possibility still appears to be the only alternative that has not been
definitively disproved.

We believe that ~ 1% calibration will be achieved using the test beam carry-
over. For much of the physics we are concerned with for DO (i.e., jet studies, top
search), this is quite adequate. For precision measurements of the W mass. however,
we would like to achieve a measurement to = 0.1% or better. The W mass energy
scale will have to be obtained from mass measurements of the Z.

Finally, we mention one of the most satisfying results of the Cosmic Ray Run:
we were able to characterize a device designed for high mass physics using min-
imum ionizing particles. which are at the very low end of the dynamic range of
the electronics. System instabilities, noise, and other fluctuations did not swamp

the small muon signal. despite the low signal-to-noise ratio. The device worked re-
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markably well, and running all systems together posed no insurmountable problems.
All indications are that we have a detector that should work quite well for collider

physics.
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Figure 2: Cross sectional view of the D0 central tracking detectors in one quadrant

of the r-Z plane. ( The abscissa points along the physics Z-coordinate). (from {15))
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Figure 4: Cutaway view of the DO calorimeters. (from {16])
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Figure 5: Simple model for the development of an electromagnetic shower. Solid
lines (with +) indicate electrons (positrons) and wavy lines indicate photons. The

numbers at the bottom indicate the distance measured in radiation lengths. (from

24])
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Figure 6: The cross-sections for pair production, Compton scattering, and the pho-
toelectric effect, as a function of the photon energy in carbon (a), iron (), and
uranium (c). The fractional energy loss by radiation and ionization. as a function

of the electron energy, in carbon (d), iron (e), and uranium (f). (from (33)])
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Figure 7: The energy deposit as a function of depth, for a 10 GeV electron shower

developing in aluminum. iron, and lead, showing approximate scaling of the longi-

tudinal shower profile. when expressed in units of radiation length, Xo. Resuits of

monte carlo calculations. (from (33))
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Figure 9: Monte cario simulation of the effects of 72— # 1 on the signal linearity of
hadron calorimeters. E, is the energy of the incident hadron. (from {26))
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Figure 10: Experimental data for the CDHS calorimeter ( £ = 1.4) and the HELIOS
calorimeter (£ = 1.0), showing the energy resolution as a function of the incident

hadron energy. (from (26))
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electrons in a 90% Ar + 10% CH,4 gas mixture. (from (54])
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Figure 16: Calculated contributions to the energy loss from ionization (i),
bremsstrahlung (b), pair production (p), nuclear interactions (n), and their sum

(s) as functions of the energy in hydrogen (a), iron (b), and uranium (c). (from (47)
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Figure 17: Simple schematic of the DO calorimeter electronics. (from (65))
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Figure 18: Pedestal distributions for electromagnetic layer 2 (EM2) and the coarse
hadronic (CH) sections. The pedestal distribution for EM2, which uses uranium

absorber. is asymmaetric due to the uranium noise. The CH pedestals are symmetric,

as copper is used in this section.
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uranium noise). (from {65])
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Figure 20: Off-track pedestal means in the electromagnetic sections (upper) and
the fine hadronic sections (lower) of the calorimeter, as computed from data taken

during the Cosmic Ray Run.
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left (right) is without (with) an artificial noise source introduced. (from (65])
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Figure 23: Signal shape, as a function of sampling time. at the output of the BLS
for 3 different capacitance values (Cp). (from (58))
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Figure 24: Event display of a muon passing through the detector, in side view.
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Figure 25: Distribution of the Z-position of the muon tracks at the beam pipe (X
=Y = 0), extracted from central drift chamber information during the Cosmic Ray

Run.
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Figure 27: Distributions resuiting from event-by-event summing of the 3X3 cell
area (dotted), and from picking the maximum (solid), for magnet-off, non-zero-

suppressed event sample.

143




Data from "electron energy scan_2"
m N 1 " /] " 1 " 1 " 1 4 N

| I l l
y l. . 33.891 + 256.20x R*2 = 1.000

20000

o 20 40 80 80 100 120 140
energy

Figure 28: Measured electron energy in test calorimeter (arbitrary units — see Chap-
ter IX) as a function of incident electron energy (as determined from bending mag-

nets in the beam line). Data was obtained from DO test beam run. (from {64])
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Figure 29: Comparison of shapes of experimental (dotted) with theoretical (solid)
distributions for EM3. Theoretical plot represents pure Landau prediction with
no experimental effects folded in (a), and the maximum in the 3X3 when pedestal
fluctuations. but no sharing, are added to the pure Landau spectrum (b). Details

are in Chapter X. 145
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Figure 30: Comparison of shapes of experimental (dotted) with theoretical (solid)
distributions for EM3. Theoretical plot represents the maximum in the 3X3 when
sharing, but no pedestal fluctuations, is introduced (a), and the maximum in the
3X3 when both pedestal fluctuations and sharing are introduced (b). Details are in
Chapter X.
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