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An optical instrument for the determination of trace HzO in N2 and
HCI gases has been built. It is based on a commercial Fourier transform
infrared spectrometer (modified to improve the purge), a long-path gas cell,
and classical least squares data analysis. The optimum instrumental
parameters have been determined. Particularly important, is the finding
that maximal precision is obtained at low resolution, implying that future
instruments may be based on less expensive, low-resolution spectrometers.
A calibration over the range of 40 to 1800 ppb has been performed and
found to be in good agreement with published spectral data. Also,
detection limits have been shown to be about 10 ppb. Suggestions are
made to improve the design of the instrument.

I. INTRODUCTION

Deliver,), systems for corrosive gases may be compromised by contamination with
even low levels of water vapor. Internal corrosion leads at first to increased particle
counts in downstream fabrication tools and later to catastrophic failure. Once corrosion
begins, its progress is difficult to arrest since the corrosion itself becomes a moisture

source. To extend the life of gas delivery systems and improve wafer yields there is a
need for an in-line monitor of H20 contamination. The goal of this work is to develop
an in-line instrument based on FTIR spectroscopy that is compatible with corrosive gases.
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II. EXPERIMENTAL

II. 1. Instrumentation

Fig. 1 shows the layout of the optical components. The spectrometer is a Nicolet

800 spectrometer operated with a glowbar source (S) and a KBr beamsplitter. The

spectrometer, as delivered, has a purge that is inadequate for trace moisture detection.
To improve the purge, the entire spectrometer was placed in a polycarbonate box. The

deuterated tryglicine sulfate (TGS) detector is used to measure the background water

vapor concentration inside the spectrometer, while the indium antimonide (InSb) detector

is used to measure the instrument background plus sample water vapor concentration.

The strongest H20 absorption bands in the mid-infrared are centered at approximately
1600 and 3800 cm _ Based upon the experimental conditions, we chose to use an InSb

detector and the 3800 cm _ spectral region for the analysis.

We performed experiments using two different gas cells, as illustrated in Fig. 1.

The 22 m multiple-pass White cell (Infrared Analysis Incorporated) is of conventional

design with 4" diameter optics enclosed in a 6" diameter Pyrex tube with anodized

aluminum end caps. The Axiom cell (Axiom Analytical Incorporated) has eight nickel-

coated brass tubes of 2 m length and 1.25" diameter. It has a folded, single-pass design
with two 45 ° mirrors at the end of each tube. The mirror assemblies can be repositioned

on the tubes to give a configuration of 2, 4, 6, or 8 tube lengths.

A complete description of the gas handling system is found elsewhere (1). The

tubing is 316L stainless steel, seamless, electropolished. The moisture analyzer

(Aquamatic Plus by Meeco Incorporated) is used as reference method. A permeation tube

(GC Industries) is housed in a L'eau Pro moisture generator (Meeco Incorporated) and is

used to generate different amount of water vapor concentrations in N 2.

II.2 Multivariate Data Analysis

There exist a variety of multivariate techniques for spectroscopic analysis including

classical least squares (CLS)(2), partial least squares (3), principal component regression

(4), and others (5). CLS was chosen as the appropriate analytic method due to the

relative simplicity of our spectroscopic model (1).

Absorption spectra were produced from the sample interferograms without relying
on an independent background spectrum. Instead, each interferogram was used to

produce its own background spectrum by removing the high frequency information before
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performing the Fourier transio_m. This was achieved by severely apodizing the

interferogram with a narrow gaussian function.

Ten regions, encompassing the strongest peaks in the 3 800 cm 1 region, were chosen

for the CLS computation. In each region the CLS algorithm fit the unknown spectrum

with the reference spectrum and a linear baseline. This gave a value for the intensity of

the unknown spectrum, relative to the reference spectrum in each region. A weighted

average of these values gave the final concentration result, where the weighting factors

were inversely proportional to the square of the spectral residuals.

III. RESULTS AND DISCUSSION

Fig. 2 illustrates the increase in the precision, or signal to noise ratio (SNR), of the
CLS method over the univariate method for a series of resolutions at a fixed collection

time. The data are experimental, where the SNR is taken as the ratio of the predicted

concentration to the standard error of estinaate (SEE) of the prediction for 40
measurements of a slowly varying sample. The univariate results are derived from the

peak height of the absorption band at 3837.87 cm 1 and based on an analogous calculation

for 40 repeated measurements. Experimentally, we see that the improvement of CLS over

univariate is from 2 to 5 times. Surprisingly, resolving the narrow t-l,O bands (FWttM

,_ 0.20 cm _) is not necessar3.' to achieve optimal precision. In fact, the greatest precision

is achieved at 2 to 4 cln _ resolution, allowing the use an inexpensive interferometer ira
the final instrument.

A noise analysis was performed to determine the optimum path length of the Axiom

cell. The peak of the SNR occurs at a length of 14.5 m. However, in order to better and

more quickly attain steady-state conditions within the gas cell, we chose to use a sub-
optimal gas cell length of 8 m. It is also of interest to note that in the simplest case,

when there is a single detector, the length of the Axiom cell calculated for maximal SNR

is 6.2 m(1).

Fig. 3 plots the t-I20 concentration in N 2 determined spectroscopically verses the

concentration determined bv the reference method, using the Axiom gas cell and a range

of concentrations from 40 to 320ppb. The inverse of the slope of the best-fit line gives

a calibration for the arbitrar3, CLS units, which is I06.3 ppb per CLS unit (standard error

= 71 ppb). We repeated the calibration with the White cell using somewhat greater

levels of tt,O (i.e., 150 - 1800 ppb), and found a value of 44.1 ppb per CLS unit

(standard error = 1.1 ppb). Adjusting the White cell results to an 8 m path yields an

equivalent calibration of 121.2 ppb per CLS unit (standard error = 2.9 ppb). Although

reasonably close, the two calibration results may differ due to systematic errors (1). The

data may also be presented in the form of cross-validated calibration plots . In such a



case, the standard error of prediction (SEP) is equivalent to the measurement error. In this
way, we determined that the errors for the experiments were 18 ppb using the single-pass

Axiom cell, and 48 ppb using the multi-pass White cell (1).

The concentration of H20 was determined by two separate measurements of 10

minutes each: first, the instrument background plus sample (InSb detector), and second,

the instrument background alone (TGS detector). The final concentration estimate was
then calculated as the difference between the concentration values produced from these
two measurements. The error in the individual InSb and TGS concentration values were

determined by 54 repeated measurements on a stable sample of H20 in N 2 over a nine-

hour period. Since a small amount of drift (about 10 ppb, in this case) was unavoidable,

the SEE was used as the measure of precision, where the drift was modeled by a second

order polynomial. The SEE's are: 3.3 ppb for InSb, and 9.1 ppb for TGS, using a
pathlength of 8 m. The background determination was less precise due to the choice of

the noisier TGS detector for this task, which was chosen because the present experimental

setup does not permit a liquid nitrogen cooled detector to monitor the spectrometer

background. The measurenlent precision for H20 ira HCI was determined from a similar
set of repeated naeasurements, as illustrated in Fig. 4, which was collected with

approximately 100 ppb H_O in HCI within the 8 m Axiom cell. In this case, the InSb

SEE is 8.4 ppb, which is poorer than the corresponding nitrogen value due to the effect

of" the interfering species, CO 2 and CH4, in HCI. Also, the preceding analysis is based
upon the assumption that the calibration for low levels of HT,O in HCI is identical to the

calibration for tteO ira N-,. This point has been addressed in the literature (6,7) and will

be the subject of future investigation.

From the errors determined experimentally (18 ppb for the low range calibration; 3.3

ppb due to InSb, and 9.1 ppb due TGS) the residual error is calculated as follows:

o_._ = [18 ppb: - 3.3 ppb 2 - 9.1 ppb-" ]"s = 15.2 ppb

This error is consistent with the specified performance of the reference method.

Following an analogous calculation for the high range calibration (not shown) (1), the

residual is found to be 48.0 ppb. Wkile the error of the reference method must be near

15 ppb for this case also, there is the added problem of attaining adequate equilibrium

with the White cell. Errors due to the difficulty in achieving equilibrium are

indistinguishable from errors due to the reference method and may explain the higher

residual error. Considering only the errors from the FTIR system, it appears that the

detection limits for the current instrument are: 9.7 ppb (%_su = 3.3 ppb, o'ras = 9.1 ppb) for

H:O in N:, and 12.4 ppb (%,,sb= 8.4 ppb, %.os= 9.1 ppb) for H:O in HCI.

From the calibration discussed above it is possible to derive an absorptivity for each

H20 band in the spectrum. The absorptivities found in this work (using 106 ppb per CLS

unit) were compared with those published in the HITRAN data base (8). We found that
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our measured values were typically 77% of those derived from HITRAN.

IV. DESIGN IMPROVEMEN-TS

The current mechanism for switching between sample and background measurements

is slow and requires that all the scans for one measurement be completed before

beginning the other. A new design will use a single InSb detector with two nearly
identical beam paths to alternately collect the sample and background interferograms, at

about one scan per second. This minimizes the effect of the background drift and avoids

the use of the low performance TGS detector.

Significant improvement in the SNR can be realized through the use of optical and

electronic filters. A redesigned system will use an optical bandpass filter to limit the light

incident on the detector to only those spectral frequencies of interest, allowing us to boost

the signal while avoiding detector saturation (1). Also, during the current set of
experinaents, the electronic bandpass filters of the spectrometer were set to collect spectra

from 0 to 7900 cm 1. Since we are interested in only a small portion of the spectrum, the

electronic pass band can be trimmed significantly, greatly reducing the amount of noise

at other electronic frequencies (1).

The current implen_entation of the CI.S algorithnl considers only a single

component, HxO , in addition to a linear baseline, tlowever, semiconductor grade ItCl can

have a significant amount of other gases that absorb in the 3600 to 3900 cnf _ region, For

example, the HCI used in these experiments has a specified limit of 10 ppm for CO2, and
2 ppm for CH 4. [n the future, a three-component CLS analysis will be used, which

should improve the H20 estimate, and will provide simultaneous information on CO: and

CH4 impurity levels (1),

With these enhancements, it will be possible to shorten the collection time

substantially mad still maintain a detection limit superior to the present instrument. We

project that a redesigned instrument with the foregoing enhancements will have a

detection limit of better than 1 ppb, using a one minute data collection time (1).
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