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ABSTRACT 
 
The objective of the proposed research is to utilize modern computational tools, integrated with 
focused experiments, to design innovative ferritic NiAl-strengthened superalloys for 
fossil-energy applications at temperatures up to 1,033 K. Specifically, the computational alloy 
design aims toward (1) a steady-state creep rate of approximately 3 x 10-11 s-1 at a temperature of 
1,033 K and a stress level of 35 MPa, (2) a ductility of 10% at room temperature, and (3) good 
oxidation and corrosion resistance at 1,033 K. 
 
The research yielded many outstanding research results, including (1) impurity-diffusion 
coefficients in α Fe have been calculated by first principles for a variety of solute species; (2) the 
precipitates were characterized by the transmission-electron microscopy (TEM) and 
analytical-electron microscopy (AEM), and the elemental partitioning has been determined; (3) a 
bending ductility of more than 5% has been achieved in the unrolled materials; and (4) optimal 
compositions with minimal secondary creep rates at 973 K have been determined. 
 
Impurity diffusivities in α Fe have been calculated within the formalisms of a harmonic 
transition-state theory and Le Claire nine-frequency model for vacancy-mediated diffusion. 
Calculated diffusion coefficients for Mo and W impurities are comparable to or larger than that 
for Fe self-diffusion. Calculated activation energies for Ta and Hf impurities suggest that these 
solutes should display impurity-diffusion coefficients larger than that for self-diffusion in the 
body-centered cubic Fe. Preliminary mechanical-property studies identified the alloy 
Fe-6.5Al-10Ni-10Cr-3.4Mo-0.25Zr-0.005B (FBB-8) in weight percent (wt.%) for detailed 
investigations. This alloy shows precipitation of NiAl particles with an average diameter of 130 
nm.  
 
In conjunction with the computational alloy design, selected experiments are performed to 
investigate the effect of the Al content on the ductility and creep of prototype Fe-Ni-Cr-Al-Mo 
alloys. Three-point-bending experiments show that alloys containing more than 5 wt.% Al 
exhibit poor ductility (< 2%) at room temperature, and their fracture mode is predominantly of a 
cleavage type. Two major factors governing the poor ductility are (1) the volume fraction of 
NiAl-type precipitates, and (2) the Al content in the α-Fe matrix. A bend ductility of more than 
5% can be achieved by lowering the Al concentration to 3 wt.% in the alloy.  
 
The alloy containing about 6.5 wt.% Al is found to have an optimal combination of hardness, 
ductility, and minimal creep rate at 973 K. A high volume fraction of precipitates is responsible 
for the good creep resistance by effectively resisting the dislocation motion through 
Orowan-bowing and dislocation-climb mechanisms. The effects of stress on the creep rate have 
been studied. With the threshold-stress compensation, the stress exponent is determined to be 4, 
indicating power-law dislocation creep. The threshold stress is in the range of 40 ~ 53 MPa. The 
addition of W can significantly reduce the secondary creep rates. Compared to other candidates 
for steam-turbine applications, FBB-8 does not show superior creep resistance at high stresses (> 
100 MPa), but exhibit superior creep resistance at low stresses (< 60 MPa).  
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A. EXECUTIVE SUMMARY 
 

Currently, ferritic steels are used at temperatures below 894 K for 
fossil-energy-conversion systems due to their limited creep resistance and poor steam-corrosion 
resistance at higher temperatures. In order to improve the thermal efficiency of steam turbines, 
the Ultra-Supercritical Steam Turbines Program sponsored by the Department of Energy (DOE) 
Fossil Energy Program requires an increase of the steam temperature from 866 to 950 K by the 
year 2010 and to 1,033 K by 2020.  

 
The objective of the proposed research is to utilize modern computational tools, 

integrated with focused experiments, to design innovative ferritic NiAl-strengthened superalloys 
for fossil-energy applications at temperatures up to 1,033 K. Specifically, the computational alloy 
design aims toward (1) a steady-state creep rate of approximately 3 x 10-11 s-1 at a temperature of 
1,033 K and a stress level of 35 MPa, (2) a ductility of 10% at room temperature, and (3) good 
oxidation and corrosion resistance at 1,033 K.  

 
During the four-year joint-university project, efforts have been devoted to achieving 

these objectives by a variety of computational and experimental methods. The resulting 
outstanding research outcomes are listed as follows: (1) impurity-diffusion coefficients in α Fe 
have been calculated by first principles for a variety of solute species; (2) a bending ductility of 
more than 5% has been achieved in the unrolled materials; (3) optimal compositions 
[Fe-6.5Al-10Ni-10Cr-3.4Mo-0.25Zr-0.005B in weight percent (wt.%) and similar compositions 
containing additional W] with minimal secondary creep rates at 973 K (~ 10-9 s-1 for compressive 
creep at 140 MPa and 10-10 ~ 10-8 s-1 for tensile creep at 60 MPa) have been determined; and (4) 
the precipitates have been characterized by the transmission-electron microscopy (TEM) and 
analytical-electron microscopy (AEM), and the elemental partitioning has been determined, 
which facilitates the understanding of the relationships between the microstructure and 
mechanical behavior. 

 
The impacts that have resulted from this project include: (1) the further development of 

a new high-temperature, creep-resistant class of ferritic “superalloy” steels for applications in 
advanced steam-turbine systems; (2) the improvement of room-temperature ductility and 
high-temperature creep resistance by alloying optimizations; (3) the demonstration of a 
computational approach using first-principles calculations for accurately predicting the impurity 
diffusivities in Fe; (4) the augmentation of a diffusion-kinetic database by first-principles 
calculations; (5) the training of two Ph.D. students (Zhenke Teng and Shenyan Huang), one 
research associate (Dr. Gongyao Wang), and one undergraduate student (Daniel Worthington) in 
the integration of state-of-the-art computational and experimental methods that will form the 
framework for a modern approach to alloy design; (6) research work published in three 
high-level journal papers, prepared in a number of papers for future publications, and presented 
at several academic conferences; and (7) recognized student and faculty awards related to the 
research work.  
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B. REPORT DETAILS 

Self and impurity diffusivities in the body-centered-cubic (bcc) iron have been 

calculated within the formalisms of a harmonic transition-state theory, and the Le Claire 

nine-frequency model for vacancy-mediated diffusion. The approach combines first-principles 

calculations of the vacancy formation, migration, and solute-binding enthalpies and entropies in 

the ferromagnetic phase, with an empirical relationship for the effect of magnetic disorder on 

diffusion-activation energies. Calculated Fe self-diffusion and Mo and W impurity-diffusion 

coefficients are shown to agree within a factor of five with the most recent experimental 

measurements in both the ferromagnetic and paramagnetic phases. Calculated diffusion 

coefficients for Mo and W impurities are comparable to or larger than that for Fe self-diffusion at 

all temperatures below the α-γ phase transition. Calculated activation energies for Ta and Hf 

impurities suggest that these solutes should also display impurity-diffusion coefficients larger 

than that for self-diffusion in the bcc Fe. 

 Two major problems for the development of ferritic steels strengthened by NiAl-type 

(B2) precipitates are their poor ductility at room temperature and inferior creep and coarsening 

resistance at high temperatures. In conjunction with the computational alloy design, selected 

experiments are performed to investigate the effect of elements (e.g., Al, W, and Zr) on the 

ductility and creep property of prototype Fe-Ni-Cr-Al alloys. The microstructures and 

compositions of the matrix (a α-Fe type) and precipitate phases were characterized by the 

transmission-electron microscopy (TEM) and analytical-electron microscopy (AEM). The phase 

transformation was studied by the differential-scanning calorimetry (DSC).  

Three-point-bending experiments show that alloys containing more than 5 weight percent (wt.%) 

Al exhibit poor ductility (< 2%) at room temperature, and their fracture mode is predominantly 
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of a cleavage type. Two major factors governing the poor ductility are (1) the volume fraction of 

NiAl-type precipitates, and (2) the Al content in the α-Fe matrix. A bend ductility of more than 

5% can be achieved by lowering the Al concentration to 3 wt.% in the alloy. The alloy containing 

about 6.5 wt.% Al is found to have an optimal combination of both creep resistance and ductility. 

Orowan bowing and dislocation climb were identified to be dislocation-particle interaction 

mechanisms. Steady-state compressive creep rates declined in the alloys with 3 ~ 6.5 wt.% Al 

and increased with 6.5 ~ 10 wt.% Al. Tensile-creep experiments by stepwise loading have been 

performed, and the stress exponent and threshold stress have been determined. The addition of W 

can significantly reduces the secondary creep rates. Compared to other candidates for 

steam-turbine applications, the ferritic alloys exhibit superior creep resistance at low stresses (< 

60 MPa) and at 973 K. 

B.1 First-Principles Calculations of Impurity Diffusivities in Bcc Fe 

B.1.1 Introduction 

 In recent years, first-principles computational methods, based on an electronic 

density-functional theory (DFT), have found widespread applications in the modeling of alloy 

thermodynamic properties and phase stability. First-principles methods have been applied 

extensively in calculations of alloy-formation energies, entropies, and phase boundaries, for a 

wide variety of binary and some ternary systems [1-6]. The results of such calculations are also 

increasingly incorporated within the CALculation of Alloy PHAse Diagrams (CALPHAD) 

formalism [e.g., 6-7] for modeling complex multicomponent phase equilibria [e.g., 1,3,6,9,10]. 

In the context of alloy design, an equally important area of applications for DFT methods is the 

calculation of alloy diffusivities. In comparison to the extensive amount of work devoted to 

thermodynamic properties, far fewer diffusion calculations for alloys have been undertaken to 
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date [11-24]. While the number of applications is currently limited, impressive agreement with 

experimental measurements has been demonstrated in recent calculations for a variety of solute 

species in Al- and Ni- based alloys [13,16,20]. For expanded applications of DFT techniques in 

modeling alloy-diffusion kinetics, further diffusivity calculations would be useful to assess the 

accuracy of these methods for other technologically-important systems. 

 In the present work, DFT methods are applied in calculations of impurity-diffusion 

constants for substitutional transition-metal (TM) solute species in the bcc ferritic Fe. This work 

is motivated by an effort aimed at the development of high-temperature, creep-resistant 

Fe-Ni-Al-Cr-based ferritic alloys, containing fine dispersions of coherent, nanoscale (B2-NiAl 

based) precipitates in a bcc Fe matrix [26-29]. To optimize the properties of ferritic alloys for 

such high-temperature applications, it is desirable to identify slow-diffusing solute additions that 

can act to reduce precipitate-coarsening kinetics, and help optimize creep strengths [25,29]. 

 Figure 1 presents a compilation of the available experimental data for impurity 

diffusivities [30-66] in the bcc Fe. The data are exhibited at a representative temperature of 1,050 

K, and are plotted as relative values, i.e., as ratios of the solute-impurity diffusivities to the 

self-diffusivity of Fe at the same temperature. The results are represented as a function of the 

electron to atom ratio for available TM species, as well as a few non-TM elements. In cases 

where more than one data point is plotted for a given species, different measured values are 

reported in the literature [30-66]. In the context of the present work, three points related to Fig. 1 

are noteworthy. First, there is significant discrepancy between the values derived from 

independent measurements for several of the elements – an example is Mo where the reported 

values vary by more than an order of magnitude. Second, published results for most 5d TM 

elements are absent in the current database. Third, there are no clearly apparent slow-diffusing 
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species, with diffusivities that are several orders of magnitude lower than that of pure Fe. The 

goal of the present work is to pursue the application of DFT methods as a framework for 

augmenting the database of impurity-diffusion constants in the bcc Fe, and to help guide the 

search for candidate slow-diffusing solutes in this material. 

 To this end, we present here a framework for calculating impurity-diffusion coefficients 

in the bcc Fe, and assess its accuracy through calculations of self-diffusion, and 

impurity-diffusion coefficients for W and Mo solutes. These two TM solute species are chosen 

due to the availability of recent measurements of impurity diffusivities over a wide temperature 

range [52,53]. The computational approach employed here is based on the nine-frequency 

formalism of Le Claire [67], which accounts for all of the distinct jump frequencies, when the 

solute and vacancy display appreciable interactions at both first and second neighbor distances in 

the bcc lattice. Within this formalism, the computational approach combines first-principles 

calculations of saddle-point, vacancy-formation and solute-vacancy binding energies and 

entropies in the ordered ferromagnetic state, with a semi-empirical model for the effects of 

magnetic disorder on the activation energy [68,69,70] at temperatures up to and above the Curie 

temperature.  Calculations of the relevant hopping frequencies are performed within the 

framework of a harmonic transition-state theory [71,72], following an approach similar to that 

employed in recent calculations of impurity diffusivities in the face-centered-cubic (fcc) Al [20]. 

The overall computational approach shares features in common with the methods employed in 

recent first-principles calculations of Cu, P, Ni, and Cr diffusion in the bcc Fe [14,22-24] – the 

current work extends these previous studies by including direct calculations of the vibrational 

frequencies required to compute diffusivity prefactors. 
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B.1.2 Computational Methodology 

 Measured self- and impurity-diffusion constants in the bcc Fe are often observed to 

display appreciably non-Arrhenius temperature dependencies in the ferromagnetic phase (e.g., 

[69] and references therein). This effect is generally attributed to the dependence of the 

diffusion-activation energy (Q) on the bulk magnetization (M), which is often modeled to have 

the following form [69]: 

 ])(1[)( 2TsQTQ PF α+=                             (1) 

In Eq. (1), QP denotes the activation energy in the paramagnetic state (i.e., where M = 0), and s = 

M(T)/M(T = 0 K) is the reduced magnetization at a temperature, T, which varies continuously in 

the ferromagnetic phase between one at zero temperature, and zero at 1,043 K, the Curie 

temperature [s(T) = 0 for all T in the paramagnetic phase]. α is a species-dependent parameter 

that quantifies the dependence of Q on magnetization. Equation (1) is derived from a mean-field 

analysis of the effects of magnetic disorder on diffusion-acitivation energies in ferromagnetic 

materials [68,70]. In this analysis, the leading order correction to Q is quadratic in s(T). In terms 

of the parameter, α, the activation energy in the fully-ordered ferromagnetic state, 

) 0(0 KTQQ FF == , is related to that in the paramagnetic phase through the relation, 

)1(0 α+= PF QQ . 

 In the present work, Eq. (1) is used to extend the zero-temperature DFT calculations to 

account for the effects of magnetic disorder at a finite T. Specifically, all of the first-principles 

calculations are performed in the fully-ordered ferromagnetic state, where both the diffusion 

prefactor (D0) and activation energy ( FQ0 ) are computed within the framework of a 

harmonic-transition-state theory. To account for the effects of magnetic disorder, Eq. (1) is used 

along with the published temperature-dependent values of s(T) [73,74], and the measured values 
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of α for Fe self-diffusion (α = 0.156), W-impurity diffusion (α = 0.086), and Mo-impurity 

diffusion (α = 0.074) reported in Refs. [52,69]. As discussed in Refs. [24,69], for the impurity 

species where the parameter, α, has not been measured, its value can be estimated from 

first-principles calculations employing a semi-empirical linear relationship between α and the 

induced changes in the local moments of the first and second-neighbor Fe atoms surrounding a 

solute impurity. 

B.1.2.1 Self Diffusion 

 In all of the diffusivity calculations discussed in this paper, we assume that diffusion is 

governed by a mono-vacancy mechanism mediated by nearest-neighbor vacancy hops. For the 

self-diffusion governed by such a mono-vacancy mechanism on a bcc lattice, the diffusion 

coefficient can be expressed as (e.g., [75]): 

 Γ= vCfaD 0
2                                 (2) 

where a is the bcc lattice parameter, f0 = 0.727 is the correlation factor for the bcc lattice, Cv 

denotes the equilibrium vacancy concentration, and Г is the vacancy-hopping frequency.   

 The equilibrium vacancy concentration can be expressed as: 

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ Δ
−×⎟⎟

⎠

⎞
⎜⎜
⎝

⎛ Δ
=

Tk
H

k
S

C
B

f
v

B

f
v

v expexp                           (3) 

where f
vHΔ   and f

vSΔ  denote the vacancy-formation enthalpy and entropy, respectively, and 

kB is Boltzmann’s constant. Considering only vibrational (phonon) contributions to the free 

energy, and employing the high-temperature limit of the harmonic approximation for the lattice 

dynamics, f
vHΔ  and f

vSΔ  are constants, independent of temperature. In this limit, the 

vacancy-formation enthalpy at zero pressure can be calculated from first principles as 

( ) ( )[ ] )(/11 NENNNEH f
v −−−=Δ , where E(N-1) denotes the energy of a supercell containing 
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N lattice sites with N-1 atoms and one vacancy, while E(N) represents the energy for the same 

supercell containing N atoms. Similarly, f
vSΔ  can be calculated as the difference in the 

high-temperature values of the vibrational entropy for a defected and non-defected supercell, 

yielding: 

( ) ( )
[ ]

⎥
⎦

⎤
⎢
⎣

⎡ −
−=Δ ∑ ∑

−

= =

13

1

3

1

/ln1/ln
N

i

N

i

Bulk
iB

vac
iBB

f
v hvTk

N
NhvTkkS               (4) 

where vac
iν  denotes the vibrational frequencies in a supercell containing N-1 atoms and a 

vacancy, while bulk
iν  corresponds to the frequencies in a non-defected supercell containing N 

atoms. In this work, the vibrational frequencies entering Eq. (4) are computed from first 

principles employing a frozen-phonon methodology described below. 

 On the basis of the Vineyard’s harmonic transition-state theory [71,72], the hopping 

frequency, Г, can be written as: 

( )TkHvv B
mig
v

sad
i

N

i

vac
i

N

i
/exp

43

1

33

1
Δ−×⎥⎦

⎤
⎢⎣
⎡ ∏∏=Γ

−

=

−

=
                 (5) 

where mig
vHΔ  is the migration enthalpy, computed as the difference in energies between an N-1 

atom supercell with the hopping atom in its saddle-point configuration, and in its normal (stable) 

configuration. Similarly, vac
iν  and sad

iν  are the phonon frequencies in the normal and 

saddle-point configurations, and the product in the denominator excludes the unstable mode for 

the transition state. 

 By combining Eqs. (1) - (5), the Fe self-diffusion coefficient is written as follows: 

( )( ) ( )[ ]{ }TkTsQDD B
F /1/1exp 2
00 αα ++−=                   (6) 

where the activation energy, FQ0 , is given as the sum of the vacancy formation and migration 

energies in the fully-ordered ferromagnetic state:  
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mig
v

f
v

F HHQ Δ+Δ=0                             (7) 

The pre-factor, D0, is expressed as: 

( ) ⎥⎦
⎤

⎢⎣
⎡ ∏∏×Δ=

−

=

−

=

sad
i

N

i
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i
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43

1
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2
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where as in Eq. (7), the vacancy-formation entropy and vibrational frequencies are evaluated in 

the fully-ordered ferromagnetic state. 

B.1.2.2 Impurity Diffusion 

 For the impurity diffusion governed by a mono-vacancy mechanism on a bcc lattice, the 

diffusion coefficient can be expressed as (e.g., [67,75]): 

( ) 22
2 /exp ΓΔ−= TkGCfaD Bbv                          (9) 

In Eq. (9), the correlation factor, f2, depends on the relative jump rates for a vacancy to different 

sites neighboring the solute atom [see Eqs. (11) - (12) below]. Gb denotes the binding free energy 

between a solute atom and a nearest-neighbor vacancy, with the sign convention that negative 

(positive) values correspond to attractive (repulsive) interactions. In this work, Г2, which denotes 

the frequency for a solute impurity to exchange with a nearest-neighbor vacancy, is calculated 

within the framework of a harmonic transition-state theory. This hopping frequency can thus be 

expressed analogously to Eq. (5) in terms of the migration energy for the vacancy-solute 

exchange, and the vibrational frequencies in the binding and saddle-point configurations. 

 The solute-vacancy binding free energy can be written as ΔGb = ΔHb - TΔSb in terms of 

a binding enthalpy (ΔHb) and entropy (ΔSb). Considering only phonon contributions to the 

binding entropy, and employing the high-temperature limit of the harmonic approximation for 

the lattice dynamics, ΔHb and ΔSb are again temperature-independent constants. The binding 

enthalpy is thus computed from first-principles calculations employing N-site supercells as ΔHb 
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= E(N-2,1,1) - E(N-1,1,0) - E(N-1,0,1) + E(N,0,0), where E(N-i,j,k) denotes the total energy of a 

supercell containing N-(j+k) Fe atoms, j(= 0 or 1) solute atoms, and k(= 0 or 1) vacancies [with 

the vacancy and solute atom being nearest-neighbors for E(N-2,1,1)]. Similarly, the binding 

entropy can be written analogously to Eq. (4) as: 

( ) ( )
( )

⎥
⎦

⎤
⎢
⎣

⎡
+=Δ ∑ ∑

−

= =

13

1

3

1

, /ln/ln
N

i

N

i

bulk
i

sol
i

solvac
i

vac
iBb vvvvkS                  (10) 

where sol
iν  denotes one of the 3N phonon frequencies of a supercell containing N-1 Fe atoms 

and one solute atom, and solvac
i

,ν  represents one of the 3N-3 frequencies of a supercell 

containing N-2 Fe atoms and one nearest-neighbor solute-vacancy pair. 

 To compute values for the correlation factor (f2) in Eq. (9), we employ the 

nine-frequency model of Le Claire [67]. The approach is based on the consideration of the 

relative rates of the eight different vacancy hops around the solute impurity, illustrated in Fig. 2, 

plus the hop rate (Г0) for the bulk bcc lattice, far from the impurity. The nine frequencies labeled 

in Fig. 2 correspond to all of the distinct hop rates, under the assumption that the vacancy-solute 

interaction is appreciable only for the first and second neighbors, and negligible beyond. The 

results of first-principles calculations performed in this work indicate that the neglect of 

vacancy-solute interactions beyond the second neighbor is a reasonable assumption for both Mo 

and W solutes. 

 In the formalism of Le Claire [67], the correlation factor is written as follows: 

1

1
2 1

1
t
t

f
−
+

=                                (11) 

where t1 is expressed in terms of the jump frequencies labeled in Fig. 2 as: 
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with F = 0.512. The jump frequencies in Eq. (12) can be expressed as: 

( )TkHv B
mig
ii /exp Δ−=Γ                         (13) 

where ν and mig
iHΔ are the attempt frequency and associated migration energy for jump, i, 

respectively. In the present work, the migration energies, for each of the hops in Eq. (12), are 

derived from first-principles supercell calculations, as described below. The attempt frequencies 

are assumed constant for all of the jumps and thus drop out of the expression for t1. Since the 

correlation factors for the W and Mo solutes considered here were found to be relatively 

insensitive to small variations in the Г values, no attempt was made to refine the calculations of 

f2 through direct calculations of the different attempt frequencies. 

 Over the temperature range of interest, the calculated values of f2 for W and Mo solutes 

were found to display relatively weak dependencies on T. To a good approximation, the 

correlation factor for these solutes can thus be considered as a constant over the relevant 

temperature range, and the impurity-diffusion coefficient can then be written using Eqs. (3) - (5) 

and (9) - (10) in the same form as Eq. (6), with the activation energy for the fully-ordered 

ferromagnetic state given as: 

b
mig
v

f
v

F HHHQ Δ+Δ+Δ=0                        (14) 

and a prefactor given as follows: 
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In Eq. (14), the migration energy corresponds to the energy barrier for the exchange of the solute 

impurity with a nearest-neighbor vacancy. 
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B.1.2.3 Electronic Contributions 

 Equations (2) - (5), (10), and (13) account only for vibrational contributions to the 

vacancy formation, binding, and migration free energies. In earlier first-principles studies of 

vacancies in bcc transition metals [76,77], it was demonstrated that the additional contributions 

to these free energies associated with electronic excitations can be significant in some cases. In 

the present study, electronic contributions to the vacancy-formation, binding, and migration free 

energies (for Г and Г2) were computed using standard expressions formulated in terms of the 

calculated electronic densities of states (e.g., [77]). These electronic contributions were found to 

be relatively small, giving rise to increases in the calculated diffusion constants not larger than a 

factor of three over the temperature range investigated. These contributions are nevertheless 

included in the results presented in Section B.1.3 below. 

B.1.2.4 First-Principles Calculations 

 The vacancy-formation, migration, and binding energies, as well as the associated 

vibrational frequencies defined above, were computed within the framework of DFT as follows. 

All calculations made use of the projector augmented wave (PAW) method [78,79] and the 

Perdew-Burke-Ernzerhof (PBE) generalized-gradient approximation (GGA) [80], as 

implemented in the Vienna Ab initio Simulation Package (VASP) code [81-83]. A cutoff of 300 

eV was used for the plane-wave expansion of the electronic wave functions. The PAW potentials 

used in this work are those labeled Fe, Mo, W, Hf, and Ta in the VASP library. These potentials 

treat 4s24p03d6 electrons as valence for Fe, 5s25p04d4 as valence for Mo, and 6s26p05dn (with n = 

2,3, and 4) as valence for Hf, Ta, and W, respectively. For each of the supercells considered in 

this work, the electronic states were sampled using a k-point density equivalent to a 12 x 12 x 12 

mesh for a conventional bcc unit cell, and employing the Methfessel-Paxton [84] scheme with a 
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broadening of 0.1 eV. All calculations were performed spin polarized, with a ferromagnetic 

ordering of the Fe moments. In all calculations, the positions of the ions within the supercell 

were fully relaxed at a constant volume and cell shape. 

 For the calculations of the vacancy-formation, migration, and solute-binding energies, 

use was made of periodic supercell geometries containing 128 lattice sites (4 x 4 x 4 

conventional bcc unit cells). For the representative cases of vacancy formation and migration 

energies in pure Fe, and W solute-binding and migration energies, several tests were performed 

to estimate the convergence of the calculated results with respect to the supercell size, 

plane-wave cutoff, and k-point density. On the basis of these tests, the vacancy-formation, 

migration, and binding energies are each estimated to be converged to within a precision of 

approximately 0.05 eV. 

 Vibrational frequencies were computed using the frozen-phonon approach [85] 

described in Ref. [86]. Use was made of supercells containing 54 lattice sites (3 x 3 x 3 

conventional bcc unit cells), for which all of the q = 0 (q is the wave vector) phonon states were 

computed from the dynamical matrix, constructed as follows. For each cell, all 

symmetry-inequivalent rows of the q = 0 dynamical matrix were determined, with the remaining 

rows given via symmetry-group transformations [87]. Elements, ij
lmD , of the dynamical matrix 

are proportional to i
lF , the force acting on the atom, i, along the Cartesian direction, l, if the 

atom, j, is displaced by a small amount along the direction, m, j
m

ij
lmji

i
l uDMMF −= , where Mi 

and Mj are the mass of atoms, i and j. For each symmetry-inequivalent choice of the 

displacement, i
mμ , the forces, i

lF , were obtained for a set of five evenly distributed 

displacements around the equilibrium positions, from i
mμ = - 0.1 to 0.1 Å. The calculated forces 
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were fit using a third-order polynomial, and the linear terms were used to extract ij
lmD . As in the 

energy calculations, the forces required for the dynamical matrix calculations were computed 

using a plane-wave cutoff of 300 eV and k-point sampling equivalent to a 12 x 12 x 12 mesh for 

a conventional bcc unit cell. Convergence tests were performed, examining the effects of the 

system size, k-point density, and plane-wave cutoff on the vibrational entropy (computed from 

the q = 0 phonon states) for the pure Fe, yielding an estimated precision of 0.05 kB/atom. The 

effect of system size was also explored for the vacancy-formation entropy in the pure Fe, through 

a comparison of results obtained from supercells containing 54 and 128 lattice sites. The effect of 

the supercell size on the vacancy-formation entropy was a change of approximately 20 percent. 

 For the calculation of migration energies and associated vibrational frequencies, an 

important issue concerns the location of the saddle-point position for the diffusing atom. As 

illustrated in Fig. 2, nearest-neighbor vacancy hops involve the displacement of a neighboring 

atom along the <111> direction in the bcc lattice. In recent work involving the development of 

classical interatomic potentials models for Fe [88], the energy as a function of position for an Fe 

atom exchanging with a vacancy on the bcc lattice was performed with three different potentials. 

One potential gave rise to an energy versus displacement plot containing a single maximum 

(saddle point) at the high-symmetry location, a[1/4,1/4,1/4]. In contrast, the other two potentials 

produced two maxima along this path, separated by a local minimum at the same high-symmetry 

point - these potentials thus predicted saddle-point positions away from the a[1/4,1/4,1/4] 

position. 

 To determine the location of the saddle point predicted by DFT, for the Fe self-diffusion 

as well as for the impurity diffusion of representative solute atoms, calculations were undertaken 

in the present work employing the nudged-elastic band (NEB) method [89,90]. Such calculations 
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were performed for the nearest-neighbor exchange of Fe, W, and Hf ions with vacancies in the 

bcc Fe. In all cases, the energy was found to display a single maximum, corresponding to a 

saddle point at the high-symmetry position located half way between neighboring sites. For Fe 

self-diffusion, the results are in good agreement with those obtained by Fu et al. [91]. For 

nearest-neighbor vacancy exchanges with Mo and Ta ions, and for all of the other 

migration-energy calculations required in the calculation of the correlation factor [c.f., Eq. (12) 

above], the saddle-point configurations were determined as follows. The diffusing atom was 

initially placed at the position half way between neighboring sites, and the structure of the 

supercell was subsequently relaxed using a quasi-Newton algorithm based on the calculated 

forces. In all cases where frozen-phonon calculations were performed using the resulting relaxed 

structures, the saddle-point nature of the solution was verified by the fact that the vibrational 

spectra contained a single imaginary frequency with an associated eigenvector corresponding to 

a displacement of the diffusing ion along the transition path. 

B.1.3 Results and Discussions 

 Table I lists the vacancy formation, migration, and binding energies computed in the 

present study, as well as the associated activation energies for self- and impurity-diffusion in the 

paramagnetic and fully-ordered ferromagnetic states. Results are presented for the pure bcc Fe as 

well as for W, Mo, Ta, and Hf impurities. 

 The binding energies reported in Table I refer to nearest-neighbor solute-vacancy pairs, 

and all are found to be negative (attractive) and appreciable in magnitude. These binding 

energies can be compared to those derived from first-principles calculations for Cr [17,23,24], Ni 

[24], Cu [11], and P [14] substitutional impurities in Fe. For all of these elements, the 

vacancy-solute binding energy is calculated to be attractive, as found here for W, Mo, Ta, and Hf. 
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The magnitudes of the binding energies published for Cr (0.05 - 0.06 eV) and Ni (~ 0.07 eV) are 

somewhat smaller than those for the solute species considered here, while the values for Cu (0.16 

eV) and P (0.32 eV) are comparable to those computed for W, Mo, and Ta, respectively. Relative 

to the other substitutional impurities considered in this and previous studies, the Hf impurity is 

found to display anomalously large binding to a neighboring vacancy.  

 For the pure Fe, the vacancy formation and migration energies obtained here are 

consistent with the range of values of f
vHΔ  = 1.93 - 2.18 eV and mig

vHΔ  = 0.64 - 0.71 eV 

published previously from GGA-based DFT calculations [11,17,23,24,92,93]. The migration 

energies for the solutes in Table I correspond to a nearest-neighbor exchange with a vacancy. Of 

the solutes considered here, only W shows a larger value of mig
vHΔ  than that for the Fe 

self-diffusion, while Hf exhibits the lowest value. When the vacancy formation, binding, and 

migration energies are combined to compute the ferromagnetic activation energies ( FQ0 ) from 

Eqs. (7) and (14), it is seen that all solutes have a smaller calculated value than that for the Fe 

self-diffusion in the ordered ferromagnetic state. 

 For the high-temperature paramagnetic phase, the estimated values of the activation 

energy ( PQ ) are derived from the first-principles-calculated value of FQ0  through the relation 

)1/(0 aQQ FP += , expressed in terms of the parameter, α, defined above. For Fe, Mo, and W, the 

value of this parameter has been obtained with the published measurements [52,69] given above, 

while for Ta and Hf, the values quoted in Table I are estimated, based on an empirical linear 

correlation between α and ΔM1-2, the induced change in the local magnetic moments for the first 

and second neighbor Fe atoms surrounding the solute impurity [24,69]. Specifically, the values 

of ΔM1-2 were computed for Nb, W, Mo, Cr, Fe, and Co from first-principles calculations 

employing the methods described in Section B.1.2.4; a linear relation was then fit between the 
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measured values of α for these solutes, and the first-principles calculated values of M1-2. The 

resulting fit reproduced the measured values of α to better than 20 percent. Using the resulting fit, 

the values of α given in Table I for Ta and Hf were estimated from calculated values of ΔM1-2.  

Comparing the predicted values of PQ , it is seen that only W is predicted to have a slightly 

larger value of the activation energy in the paramagnetic phase than that for the Fe self-diffusion, 

while Hf is again seen to display the lowest value. 

 We focus for the remainder of this section on W- and Mo- impurity diffusion. For both 

species, the vibrational frequencies, and all of the migration energies required to compute the 

correlation factor (f2) have been calculated. We are thus able to compute the diffusion prefactors 

as well as activation energies for these solutes, allowing a direct comparison of the 

first-principles results for temperature-dependent diffusion constants with the experimental 

measurements. 

 Table II lists the calculated values of f2 for W and Mo at representative temperatures of 

800, 1,000, and 1,200 K. While for W, the values are very similar to the correlation factor for the 

pure Fe (f0 = 0.727), for Mo, the values are roughly a factor of 2 to 3 smaller. As mentioned 

above, the temperature dependencies of the calculated values of f2 are relatively weak in 

comparison to the Arrhenius terms in the associated diffusion constants. For Mo, the calculated 

results for f2 in Table II are noted to be significantly smaller than the range of values of 0.87 - 

0.90, for temperatures between 823 and 1,173 K, obtained in a recent analysis by Nitta et al. [95]. 

In their analysis, Nitta et al. made use of measurements of the concentration dependencies of the 

intrinsic diffusivities of Fe and Mo in bcc Fe-Mo solid solutions. The data were analyzed in the 

framework of the nine-frequency model described in Section B.1.2.2, but with some simplifying 

assumptions, including: 33 Γ ′′=Γ′ , 044 Γ=Γ ′′=Γ′ , and 5433 // ΓΓ=Γ′Γ . The discrepancy between 
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the estimated values for f2 obtained by Nitta et al. and those derived in the present study is 

attributed to the fact that the relations between the hopping frequencies assumed in Ref. [95] are 

not found to hold in the first-principles calculations. For example, 4Γ  is calculated to be more 

than twice larger than ''
4Γ  at 1,200 K. 

 Tables III - V list the calculated diffusion prefactors (D0) and activation energies (QP 

and FQ0 ) for the Fe self-diffusion and W- and Mo-impurity diffusion. Each is compared to 

available published values, based on analyses of the experimental data. For the Fe self-diffusion, 

the calculated value of FQ0  is roughly in the middle of the range of published values, while the 

present calculated value for QP is on the lower end of the range reported from the experimental 

measurements. The magnitude of the prefactor of the Fe self-diffusion calculated here is on the 

order of 10-4 m2/s and is comparable to a number of published values in this same range, while 

being inconsistent with the higher values of around 10-2 m2/s derived in some analyses. 

 For the W-impurity diffusion, both FQ0  and QP are on the lower end of the range of the 

measured values. For the Mo-impurity diffusion, the calculated activation energies in the 

ferromagnetic and paramagnetic states display values in the middle of the range of the 

experimentally-derived estimates. The magnitudes of the prefactors for W and Mo impurity 

diffusion obtained from the first-principles calculations are similar to those derived for the Fe 

self-diffusion, on the order of 10-4 to 10-5 m2/s, which is consistent with some of the published 

values with the same order of magnitude, while being much smaller than the values in the range 

of 10-2 to 10-1 m2/s reported in others. 

 Figures 3 - 5 present a direct comparison between the calculated and measured 

temperature-dependent diffusion coefficients for the Fe self-diffusion (Fig. 3), and W and Mo 

impurity diffusion (Figs. 4 and 5, respectively). The diffusivities are calculated from 0 K to 1,184 
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K, the α-γ transition temperature. For the Fe self-diffusion, the agreement between calculations 

and measurements in the ferromagnetic phase is excellent, while the calculated values 

underestimate slightly (by a factor of 2 - 4) the measured values in the paramagnetic phase at the 

highest temperatures due to an apparent slight underestimation of the slope on the Arrhenius plot 

(i.e., the activation energy). 

 We focus next on a comparison of the calculated and experimentally-measured 

impurity-diffusion coefficients for Mo and W. The most recent measurements have been 

undertaken by the Iijima et al’s group [52,53], and should be used as the basis for quantitative 

comparisons with the calculations. Considering first the W-impurity diffusion, the measurements 

in Ref. [52] made use of the high-purity Fe, and impurity diffusivities were measured by tracer 

analyses over the temperature range of 833 to 1,173 K, employing magnetron 

sputter-microsectioning, radio-frequency sputter-microsectioning, and ion-beam 

sputter-microsectioning techniques. At 1,053 K, the reported experimental value of the 

W-impurity diffusivity is 8.94 x 10-17 m2/s, which is in very good agreement with our calculated 

value of 6.23 x 10-17 m2/s at the same temperature. The measured results in the paramagnetic 

phase due to Takemoto et al. [52], Kucera et al. [63], and Alberry and Haworth [64] agree fairly 

well, but those due to Gruzin [47] and Kieszniewski [62] are higher by a factor of up to 5. 

Possible reasons for these discrepancies could include differences in the impurity and grain sizes 

of the starting materials, instrumental accuracy in the older measurements and/or surface-stress 

effects. The calculated diffusion coefficients show good overall agreement with the measured 

values in the ferromagnetic phase obtained by Takemoto et al. [52], although the calculated 

values are seen to be larger than these measurements at the lowest temperatures.  The 

calculations are similarly in good agreement with the measurements of Refs. [52,63,64] in the 
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paramagnetic phase, leading to at most a factor of 2 - 5 underestimation of the measured data at 

the highest temperatures. 

 For the Mo-impurity diffusion, the measurements of Nitta et al. [53] made use of the 

same starting materials and similar experimental techniques as those listed above for the W 

measurements of Ref. [52].  At 1,050 K, the measured values of the Mo-impurity diffusivity is 

1.26 x 10-16 m2/s [53], which is in very good agreement with our calculated value of 1.44 x 10-16 

m2/s. Borisov et al. [65], Kucera et al. [63], and Alberry and Haworth [64] reported 

measurements of the Mo-impurity diffusivity in the paramagnetic phase over a small temperature 

range, and their values are higher (by as much as an order of magnitude) than those reported by 

Nitta et al. [53]. Possible reasons for this large discrepancy include the factors listed above. 

Nohara and Hirano [66] also determined the tracer diffusivity or Mo impurities in both the ferro- 

and paramagnetic phases, but their values are lower by a factor of 2 - 3 than those due to Nitta et 

al. [53]. There is a slight discrepancy between the presently-computed and measured data of 

Nitta et al. [53] in the ferromagnetic phase and, as with W, this discrepancy increases at lower 

temperatures. Nevertheless, for Mo, our predictions overestimate by no more than a factor of 2 - 

5 the measured values in the ferromagnetic state, while the predicted values show even better 

agreement with the published experimental data in the paramagnetic phase. 

 It is noteworthy that while the diffusion coefficients are well predicted by the 

calculations for Fe at both low and high temperatures, the calculated solute-impurity diffusivities 

show relatively better agreement with measurements at high T, and larger discrepancies at low T. 

Given that the DFT results should be most accurate for the low-temperature ordered 

ferromagnetic phase, for which all of the calculations were performed directly, further studies 

would be of interest to understand whether the larger discrepancy with the experimental 
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measurements at the lowest temperatures is due to systematic errors in the calculations, or 

inherent difficulties associated with the measurements at low T. Overall, considering that the 

calculations do not involve any adjustable parameters, the agreement between the computed and 

measured results over the relevant temperature range is viewed to be highly encouraging, and 

suggests that the computational methodology presented in this paper provides sufficient accuracy 

to be useful in the context of designing coarsening-resistant microstructures. 

 As mentioned in Section B.1, the motivation for this work is the development of a 

computational framework to assist in identifying slow-diffusing elements in a bcc Fe matrix, for 

the design of coarsening-resistant nanoscale-precipitate microstructures in Fe-Ni-Al-Cr-based 

alloys. This goal is motivated through the analogy with two-phase Ni-based superalloys. In Ni, 

many 4d and 5d TM solutes display impurity-diffusion coefficients, which are orders of 

magnitude smaller than the self-diffusivity in the pure Ni [13,15]. The addition of these TM 

elements correlates with substantial improvements in the coarsening resistance and 

high-temperature creep properties of modern commercial Ni-based superalloys. Thus, it is 

desirable from the standpoint of the design of analogous two-phase ferritic alloys to see whether 

such slow-diffusing solutes can be identified. We consider this question in light of the computed 

data in Table I and the results of the current calculations (Tables III, IV, and V). 

 Figure 6 shows that for the two 4d and 5d TM solutes considered in the present work, 

namely Mo and W, the calculated impurity-diffusion coefficients are equal to or larger than the 

diffusivity for the Fe self-diffusion. The main effects underlying this result are shown in Tables 

III - V to be the slightly lower values of the activation energies of W- and Mo-impurity diffusion, 

compared to the Fe self-diffusion - the diffusion prefactors are computed to have comparable 

magnitudes. The lower values of the activation energies for Mo- and W- impurity diffusion can 
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be seen in Table I to be due to both the appreciable and negative values for the vacancy-solute 

binding energies, and a slightly reduced value of the migration energy in the case of Mo. If we 

assume that the diffusion prefactor is roughly constant, as the calculated results in Tables III - V 

seem to suggest, the first-principles data in Table I indicate that the comparable or higher values 

of the impurity-diffusion coefficients relative to self-diffusion in the bcc Fe may be more general 

for other 5d TM alloying elements, for which the measured data in the pure bcc Fe is lacking. 

Specifically, both Ta and Hf impurities are computed to have substantially lower values of the 

activation energies than that for the Fe self-diffusion in Table I. The trend towards higher values 

of impurity-diffusion constants relative to self-diffusion is also consistent with the measured data 

for 4d elements compiled in Fig. 1. 

 The calculated and measured results compiled in this work stand in sharp contrast to the 

Ni-based alloys, where activation energies vary by more than a factor of two for 4d and 5d 

solutes, with the associated diffusion constants at relevant temperatures varying by more than 

four orders of magnitude at 1,173 K [13]. The current results and the measured data plotted in 

Fig. 1 suggest an absence of comparable slow diffusers amongst the common solute additions to 

the bcc Fe. An outstanding question that deserves further attention is whether the apparently 

smaller variations in the impurity-diffusion coefficients for TM solutes in the bcc Fe, relative to 

the fcc Ni, is due to the differences in bonding (an electronic structure) in these systems, or the 

geometrical differences of the more open bcc lattice, relative to the close-packed fcc structure. To 

address this question, it would be interesting to extend the computational framework described 

here more generally to other bcc elements, to further investigate the general trend of the 

variations of the TM impurity-diffusion coefficients in other bcc hosts. 

 An important observation that can be made from the results presented in this paper is 
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the absence of the often-assumed correlation between the magnitude of the impurity diffusivity 

and the atomic size of the solute. While such a correlation is often assumed as a useful “rule of 

thumb,” it clearly breaks down in the case of the impurity diffusion in the bcc Fe. This point is 

apparent when considering the measured impurity-diffusion coefficients for the four oversized 

TM solutes Ti, Mo, W, and Ta, in comparison to that for the undersized Co solute. The atomic 

volumes (Å3) in the stable room-temperature structure [94] for these solutes and pure Fe are: Fe 

(11.78), Co (11.07), Ti (17.64), Mo (15.58), W (15.85), and Ta (18.01). In Fig. 1, the lowest and 

highest impurity diffusivities occur for the smallest (Co) and largest (Ti) of these solutes, 

respectively. Further, while Mo, W, and Ta have atomic volumes roughly 30 - 50 % larger than 

Co, their impurity diffusivities are comparable to or even slightly larger in magnitude. The lack 

of a correlation between the atomic size and the magnitudes of impurity-diffusion coefficients in 

Ni [13] and Al [20] has also been discussed previously. Collectively, these previous studies and 

the present work demonstrate that the search for slow-diffusing elements should be based on 

more detailed considerations of the chemical (electronic-structure) factors underlying the 

magnitudes of the migration and solute-vacancy binding energies and entropies, rather than a 

simple size effect. 

 It should be emphasized that the present calculations and the compiled experimental 

data in Fig. 1 are associated with the impurity-diffusion coefficients for highly dilute solute 

concentrations in the pure bcc Fe.  From the standpoint of developing coarsening-resistant 

bcc-based microstructures, at the higher solute compositions employed in real alloys, it may be 

important to consider the concentration dependencies of the relevant diffusivities. For example, 

Nitta et al. [95] recently reported results of measurements for the concentration dependence of 

both Fe and Mo tracer-diffusion coefficients in binary bcc Fe-Mo alloys. In this system, the 
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diffusion coefficient of Fe is measured to increase with increasing the Mo content, whereas that 

for Mo decreases. For concentrations greater than 1.5 atomic percent (at. %) Mo concentration, 

the solute tracer-diffusion coefficient becomes slower than that for Fe at high temperatures. It is 

also interesting to consider the published results indicating that in dilute Fe(V) alloys, Hf 

impurities display a diffusion coefficient, which is as much as 3 orders of magnitude lower than 

that for Fe [96]. The current calculated results for activation energies presented in Table I suggest 

that in the pure bcc Fe, Hf impurities should display very high relative diffusion constants 

(assuming that the diffusion prefactor is not anomalously low). To reconcile the measurements 

and calculations in the case of Hf, it would be interesting to investigate the effects of V solutes 

on Hf-impurity diffusion in the bcc Fe. Overall, it would be of interest to extend the formalism 

presented in this paper to the study of the concentration dependencies of relevant diffusion 

coefficients for non-dilute Fe alloy compositions. While such studies lie beyond the scope of the 

current work, they should be possible by generalizing the first-principles formalism presented in 

Ref. [21] to magnetic bcc Fe-based systems.  

B.1.4 Conclusions 

 A framework involving the combination of first-principles DFT calculations and a 

semi-empirical correction for magnetic effects has been outlined to predict 

temperature-dependent self- and substitutional-impurity-diffusion coefficients in the 

ferromagnetic and paramagnetic phases of the bcc Fe. The activation energies are determined 

from the DFT-calculated vacancy formation, migration, and nearest-neighbor solute-vacancy 

binding energies in the ordered ferromagnetic state. The diffusion prefactors are derived from the 

DFT calculations of longer-ranged solute-vacancy binding and migration energies, and the 

relevant vibrational and electronic entropies, employing the Vineyard’s harmonic transition-state 
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theory and the Le Claire nine-frequency formalism. 

 The computational approach has been applied to calculations of Fe self-diffusion, and 

impurity-diffusion coefficients for W and Mo solutes in the bcc Fe. The computational results are 

compared with available experimental measurements in the temperature range of 800 to 1,184 K.  

Calculated and measured self- and impurity-diffusion coefficients are found to agree within a 

factor of five over this temperature range, with the level of agreement between experiments and 

theory being comparable to the scatter of the experimental data in the high-temperature 

paramagnetic phase. The calculated impurity-diffusion coefficient for Mo is larger than the 

self-diffusivity of the bcc Fe over the entire temperature range below the α-γ phase transition. 

The calculated activation energies for Ta and Hf impurities suggest that these solutes should also 

display impurity-diffusion coefficients larger than that for the Fe self-diffusion. For W, the 

calculated impurity-diffusion coefficient is comparable to and larger than the Fe self-diffusivity 

in the paramagnetic and ferromagnetic phases, respectively. 

 The current computational study is motivated in the context of the design of 

nanoscale-precipitate-strengthened ferritic alloys, where the identification of slow diffusing 

solutes in the bcc matrix is desirable for the optimization of coarsening and creep resistance. The 

accuracy of the results obtained in this study suggests that the proposed computational approach 

should provide a useful tool to aid in the development of kinetic databases for such alloy-design 

efforts. 

B.2 Alloy Design and Fabrication 

 Based on the previous work on the thermodynamic calculations at Northwestern 

University (NU) and alloy-design efforts at NU and Oak Ridge National Laboratory (ORNL), a 

total of fourteen alloys have been prepared by arc melting. Their compositions are shown in 
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Table VI. Here the alloy designation “FBB” means Fe-based alloys containing mainly the 

Beta-phase (a disordered bcc A2 phase) matrix and Beta prime phase (an ordered bcc B2 phase) 

precipitates. Alloying beyond the ternary regime is needed to meet various property objectives, 

such as the coarsening resistance, oxidation resistance, misfit between the matrix and precipitate, 

grain growth, and grain-boundary sliding. 

 The alloy FBB-1 is the base composition, which contains ~ 20 volume percent (vol.%) 

of the B2 phase at 973 K. FBB-2 is a modification of FBB-1 with additions of 3.4 weight percent 

(wt.%) Mo for solid-solution strengthening of the A2 matrix, 0.25 wt.% Hf for the slow diffusion 

in the matrix, and 0.005 wt.% B for enhancing the grain-boundary cohesion. FBB-3 is a 

modification of FBB-2 with additional 0.25 wt.% Zr instead of Hf mainly for possible slow 

diffusion in the matrix and grain-boundary strengthening. In addition, the material cost of Zr is 

substantially lower than that of Hf. Recent studies indicate that stable carbides based on MC 

(metal carbides) compositions are very effective in strengthening ferritic steels at elevated 

temperatures. Small additions of Nb, V, and C were, thus, added to FBB-4 for possibly 

MC-carbide hardening. Alloys FBB-3, -7, -8, -9, -12, -13, and -17 were designed with various 

amounts of Al ranging from 3 ~ 10 wt.%, with the same composition of other elements on the 

basis of FBB-3. Mo is added to dilate the matrix. Hence, it will reduce the lattice mismatch. 

Based on FBB-8, the addition of 6.3 wt.% W in FBB-8W1 is to replace all the Mo for further 

solid-solution strengthening of the A2 matrix. Similarly, half atomic percent of Mo was replaced 

with W in FBB-8W2. FBB-14 and -15 alloys were designed with additions of 0.5 wt.% and 1 

wt.% Zr in order to examine the effects of Zr on the creep properties.  

 The alloys were fabricated by vacuum arc-melting, then drop cast into a Cu mold with 

dimensions 12.7 x 12.7 x 76.2 mm. A rod 20 mm long was, subsequently, cut from the ingot. 
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They were solution-treated at 1,473 K for 30 min. in evacuated and sealed quartz tubes, followed 

by air-cooling, and then aged at 973 K for 100 hrs. The cooling rate was roughly estimated to be 

60 K min-1.  

B.3 Microstructural Characterizations 

B.3.1 Introduction 

 Similarly to the γ/γ΄ Ni-based superalloys, the creep resistance and room-temperature 

ductility of the NiAl-strengthened ferritic steels are expected to be a strong function of the 

microstructural characteristics of the β΄ precipitates, such as the volume fraction, average size, 

lattice parameter, and chemistry. Further improvement in the creep and ductility properties and 

understanding of the room-temperature and high-temperature mechanical behaviors require 

systematic microstructural characterizations of these strengthening precipitates. Specifically, the 

phase-transformation processes and resulting microstructures, the composition of the β΄ 

precipitates, and the partitioning behavior of the alloying elements in relation to the alloy 

chemistry, have not been thoroughly investigated in the literature. 

B.3.2 Experimental Methods 

B.3.2.1 Phase Transformation 

 A differential-scanning calorimeter (DSC), NETZSCH 404C, was used to study the 

phase transformation in alloys FBB-3, -7, -8, and -12. A small piece of sample with a mass of 

about 50 mg was measured in Al2O3 crucible under an argon atmosphere at a constant heating 

rate of 40 K/min. from 293 to 1,773 K. 

B.3.2.2 Transmission-Electron Microscopy (TEM) 

 Three-millimeter-diameter cylindrical rods, both as-quenched (from 1,473 K) and 

heat-treated (973 K for 100 hrs) conditions, are obtained from the Oak Ridge National 
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Laboratory (ORNL). Slices are cut using a Struers Accutom-5, and are ground to less than 100 

µm in thickness. Thin foils for TEM are prepared by a Fischione dual jet polisher. An electrolyte 

containing the 20 vol.% perchloric acid in methanol is maintained at 233 to 238 K, and the thin 

folis are prepared by applying a voltage of 40 V and current of 40 - 50 mA. Conventional TEM is 

carried out in a Hitachi 8100 microscope operating at 200 kV. Bright-field (BF) and dark-field 

(DF) imaging, and selected-area diffraction (SAD) are performed as a part of the microstructure 

characterization. All DF micrographs are taken using the (100)-type superlattice reflection only. 

B.3.2.3 Analytical-Electron Microscopy (AEM) 

 Thin-foil preparation is the same as that described in the above TEM experimental 

methods. Analytical characterization was performed in a cold-field emission-gun high-resolution 

AEM (Hitachi HF-2000) equipped with an ultrathin window (ATW) Link energy-dispersive 

X-ray (EDX) detector and data processor (QX2000). The AEM was operated at 200 kV. The 

take-off angle for the X-ray detector was 68˚. The X-ray collection time was between 200 and 

300 s, and the electron probe size was about 10 nm. Care was taken to avoid a two-beam 

condition in order to minimize electron-channeling effects [97]. The X-ray spectra were 

deconvoluted, to separate the overlapping peaks, and the background-subtracted integrated 

intensities were obtained, using the Desktop Spectrum Analyzer (DTSA 2.5.1) software [98]. 

 The background-subtracted integrated intensities of EDX spectra may be converted to 

compositions [97]. In the case of the Fe-based matrix, the following equations may be used 
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where wj is the weight fraction of element, j (Al, Cr, Fe, Ni, Mo…etc.), and kj/Fe is the 

proportionality constant or the Cliff-Lorimer factor [99], Ij is the X-ray intensity of element, j, 

and Ij/Ij is the ratio of the fluorescence intensity to primary intensity. Although there are several 

ways to define Ij, we have taken Ij as the background-subtracted integrated intensity of the Kα 

peak of element, j. Equations analogous to Eq. (16) and Eq. (17) may be written for NiAl-type 

precipitates. The absorption correction [100], the fluorescence correction [101], and the relevant 

material parameters [102] are described elesewhere.  

 To quantify the Fe-matrix composition, it is necessary to know the kj/Fe factors, where 

the concentration of Fe is taken as the dependent quantity, for a given microscope, and its 

operating conditions. Similarly, to quantify the precipitate composition, it is necessary to know 

kj/Ni factors where the concentration of Ni is taken as the dependent quantity. Due to the 

multicomponent nature of both the matrix and precipitate, a large number of suitable standards 

are needed. Therefore, we report the ratio of integrated intensities only for FBB-1, -2, and -7. We 

have determined these k factors using thin foils of single-phase specimens of known 

compositions or standards for the AEM HF2000 operating at 200 kV for FBB-3, -8, and -12. 

 For the foil thickness of 100 nm or less, Cr, Fe, Ni, and Mo satisfy the criteria of a thin 

foil, i.e., absorption and fluorescence effects are negligible. The Cliff-Lorimer factor for Al was 

determined using the extrapolation method [97] due to the strong thickness dependence. 

 The compositions of the Fe matrix and NiAl-type phases in FBB-3, FBB-8, and FBB-12 

were determined by analyzing up to 25 EDS spectra of each phase. The uncertainty (or error) of 

the measured compositions is estimated by the statistics of the student t-distribution. For example, 

in the case of the Fe matrix, the total relative error ( wjεΔ ) in the determination of compositions is 

given by [97] 
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Fejj IIFekwj // εεε Δ+Δ=Δ                           (18) 

where Fek j /εΔ  and 
Fej II /εΔ  are the relative errors associated with k factors and in the counting 

statistics of X-rays in the specimen of unknown compositions, respectively. They are given by 

[97] 
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where 1
99
−nt  are the student-t values for n measurements at a 99% confidence level; kσ  and Iσ  

are the standard deviations for the k factor and intensity-ratio measurements, respectively; kj/Fe  

is the mean of the n values of the k factor, and Fej II /  is the mean of the n values of Ij/IFe. 

Equations analogous to Eq. (18) to Eq. (20) may be written for NiAl-type precipitates.  

B.3.3 Results and Discussions 

B.3.3.1 Phase Transformation 

 Preliminary DSC studies on the as-cast materials revealed that there was no strong peak 

observed around the solvus temperature of NiAl due to the formation of a limited amount of the 

NiAl phase. Therefore, it was not able to determine the phase-transition temperatures, especially 

the solvus temperature of NiAl precipitates. Consequently, aged materials were used for DSC 

studies to form a sufficient amount of NiAl precipitates. The DSC-heating curves of the alloys 

are compared in Fig. 7(a). All curves show that the transformation from β΄ to β starts at a 

temperature [Tβ΄(NiAl)] of about 1,023 K and completes at a temperature (Tβ) around 1,323 K. 

Therefore, the solution-treatment temperature (1,473 K) used in this study was adequate. There is 

another exothermic transition peak at a temperature higher than Tβ΄(NiAl) for the alloys containing 
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less Al (FBB-8 and FBB-12). This feature is most likely to be the FeAl-phase separation (also a 

β΄ phase) inside the NiAl particles, which was suggested by the investigation of an Al-rich 

Fe-23.2Al-4.1Ni (at.%) alloy system by Liu et al. [103]. They revealed that two kinds of B2 

phases (NiAl and FeAl) coexist in a Fe-Ni-Al system, when the as-quenched alloy was aged at a 

temperature around 998 K. In other words, this separation depends on the alloy composition, as 

this transition peak was not observed in the alloys with higher Al contents (FBB-3 and FBB-7). 

To determine whether the formation of a possible FeAl phase occurred during the aging or the 

solution-treatment process, the DSC studies were also carried out on the solution-treated alloys 

FBB-3 and FBB-8. A comparison of the DSC curves in the solution-treated and aged conditions 

is shown in Fig. 7(b). As can be seen, the DSC curves of FBB-3 did not reveal the FeAl peak in 

neither a solution-treated nor aged condition. The FeAl-phase peak was not observed in the 

solution-treated but in the aged FBB-8, which suggests that the formation of the FeAl phase most 

likely occurred during the aging process. 

 In Fig. 7(a), the endothermic peak at a temperature of ~ 923 K is most likely the solvus 

temperature of the secondary NiAl precipitates [27]. However, the ferromagnetic to 

paramagnetic transition temperature (Tc) of the Fe-Al-Ni system was reported [104] to be also 

between 873 and 973 K. Therefore, further studies will need to be carried out to verify this phase 

transition. Another small endothermic peak (Tγ) is observed in all alloys except FBB-12 around 

1,523 K, i.e., between Tβ and the melting temperatures (Tm). Marcon et al. reported that 

depending on the composition, the γ-Fe loop exists in the isoplethal section from the Fe corner to 

NiAl in the Fe-Ni-Al system [104]. Therefore, this feature reveals a possibility of a small amount 

of α Fe transforming to γ Fe. However, it was reported that this transformation can be suppressed 

by the small addition of Al [2.5 atomic percent (at.%)] in the Fe-NiAl pseudo-binary phase 
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diagram [105]. The difference might be due to the much complex alloy systems in our study. 

Also, as indicated in Fig. 7, Tm shows a slight decrease with increasing the Al content. 

B.3.3.2 TEM 

Figures 8, 9, 10, 11, 13, 14, and 15 show the TEM micrographs of FBB-1, -2, -3, -4, -7, 

-8, and -12, repectively. In all cases, TEM micrographs are shown in both as-quenched and 

heat-treated conditions. Even though both BF and DF micrographs are taken in all specimens, the 

shape, size, and the state of coherency of B2 precipitates are visualized better in the DF 

micrographs taken using the (100)-type superlattice reflection. 

 All alloys show the nucleation and growth of B2 precipitates in as-quenched specimens. 

Our previous research (yet unpublished) at NU has shown that the nucleation of B2 precipitates 

in such alloys can not be suppressed even by quenching the liquid alloy using a melt-spinning 

process. 

 In FBB-1 (Fig. 8), -3 (Fig. 10), -4 (Fig. 11), -7 (Fig. 13), and -8 (Fig. 14), the B2 

precipitates are fully coherent in both as-quenched and heat-treated conditions. This feature is 

inferred from the absence of any interfacial dislocation around the B2 precipitates. In FBB-2 (Fig. 

9), the B2 precipitates are fully coherent in the as-quenched state, but they seem to be 

semicoherent after the 973 K heat treatment. Most of the B2 precipitates in Fig. 9(d) show the 

presence of a few interfacial dislocations. Figures 10 and 11 demonstrate that relatively larger 

precipitates are undergoing a coherency-induced morphological transition, from a spherical to 

cuboidal shape, as predicted by the theory of the strain-induced microstructure evolution in a 

two-phase system. As seen in Fig. 15, most NiAl-type (B2) precipitates are fully coherent in 

FBB-12. However, some appear to be semicoherent due to the presence of interfacial 

dislocations. 
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 In FBB-7 and FBB-8, B2 precipitates seem to have undergone further phase separation 

during quenching and aging (see dark regions within B2 precipitates in Fig. 13c and Fig. 14d). 

This trend has most likely originated from the alloy composition, which in turn has caused 

changes in tie-line composition of B2 precipitates. In FBB-1 to FBB-4, the alloy compositions 

are such that the NiAl-type precipitates are nearly stoichiometric, whereas in FBB-7 and FBB-8, 

the NiAl-type precipitates are Ni-rich. In our previous research, sponsored by the Electric Power 

Research Institute (EPRI), we found that depending on the alloy composition, the B2 domains 

may phase-separate into NiAl- and FeAl-types during quenching, the latter being dispersed only 

within the NiAl-type domain and has nanoscale dimension. During subsequent aging at 973 K, 

the FeAl-type domains (within NiAl-type particles) undergo disordering to form α-Fe regions 

within NiAl-type particles. These are some of the possible reasons why nanoscale dark regions 

are observed within NiAl-type precipitates in Fig. 13d and Fig. 14d. 

 Besides B2 precipitates in an Fe matrix, minor phases are also observed in FBB-2, 

FBB-3, and FBB-4. This trend is expected due to the additions of B and C. As an example, Fig. 

12 shows the morphology and distribution of minor phases. Figure 12(a) presents the 

irregular-shaped particles in the as-quenched FBB-2, while Fig. 12(b) exhibits lath-shaped 

particles in the aged FBB-3. However, no attempt was made to characterize these phases.  

 As a relative measure of the coarsening resistance in the prototype alloys, we have 

measured the average diameter of B2 precipitates in each specimen. Such measurements are 

carried out directly in the TEM negatives and consider 20 particles only. Even though the 

measurements of 20 particles are insufficient for any rigorous statistical analysis, a preliminary 

analysis is presented to validate our original assumption on decreasing the coarsening rate by 

adding slow diffusing elements, such as Hf. 
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 The measured precipitate-size data is presented in Table VII. We note that in the 

as-quenched state, the mean diameter of B2 precipitates in FBB-2, FBB-3, and FBB-4 is larger 

than in FBB-1, but the standard deviation is very similar. This trend is also obvious in the 

DF-TEM micrographs, for example, if Fig. 8(b) and Fig. 9(b) are compared. While a variation in 

the quenching rate is a possibility, a larger diameter may also originate from a higher nucleation 

temperature, thus a larger temperature interval for growth during quenching, in FBB-2, FBB-3, 

and FBB-4 than in FBB-1. Due to the addition of Mo in FBB-2, FBB-3, and FBB-4, it is most 

likely that the misfit strain in these alloys has been reduced, compared to FBB-1, thus reducing 

the nucleation barrier as well. This trend might have facilitated the nucleation of B2 particles at a 

higher temperature, also allowing for a larger temperature interval for growth during quenching.  

 After aging at 973 K for 100 hrs, the mean diameter (D) of B2 precipitates fall in the 

range of 90 to 130 nm. Now, we compare the ratio of the mean volume of precipitates, V973/VAQ 

[= (D973/DAQ)3] , as a relative measure of the coarsening resistance. It is seen than V973/VAQ in 

FBB-2, FBB-3, and FBB-4 is much smaller than in FBB-1. Even though D973 does not vary 

significantly from one alloy to another, the ratio, V973/VAQ, is affected by the initial precipitate 

size. As anticipated in the beginning of this research, Hf seems to be a better candidate than Zr as 

far as imparting the coarsening resistance. It is seen that the values of V973/VAQ in FBB-7 and 

FBB-8 are one to two orders of magnitude smaller than in FBB-1 to FBB-4, indicating the 

improved coarsening resistance. 

B.3.3.3 AEM 

The representative EDX spectra from the matrix and precipitate(s) in FBB-1, -2, and -7 

are shown in Figs. 16, 17, and 19. The ratio of the integrated intensities are listed in Tables VIII 

and IX, where the relevant quantities are refered to the intensity of Fe for the matrix phase, and 
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to the intensity of Ni for the NiAl-type precipitate. The values presented in Tables VIII and IX 

are based on ten spectra collected from each phase. No attempts were made to quantitatively 

determine the compositions in the matrix and precipitate for these three alloys. 

 Due to a reduction of the Al content in FBB7, compared to FBB2, there is a decrease in 

the Al content in the matrix as the tie-line has shifted towards the Fe-rich corner. A visual 

examination of the EDX spectra from NiAl-type precipiates in FBB1 [see Fig. 16(b)], FBB2 [see 

Fig. 17(b)], and FBB7 [see Fig. 19(b)] demonstrates the evidence of Cr and Fe partitioning to 

NiAl-type precipitates. However, it is obvious that Cr and Fe partitioning to NiAl-type 

precipitates is affected by the alloy composition, as the tie-line compositions change with the 

alloy chemistry. In all alloys, the partitioning of Mo in NiAl-type precipitates is barely detectable. 

Consequently, due to the poor X-ray counting statistics, the I(Mo)/I(Ni) ratio shows a large 

relative error (see Table IX). Another important result is that neither the matrix nor precipitate 

EDX spectrum of FBB2 and FBB7 shows the evidence of Hf and Zr, respectively. These alloys 

are supposed to contain 0.25 wt.% Hf and Zr, respectively.  

 The representative EDS spectra of the Fe matrix and NiAl-type precipitate, taken from 

FBB-3, FBB-8, and FBB-12, are shown in Figs. 18, 20, and 21, respectively. Considering Figs. 

18(a), 20(a), and 21(a), it is seen that the height of the Al-Kα peak decreases, relative to the 

Fe-Kα peak, continuously from FBB-3 to FBB-12. The compositions of the Fe matrix and 

NiAl-type precipitate, evaluated by analyzing the EDS spectra using the procedure described in 

Section B.3.2, are listed in Tables X and XI, respectively. 

 As seen in Table X, the Al content in the Fe matrix decreases from 9.8 wt.% (18.6 at.%) 

in FBB-3 to 2.3 wt.% (4.7 at.%) in FBB-12, while the Cr-, Ni-, and Mo contents remain almost 

the same. Similalry, Table XI shows the compositions of NiAl-type precipitates in these alloys. 
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The Cr content in the NiAl-type precipitate is roughly 1.5 wt.%, while the Fe content varies from 

15 to 18 wt.%, and the Mo content is almost negligible.  

 The experimental Al-Fe-Ni isothermal section at 1,023 K shows that NiAl dissolves 

about 18 at.% Fe at 1,023 K [106]. Therefore, our measured values of Fe in the NiAl-type 

precipitate is consistent with the phase diagram, as a lower Fe content in NiAl is expected due to 

a lower aging temperature of 973 K. 

 Comparing the data in Tables X and XI, it is clear that both Cr and Mo partition 

predominantly to the Fe matrix. In addition, concomitant with the decrease in the Al content in 

the Fe matrix, there is an increase in the Ni content in the NiAl-type precipitate. This trend is 

consistent with the expected tie-lines in the two-phase field (bcc + B2) in Al-Fe-Ni isothermal 

sections. 

 With the knowledge of the compositions of β and β΄ phases, the volume fraction (Vβ΄) of 

the latter can be estimated, using the lever rule: 
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where C0, Cβ, and Cβ΄ are the compositions of the alloy, β matrix, and β΄ precipitate, respectively. 

Considering Al, Cr, and Ni, we obtain Vβ΄ = 0.179, 0.178, and 0.135 for FBB-3, FBB-8, and 

FBB-12, respectively. In the AEM composition analysis, we have neglected the ultrafine 

precipitates and considered only 25 EDX spectra of β and β΄ phases. Further AEM data as well 

as atom-probe tomography (to include ultrafine precipitates) may be needed for the accurate 

estimation of Vβ΄. 

B.3.4 Conclusions 

 The microstructures of FBB series alloys, in the as-quenched and heat-treated (973 K 

for 100 hrs) conditions, are carried out by recording BF and DF images, and SAD patterns in a 
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conventional TEM. The following conclusions are drawn: 

(i) All alloys exhibit nucleation and growth of B2 (NiAl-Type) precipitates in the 

as-quenched state, and they undergo coarsening during subsequent aging at 973 K. 

(ii) Both fully coherent (in FBB-1, -3, -4, -7, and -8) and semi-cohenrent (in FBB-2 and -12) 

B2 (NiAl-Type) precipitates are observed after aging at 973 K for 100 hrs. 

(iii) In FBB-7 and FBB-8, the B2 domains exhibit the additional phase separation.   

(iv) A preliminary analysis of the B2-precipitate size data demonstrate that Hf is more 

effective than Zr in improving the coarsening resistance. 

(v) Minor phases, presumably carbides and borides and possibly other intermetallics, are 

also observed in the as-quenched and heat-treated alloys of FBB-2, FBB-3, and FBB-4. 

However, no attempt was made to characterize them. 

 To supplement the TEM studies of microstructures of prototype alloys, the AEM 

investigations are also carried out using thin foils of FBB-1, -2, -3, -7, -8, and -12 that are aged at 

973 K for 100 hrs. Even though no attempt was made to quantify the EDX results of FBB-1, -2, 

and -7, several key information regarding the partitioning behavior of alloying elements in the 

matrix and NiAl-type precipitates is obtained in this AEM study. The following conclusions are 

drawn: 

(i) Both Cr and Fe partition to NiAl-type precipitates.  

(ii) The partitioning of Mo in the NiAl-type precipitate is barely detectable. Consequently, 

I(Mo)/I(Ni) ratios exhibit a large relative error (due to the poor X-ray counting 

statistics). 

(iii) Neither the matrix nor NiAl-type precipitate spectra showed any evidence of Hf in 

FBB-2 and Zr in FBB-3 and -7. Therefore, in the future, further care or a new strategy is 
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needed while preparing prototype alloys containing small amounts Hf and/or Zr. 

 To relate the compositions of phases (the Fe matrix and NiAl-type precipitate) with 

mechanical properties, we have quantified the compositions in the matrix and the precipitate of 

model alloys FBB-3, FBB-8, and FBB-12, which were aged at 973 K for 100 hrs using the AEM 

techniques. An important result is that the Al content in the Fe matrix decreases significantly 

from FBB-3 to FBB-12, with a concomitant increase in the Ni content in the NiAl-type 

precipitate. The volume fraction of B2 precipitate lies in the range of 13.5% ~ 17.9% for FBB-3, 

-8, and -12. 

B.4 Mechanical Behavior 

B.4.1 Introduction 

 Limited work in the literature has been performed on the mechanical behavior of 

Fe-Ni-Al-(Cr) systems at elevated temperatures. There is no systematic study of the ductility of 

these materials. Only recently, Stallybrass et al. [27] reported that the Fe-Ni-Al-Cr alloys with a 

high volume fraction (0.37) of β΄ exhibited a bending ductility less than 1.5% even at 

temperatures higher than 1,273 K. The reason for the low ductility of these materials has not 

been fully understood. Nevertheless, the steam-turbine materials generally require a tensile 

ductility of about 10% at room temperature for sufficient workability in as-cast and subsequent 

fabrication stages. 

 The effects of various alloying elements on the ductility and toughness of the β phase 

have been reported in the literature [107-109]. Leslie ([107]; also references therein) has 

summarized the effect of many alloying elements on the strength, ductility, and toughness of the 

β-solid solution. Specifically, it has been established that Co, Ni, Rh, Ir, and Pt increase 

toughness (decrease the notch-impact transition temperature), while Si and P decrease toughness 
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(increase the notch-impact transition temperature) and also to a lesser extent by Cr, Mn, and Re. 

In this regard, Al behaves analogous to Si in the β solid solution. Recently, Herrmann et al. [109] 

reported the tensile strength and ductility of the Fe-(4 to 18)Al (atomic percent) solid solution at 

room temperature. With increasing the Al content, an increase in the strength and a concomitant 

decrease in the ductility were observed. Furthermore, α Fe is known to exhibit cleavage fracture, 

particularly at low temperatures, due to the limited number of active slip systems. 

 Pugh [110] proposed that the ductility of pure metals is related to the ratio of the bulk 

modulus to shear modulus (K/G). The rationale is that with decreasing K/G, more energy is 

stored as dilation rather than shear deformation. In fact, the measurement of polycrystalline 

elastic constants of β solid solutions show a marked increase in K/G when Ni and Pt are added to 

Fe, leading to an increase in the fracture toughness. On the other hand, K/G, slightly decreases 

when Cr and Mn are added, leading to a decrease in the fracture toughness. However, such a 

simplistic correlation fail in many cases [107]. A more fundamental hypothesis is that the 

elements, which increase ductility, also change bonding so as to increase the cross-slip of screw 

dislocations in the α Fe [107]. The polycrystalline NiAl with a B2 structure exhibits no tensile 

ductility at room temperature due to the lack of five independent slip systems to satisfy the Von 

Mises’ criterion for the polycrystalline plasticity [111]. Like many bcc metals and B2 aluminides, 

NiAl exhibits cleavage fracture. However, the cleavage plane is not well defined [112,113]. It has 

been observed that in B2-NiAl, the fracture of {511} transient planes may proceed before 

cleavage on {110} planes [112,113]. Darolia et al. [114] reported that small additions of Fe, Ga, 

and Mo significantly improve the tensile ductility, but Fe is the most effective. For example, 

NiAl along <110> has a tensile ductility of only 0.8%, but with the addition of 0.25 at.% Fe 

(substituting for Al in NiAl), the tensile ductility increases to 5.9% [114]. In another study, Field 
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et al. [115] reported that the addition of Cr promotes the activation of the <111> slip system. Law 

and Rachinger et al. [116,117] suggested that Cr, Mn, and Fe lower the ordering energy of NiAl 

and favor <100> slip, but this argument was disputed by Cotton [118]. Small additions of Mo 

were also reported to increase the ductility of the polycrystalline NiAl at room temperature [119], 

while Hahn and Vedula [111] demonstrated that small deviations from the stoichiometric 

composition make NiAl even more brittle at low temperatures. 

 Based on the available literature, it is implicit that the dissolved Al in the β solid 

solution, and the volume fraction and stoichiometry of the NiAl precipitates are expected to be 

the major factors controlling the ductility of β/β΄ alloys. To investigate these factors, we have 

carried out a systematic study. Specifically, six β/β΄ (FBB) alloys with the nominal compositions 

of Fe-xAl-10Ni-10Cr-3.4Mo-0.25Zr-0.005B (x = 3 - 10 wt.%) were fabricated to investigate the 

effects of Al on the phase transformation, microstructure, and partitioning behavior of alloying 

elements, precipitate-volume fraction, and bending ductility at room temperature. An attempt 

was made to improve the ductility of the NiAl-strengthened ferritic steels by optimizing the Al 

concentration. 

 On the other hand, some research work on the tensile and creep behavior above 873 K 

has been performed in this ferritic-alloy system, in order to evaluate their applications at high 

temperatures. The yield stress as a function of temperature for Fe-Ni-Al-Cr alloys has been 

studied [120]. It is shown that the yield stress decreases dramatically above 873 K due to the 

dissolution of hyperfine cooling precipitates, and the value lies above conventional heat-resistant 

steels and below Ni-based superalloys. Creep properties have been examined by compressive 

and tensile creep tests in the stress range of 10 - 350 MPa and temperature range of 873 - 1,273 

K [26,27,121-123]. Similar results have been reported that the stress exponent is determined to 
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be 4 with the compensation of the threshold stress on the order of Orowan stress, and the 

creep-activation energy is on the order of magnitude of the activation energy for self-diffusion in 

Fe. The steady-state creep rate is about 10-8 s-1 at a compressive stress level of 50 MPa and 1,023 

K, in Fe-Al-Ni and Fe-Al-Ni-Cr alloys with a 20 ~ 24 % volume fractions of NiAl precipitates 

[27,121,122]. However, controversy exists on the observed creep mechanism. Jung [121-123] 

observed the diffusional creep at a low stress in Fe-Al-Ni alloys, which was not found in 

Fe-Al-Ni-Cr alloys with a comparable volume fraction in the same temperature and stress ranges. 

Jung suggested that the creep mechanism was grain-boundary sliding, accommodated by the 

dislocation creep within the grains at high stresses and by the diffusional creep at low stresses, 

while others claimed a dislocation-creep mechanism with a single slope of stress dependence 

[121,122]. Zhu et al. [26] investigated the dislocation-particle interactions of the crept 

Fe-Al-Ni-Cr alloys by TEM, and suggested that the operative deformation mechanism under low 

stresses was a dislocation local climb coupled with a weak attractive interaction between 

dislocations and particles. Stallybrass et al. [27,120] reported that the threshold stress increases 

with the volume fraction of precipitates and decreases rapidly with the increased temperature.  

 Further alloy optimization to improve the creep resistance in the ferritic superalloy 

requires a fundamental understanding of the composition-microstructure-property relationships. 

In particular, quantitative analyses of precipitation configurations are desired, since the creep 

behavior is largely dependent on the precipitate parameters through various dislocation-particle 

interactions (e.g., particle shearing, Orowan bowing, dislocation climb, and dislocation 

detachment) in the precipitation alloys. In the present work, prescreening in the creep properties 

of the designed ferritic alloys has been conducted by short-term compressive-creep tests. 

Detailed studies on the selected compositions with the optimal creep resistance have been 
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performed by tensile-creep tests. Using a power-law creep model, the stress and temperature 

dependence on the secondary creep rate and the threshold stress are determined. The creep 

mechanism during compressive creep has been identified as a mixture dislocation-particle 

interactions of Orowan bowing and dislocation climb.  

B.4.2 Experimental Methods 

B.4.2.1 Ductility 

 From the heat-treated rods, strips with a size of 19.05 x 3.17 x 0.76 mm for 

three-point-bending tests were cut by electron-discharge machining (EDM), and then tested at a 

strain rate of 2 x 10-4 s-1 at room temperature. The fracture surfaces were investigated by the 

scanning-electron microscopy (SEM) to identify the fracture mechanisms. 

B.4.2.2 Creep 

 Compressive-creep specimens were cut from the ingot into cylinders with a 4-mm 

diameter and 6-mm height using EDM. Short-time compressive-creep tests were conducted to 

prescreen the creep property of different compositions, employing the Material Testing Systems 

(MTS) facility. A constant compressive load with an initial engineering stress level of 140 MPa 

was applied at 973 K for 100 hrs. The temperature variation is within 2K, as monitored by a 

thermocouple attached on the specimen. After the creep test, the sample was cooled in air. 

Prescreening of creep properties for FBB-1, -2, -3, and -4 were conducted in vacuum, while 

compressive-creep tests for the other alloys were performed in air. 

 For selected alloys with the optimal compressive-creep resistance, tensile-creep 

experiments were performed using dog-bone specimens through a dead-load creep frame. 

Compared to previous prescreening compressive-creep tests on samples with a small geometry (4 

mm in diameter and 6 mm in height), tensile-creep tests with a larger specimen geometry could 
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reduce the errors caused by external environments. The steady-state creep rate, rupture time, and 

Larson-Miller parameter can be determined by tensile-creep tests, and, thus, those parameters 

can be compared with other ferritic steels, most of whose data are based on the tensile creep. The 

creep experiments were conducted in a constant dead-load creep frame. Each specimen is 

mounted in a testing fixture and suspended within the creep-frame furnace. A chromel-alumel 

thermocouple wired to the center of the specimen gauge length is connected to a digital 

temperature recorder which, in turn, is used to monitor the temperature of the specimen during 

testing, with ± 1 K variation during the constant temperature test. At the beginning of each test, 

the specimens are heated to the desired temperature and stabilized before any load is applied. 

Loading is in the uniaxial tension with a constant load throughout the test. In addition to the 

temperature, the specimen extension, measured by a dial gauge attached to the testing fixture, is 

also recorded as a function of time. The dog-bone specimen has a gauge length of 28 mm, a 

gauge diameter of 3.175 mm, and a total length of 47 mm. 

 Thin slices were cut perpendicular to the cylinder axis for compressive-crept samples 

and subsequently grounded to a thickness of ~ 50 micron. Foils for TEM characterizations were 

further prepared by electro polishing. An electrolyte containing 6 vol.% perchloric acid, 60 vol.% 

Methanol, 33.5 vol.% ethoxy-ethanol, and 0.5 vol.% glycerin in methanol is maintained at 243 to 

253 K, and applied by a voltage of 16 V. Dislocation-particle interactions have been examined in 

an FEI Tecnai 20 microscope operating at 200 kV. 

B.4.3 Results and Discussions 

B.4.3.1 Three-Point-Bending Experiments and Fracture Behavior 

 Three-point-bending tests were performed to assess the ductility of model alloys. In this 

test, the bending flexural strain of a strip is calculated as [124] 
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2/'6 LtDf =ε                                    (22) 

where εf is the strain on the outer surface, D΄ is the maximum deflection at the center of the strip 

(mm), t is the thickness (mm), and L is the support span (mm). The calculated bending ductility 

and measured hardness are shown in Fig. 22. Reducing the Al concentration from 10 wt.% to 3 

wt.% improves the failure bending strain from 0.5% to more than 5%. The hardness decreases 

slightly, when the Al content is reduced from 10 wt.% to 6.5 wt.% below which the hardness 

drops significantly. 

 The SEM fractographs of FBB-3, FBB-8, and FBB-9 are shown in Figs. 23(a)-(c). The 

flat facets in all cases exhibit river patterns, which are the characteristic feature of a brittle 

cleavage fracture. The sharp drop in the hardness and a concomitant increase in the ductility 

from FBB-12 (4 wt.% Al) to FBB-13 (3 wt.% Al) suggest a possible change of fracture modes. 

Figure 23(d) shows the bending fracture surface of the alloy FBB-13. It exhibits a mixed fracture 

mode of cleavage and ductility. The representative ductile fracture is shown as an inset in Fig. 

23(d). 

 Following the brief discussion in Introduction, it is implicit that many properties of β/β΄ 

alloys are expected to be governed by the intrinsic properties of the constituent phases. 

Specifically, the bulk NiAl exhibits only a limited ductility, and that of the α Fe is strongly 

influenced by alloying elements, such as Al. In addition, it has been reported that the ductility of 

the polycrystalline alloys decreases, as the volume fraction of the strengthening particles 

increases [125]. 

 Our TEM and AEM studies show that the microstructures of model alloys consist of the 

β matrix and spherical/cuboidal β΄ strengthening precipitates. In this class of alloys, we find that 

two major factors governing the ductility: viz. the volume fraction of β΄ and the Al content in the 
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α-Fe matrix. In model alloys containing 4 - 10 wt.% Al, the volume fraction of β΄ lies in the 

range of 0.13 - 0.18. When the Al content is reduced while keeping the Ni content the same, 

three microstructural changes take place simultaneously: (1) the volume fraction of β΄ decreases, 

(2) the Al content in the β matrix decreases, and (3) the Ni content in the β matrix slightly 

increases. It is believed that the improvement in the ductility for FBB-13 is related to the 

decrease in both the precipitate volume fraction and Al solubility in Fe. However, among these 

two factors, which one is decisive to the ductility is not clear at this stage, as both of them 

change when increasing the Al additions. To understand each of their individual effects, we need 

to control one of those factors at a constant value while changing the other. In the future, alloys 

will be fabricated according to the thermodynamic-calculation results and investigate the 

individual effects of each factor. 

 Although the volume fraction of β΄ decreases moderately from FBB-3 to FBB-12, the Al 

content in the β matrix decreases significantly from 18.6 at.% in FBB-3 to 4.7 at.% in FBB-12. 

In their study, Herrmann et al. [109] reported that the presence of DO3-type chemical order may 

also lower the ductility of Fe-Al alloys. However, in our model alloys, the presence of DO3-type 

could not be seen in TEM diffraction patterns. Thus, its influence on ductility is ruled out. 

Among other alloying elements in the β matrix, dissolved Cr and Mo may also cause a decrease 

in the ductility and toughness of Fe [107]. Nevertheless, this trend cannot explain the ductility 

differences for FBB-3 to FBB-12 alloys, as AEM results reveal that the amount of the dissolved 

Cr and Mo in the β matrix are almost the same. In addition, AEM results reveal that the Al- and 

Ni-contents in the β matrix have decreased and increased, respectively, from FBB-3 to FBB-12. 

Therefore, both these factors have contributed to the improvement in the ductility of FBB-12. 

 Several studies [113,114,126] have shown that the dissolved Fe modifies the preferred 
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slip vector of the polycrystalline NiAl, and thus improves the ductility. Also, Kovalev et al’s 

study [127] found that the addition of 2 at.% Fe decreases the ductile-brittle transition 

temperature of NiAl by about 473 K. Our AEM results show that the Fe content in β΄ precipitates 

varies from 15.3 at.% in FBB-3 to 18.1 at.% in FBB-8, which indicates that the softening effects 

in FBB-8 may be higher than in FBB-3. The AEM results also reveal that the chemistry of the β΄ 

has changed from Al-rich in FBB-3 to slightly Ni-rich in FBB-12 due to a reduction in the Al 

content in the alloy. It has already been shown [117] that a small deviation from the 

stoichiometric composition makes NiAl even more brittle at low temperatures. Due to the 

insignificant partitioning of Cr and Mo to β΄, the ductility of the β΄ precipitates in FBB-8 should 

be the highest. However, the ductility of all model alloys with the Al content higher than 4 wt.% 

is nearly the same, implying the intrinsic ductility of the β΄ precipitates is nearly constant. 

Therefore, the two major factors governing the poor ductility of the β΄-strengthened ferritic steels 

are the volume fraction of NiAl-type precipitates and the Al content in the α-Fe matrix. 

 Although the ductility of β΄-strengthened ferritic steels can be improved by reducing the 

Al content, concomitantly the hardness decreases, as shown in Fig. 22. This trend is due to the 

decrease in the volume fraction of β΄, and also due to the decrease in the solid-solution 

strengthening of the β matrix, as the dissolved Al is reduced. A major objective of this research is 

to design a creep-resistant ferritic steel with a decent ductility at room temperature for sufficient 

fabricability. A certain amount of Al is needed for the formation of sufficient β΄ precipitates for 

both creep and oxidation resistance. Combining the ductility and hardness of the model alloys 

shown in Fig. 22, an optimal balance appears to be at about 6.5 wt.% Al. The tensile ductility of 

the alloy with 6.5% Al can be further improved to more than 10 wt.% by thermal-mechanical 

treatments, which will be discussed elsewhere [128]. 
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B.4.3.2 Compressive and Tensile Creep Behavior 

 The strain (ε) vs. time (t) curves for FBB-1, -2, -3, and -4 at 973 K and 160 MPa in 

vacuum for 1 hr are plotted in Figure 24. The alloy FBB-1 shows a typical creep curve. During 

the primary creep stage, the creep rate is very large and decreases very quickly. Then, the creep 

rate becomes constant, and creep goes into the steady-state stage. The tertiary stage doesn’t 

appear within 1 hr. However, the alloys FBB-2, FBB-3, and FBB-4 exhibit a different creep 

behavior. There is no obvious primary creep. The creep goes into a steady-state stage directly. 

Similarly, no tertiary stage appears within 1 hr. Among FBB-2, FBB-3, and FBB-4 alloys, FBB-3 

exhibits the lowest strain after one hr. Alloys with the same wt.% of Zr (FBB-3) appear to have a 

better creep resistance than alloys with Hf (FBB-2), as shown in Figure 24. Therefore, FBB-3 

was selected as the base alloy for further creep improvement.  

 Figure 25 shows the typical creep curves of strain vs. time for the alloys FBB-3, -7, -8, 

-9, -12, and -13 with different Al concentrations. The primary creep stage, where the strain rate 

decreases as a function of time, is very transient in all the alloys except FBB-12, before the 

material steps into the secondary-creep stage where the strain rate is approximately constant. 

Either secondary or tertiary creep was achieved during the 100-hrs tests. The regime of the 

secondary creep is relatively shorter in the alloys FBB-3 and -7 than the other alloys, indicating 

that microstructure instabilities (e.g., coarsening of precipitates, grain growth, and/or change of 

dislocation structures) occurred during the steady-state creep and accelerated the onset of the 

tertiary creep. Steady-state creep rates at 973 K and 140 MPa are plotted in Fig. 26 as a function 

of the Al addition. The total variation in the creep rates was nearly two orders of magnitudes 

(10-9 ~ 10-7 /s). Optimal compositions with minimal secondary creep rates were exhibited by the 
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alloys with ~ 6.5 wt.% Al (FBB-8). Stallybrass et al. [27] measured the compressive steady-state 

creep rates to be in the range of 7.2 x 10-5 ~ 2.8 x 10-6 /s at 973 K and 140 MPa for the 

Fe-Ni-Al-Cr alloys with 9 ~ 37 % volume fractions (vol.%) of precipitates. Compared to his 

results, FBB alloys show 1 ~ 3 orders of magnitude lower creep rates with less than 20 vol.% of 

precipitates. Such incredible improvement in the creep resistance is probably attributed to the 

addition of Mo as a solid-solution strengthening element in the Fe matrix. The mobility of 

dislocations is reduced by moving viscously and dragging the solute atmosphere [129]. The 

minimal creep rates in the solid-solution Fe-Mo were reported to be approximately three orders 

of magnitude lower than that in α Fe [130]. 

 Figure 26 presents the steady-state creep rates, average particle diameter, and precipitate 

volume fraction as a function of the Al concentration. With Al increases, the average particle size 

decreases. The precipitate volume fractions in FBB-3, -8, and -12 have been determined to be 

17.9%, 17.8%, and 13.5%, respectively, by AEM analyses, as reported in Section B.3. The 

volume fraction of precipitates in FBB-13 has been estimated to be ~ 7% by a thermodynamic 

model [131]. It can be concluded that the volume fraction increases, as Al increases to 6.5 wt.% 

and saturates with a further addition of Al.  

 The relationship between microstructural parameters and creep properties are revealed 

by clarifying the underlying creep mechanisms. Figure 27 presents a typical feature of 

dislocation-particle interactions examined by TEM, which reveals the existence of two types of 

strengthening mechanisms: dislocation loops bowing out between particles and dislocation climb 

around particles. Both mechanisms can introduce a threshold stress or back stress to resist the 

dislocation motions. Particle shearing was not observed probably due to the coarse size of 

precipitates. The results are consistent with Zhu et al’s investigation [26]. The threshold stress 
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could equal the Orowan stress, or a ratio of the Orowan stress for the dislocation climb (e.g., 0.4 

~ 0.7 for the local climb and 0.004 ~ 0.02 for the general climb mechanisms [132,133]). The 

Orowan stress can be calculated from the following expression [134]: 
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where λs is the square lattice spacing, r is the particle radius, f is the volume fraction, and ν is the 

Poisson’s Ratio. Using 42 GPa as the shear modulus of Fe at 973 K, ν of 0.33, b of 0.20269 nm, 

and r determined by TEM, we estimate the Orowan stress for FBB-3, -8, and -12 to be 190, 143, 

and 105 MPa, respectively. Assuming that the same mechanism (either dislocation local climb or 

Orowan bowing) is dominant in the alloys with Al ranging from 3 wt.% to 6.5 wt.%, the 

increased volume fraction probably leads to a higher creep threshold stress, and, thus, largely 

improves the creep resistance. However, such correlation is not valid for alloys with Al > 6.5 

wt.%. It is possible that the predominant mechanism changes from the Orowan bowing to local 

climb or from local climb to general climb at Al > 6.5 wt.%, leading to the reduced values of the 

threshold stress and as the increased creep rates for FBB-7 and -3. Although FBB-8 and -3 have 

the same volume fraction, the Al concentration in the matrix is much higher (18.6 at.%) in 

FBB-3 than that (8.2 at.%) in FBB-8, while the Fe concentration in the matrix is 10.4 at.% lower 

in FBB-3 than in FBB-8 (see Tables X and XI). The compositions of other elements in the matrix 

and elements in the precipitate are similar in the two alloys. Therefore, the accelerated creep 

rates in the range of 6.5 ~ 10 wt.% Al is probably associated with the high Al concentration in 

the matrix or the change of dislocation-particle interaction mechanisms. 
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 The effect of Zr on the creep property was also studied. As shown in Figure 28, 

additional Zr in FBB-14 does not show an apparent improvement on the steady-state creep rate, 

at the compressive stress level of 140 MPa.  

 As a conclusion of the prescreening compressive-creep experiments, the optimal 

composition with both good creep resistance and ductility has been determined to be FBB-8. To 

further improve the creep resistance, the solid-solution element, W, was added into FBB-8 to 

design the alloys, FBB-8W1 and FBB-8W2, considering that W can strengthen the matrix and 

reduce the creep rate dramatically. The tensile-creep tests for FBB-8, -8W1, and -8W2 have been 

conducted, using dead-load creep frames by constant-load stress-jump tests at 973 K from 

engineering stresses of 60 ~ 140 MPa. The stress transition was taken after the steady-state creep 

rate was obtained for the previous level of stress. A well-established steady-state creep regime 

was observed for both the alloys at the studied stress levels. The dependence of the secondary 

creep rate at 973 K on the true stress for the alloys is plotted on a logarithmic scale in Figure 

29(a). The data points exhibit an apparent single-slope behavior. From the slope of the straight 

line, the apparent-stress exponent can be determined. A strong stress dependence was observed 

with the high apparent-stress exponent in the range of 6.8 ~ 9.9, which is commonly found in 

particle-strenghened materials. With the addition of W, the secondary creep rates of FBB-8W1 

and 8W2 are reduced by 1 ~ 2 orders of magnitudes, compared to FBB-8. 

 The stress dependence of the secondary creep rate of particle-strengthened materials can 

usually be described by a phenomenological equation involving a threshold-stress compensation, 

given by  
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where ε&  is the steady-state creep rate, A is the constant, σ is the applied stress, σth is the 
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threshold stress, n is the stress exponent, Q is the activation energy, R is the gas constant, and T 

is the temperature. A linear fit was obtained by plotting the n/1ε&  against the stress in Figure 

29(b). A good fit was achieved with a value of n = 4, which was also observed by Zhu et al. [26] 

and Stallybrass et al. [27]. The threshold stress can be estimated by extrapolating the stress at 

n/1ε&  = 0. Therefore, the relationships between the stress and strain rate are described as 

 FBB-8: ( )414 6.441028.4 −××= − σε&  (26) 

 FBB-8W1: ( )415 5.531016.2 −××= − σε&  (27) 

 FBB-8W2: ( )416 401084.3 −××= − σε&  (28) 

The threshold stresses for FBB-8, -8W1, and -8W2 at 973 K are determined to be 44.6, 53.5, and 

40 MPa, respectively. Note that the threshold stress of FBB-8W2 is lower than that of FBB-8 

(44.6 MPa) and FBB-17 (58.8 MPa). A similar threshold stress and much lower secondary creep 

rate are observed for FBB-8W2, compared with FBB-8. The possible reason is twofold: (1) a 

W-intermetallic phase forms inside the material, which enhances the strength of the material at 

elevated temperatures, and (2) W provides significant solid-solution strengthening in the Fe 

matrix to reduce the steady-state creep rate.  

 Figure 30 compares the Larson-Miller parameter (LMP) of FBB-8 with the other 

Fe-based materials candidates for steam-turbine applications [135]. FBB-8 does not show the 

superior creep resistance, relative to the other candidates at high stresses (> 100 MPa). However, 

considering the application stress for steam turbines is only 35 MPa, the creep resistance of 

FBB-8 is comparable with the other candidate materials at 80 MPa, and higher than most 

materials except HR-1200 at 60 MPa. 

B.4.4 Conclusions 

 The DSC results show a transition peak between the transformation temperatures of β΄ 
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to β in the alloys with low Al contents. The AEM analyses verify that this transformation is most 

likely to be the FeAl phase separation inside the β΄ (NiAl) precipitates. The TEM study exhibits 

that the microstructure of the model alloys consists of the β-Fe matrix and β΄ (NiAl-type) 

precipitates with a diameter between 130 and 150 nm. The volume fraction of β΄ lies in the range 

of 0.07 - 0.18 for the studied alloys. 

 The three-point-bending test reveals that the model alloys, containing 4 ~ 10 wt.% Al, 

exhibit very limited ductility (< 2%) at room temperature, and their fracture mode is 

predominantly of a cleavage type. Two major factors governing the poor ductility are the volume 

fraction of NiAl-type precipitates and the Al content in the α-Fe matrix. Among these two factors, 

it is necessary to undertake further studies with alloys along a particular tie-line by keeping the 

volume fraction of β΄ constant but varying the Al content. This approach may help establish the 

dominance of either of these two factors. A bending ductility of more than 5% can be achieved 

by lowering the Al concentration in alloys to 3 wt.%. However, the alloy containing about 6.5 

wt.% Al is found to have an optimal combination of hardness and ductility. 

 From prescreening compressive-creep tests, we have determined that the optimal 

compositions with the superior creep resistance contain ~ 6.5 wt.% Al. Orowan bowing and 

dislocation climb were identified to be dislocation-particle interaction mechanisms. Steady-state 

creep rates decreased in the region of 4 ~ 6.5 wt.% Al due to an increased volume fraction of 

precipitates and the enhanced resistance to the dislocation motion. Accelerated creep rates were 

found in the region of 6.5 ~ 10 wt.% Al, associated with a high Al concentration in the matrix or 

change of dislocation-particle interaction mechanisms.  

 The tensile-creep experiments by stepwise loading have been performed for FBB-8, 

-8W1, and -8W2. With the threshold-stress compensation, the stress exponent is determined to be 
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4, indicating the power-law creep. The threshold stress is in the range of 40 ~ 53 MPa. An 

addition of W can significantly reduce the secondary creep rates. Compared to other candidates 

for steam-turbine applications, FBB-8 does not show superior creep resistance at high stresses (> 

100 MPa), but exhibit superior creep resistance at low stresses (< 60 MPa).   
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D. GRAPHICAL MATERIALS LISTS 

 
Table I:  Calculated energetics for self- and impurity-diffusion in the bcc Fe. 
Vacancy-formation energies ( f

vHΔ ), migration energies (ΔHv
mig ), and solute-binding energies 

( bHΔ ) are calculated in the fully-ordered ferromagnetic state and used to compute the 
corresponding value of the diffusion-activation energy ( 0

FQ ). The variable, α, parameterizes the 
dependence of the activation energy on magnetization - the values for Fe, W, and Mo are taken 
from the experimental measurements [54,72], while the values for Ta and Hf have been 
estimated from first-principles calculations of the induced magnetization, as discussed in the text. 
The activation energy in the paramagnetic state ( PQ ) is derived as 0 /(1 )P FQ Q α= + . 
 

 Fe W Mo Ta Hf 
f

vHΔ  (eV) 2.23 - - - - 

bHΔ  (eV) - -0.14 -0.17 -0.32 -0.65 
ΔHv

mig  (eV) 0.64 0.71 0.54 0.44 0.18 
α   0.156  0.086  0.074  0.057  0.047 

0
FQ  (eV) 2.87 2.80 2.60 2.35 1.75 
PQ  (eV) 2.48 2.58 2.42 2.22 1.67 

 
 
Table II:  Correlation factors (f2) for Mo- and W-solute diffusion at representative temperatures 
of 800, 1,000, and 1,200 K. The results are calculated within the Le Claire formalism using 
first-principles-calculated migration energies, as discussed in the text. The calculated value of f2, 
as well as the ratio of f2 to the constant value of the correlation factor for the bcc Fe self-diffusion 
(f0 = 0.727), is listed for each solute. 
 

 W Mo 
T (K) f2 f2 / f0 f2 f2 / f0 
800 0.77 1.06 0.22 0.30 

1,000 0.74 1.02 0.28 0.39 
1,200 0.73 1.00 0.33 0.46 
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Table III:  Activation energies in the fully-ordered ferromagnetic state ( Q0
F) and paramagnetic 

state (QP) are listed, along with diffusion prefactors for self diffusion in the bcc Fe. Results 
obtained from the present calculations are compared with the available published experimental 
measurements.  The calculated prefactors in this work are weakly temperature dependent, and 
the result listed in this Table and Tables IV and V correspond to T = 1,050 K. 
 

 Q0
F  (kJ/mol) QP (kJ/mol) D0 (m2/s) 

Present work 277 239 6.7 × 10-5 
Iijima et al. [54] 289.7 ± 5.1 250.6 ± 3.8 2.8 × 10-4 
Borg et al. [56] - 281.5 1.2 × 10-2 
Geise et al. [55] - 281.6 1.2 × 10-2 
Graham et al. [33] - 239.7 2.0 × 10-4 
Walter et al. [59] - 240.6 2.0 × 10-4 
Buffington et al. [57] - 239.3 1.9 × 10-4 
Hettich et al. [58] 283.7 - 1.0 × 10-4 
James et al. [34] 254.0 240.6 2.0 × 10-4 
Lübbehusen et al. [60] 284.7 - 299.1 248.0 - 258.6 6.8 - 12.3 × 10-4

Kucera et al. [61] - 261.5 1.1 × 10-3 
 

Table IV: Activation energies in the fully-ordered ferromagnetic state (Q0
F) and paramagnetic 

state (QP) are listed, along with diffusion prefactors for impurity diffusion of W in the bcc Fe. 
Results obtained from the present calculations are compared with the available published 
experimental measurements. 
 

 Q0
F  (kJ/mol) QP (kJ/mol) D0 (m2/s) 

Present work 270 249 1.4 × 10-4 
Takemoto et al. [52] 312.0 ± 27.0 287.0 ± 22.0 1.5 × 10-2 
Kucera et al. [63] - 246.2 ± 3.2 2.0 × 10-4 
Gruzin et al. [47]  292.9 3.8 × 10-1 
Alberry et al. [64] - 243.5 ± 7.1 1.6 × 10-4 
Keiszniewski et al.[62] - 265.7 6.9 × 10-3 

 
Table V: Activation energies in the fully-ordered ferromagnetic state (Q0

F ) and paramagnetic 
state (QP) are listed, along with diffusion prefactors for impurity diffusion of Mo in the bcc Fe. 
Results obtained from the present calculations are compared with the available published 
experimental measurements. 
 

 Q0
F  (kJ/mol) QP (kJ/mol) D0 (m2/s) 

Present work 251 234 6.3 × 10-5 
Nitta et al. [53] - 282.6 ± 6.4 1.5 × 10-2 
Kucera et al. [63] - 216.3 5.7 × 10-5 
Alberry et al. [64] - 225.5 ± 4.6 7.9 × 10-5 

Borisov et al. [65] - 205.0 3.0 × 10-5 

Nohara et al. [66] 284.5 ± 6.7 272.8 ± 5.4 3.1 × 10-3 
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Table VI: FBB Alloy compositions (wt.%) 
 

Alloys Purpose Fe Al Cr Ni Mo W Hf Zr B Nb V C 
FBB-1 Base 70 10 10 10 - - - - - - - - 
FBB-2 Hf 66.3 10 10 10 3.4 - 0.25 - 0.005 - - - 
FBB-3 Zr 66.3 10 10 10 3.4 - - 0.25 0.005 - -  
FBB-4 Carbides 66.1 10 10 10 3.4 - - 0.25 0.005 0.1 0.1 0.05
FBB-7 Al effect 68.3 8 10 10 3.4 - - 0.25 0.005 - - - 
FBB-8 Al effect 69.8 6.5 10 10 3.4 - - 0.25 0.005 - - - 
FBB-9 Al effect 71.3 5 10 10 3.4 - - 0.25 0.005 - - - 
FBB-12 Al effect 72.3 4 10 10 3.4 - - 0.25 0.005 - - - 
FBB-13 Al effect 73.3 3 10 10 3.4 - - 0.25 0.005 - - - 
FBB-17 Al effect 70.3 6 10 10 3.4 - - 0.25 0.005 - - - 
FBB-8W1 W effect 67.8 6.3 9.7 9.7  6.3 - 0.23 0.005 - - - 
FBB-8W2 W effect 68.8 6.4 9.8 9.8 1.7 3.2 - 0.24 0.005 - - - 
FBB-14 Zr effect 69.6 6.5 10 10 3.4 - - 0.5 0.005 - - - 
FBB-15 Zr effect 69.1 6.5 10 10 3.4 - - 1 0.005 - - - 

 
Table VII: Precipitate-size data [mean diameter (D) ± std deviation in nm] based on the 
measurements of 20 B2 particles in each specimen. As a relative measure of the coarsening 
resistance in these alloys, also listed are V973/VAQ [= (D973/DAQ)3], and the ratios of the mean 
volumes of precipitates after aging (V973) and in the as-quenched (VAQ) conditions. 
 

Alloy#  As-quenched  973 K/100 hrs (V973/VAQ) 
FBB-1  15 ± 3.1    5.7 ± 20.5  260 
FBB-2  24.4 ± 4.5   1.8 ± 31   53 
FBB-3  22.8 ± 3.5   3.3 ± 22.1  69 
FBB-4  20.5 ± 4.3   00.3 ± 26.5  117 
FBB-7  95 ± 22    05 ± 25   1.35 
FBB-8  100 ± 18   130 ± 25  2.2 

 
Table VIII: Ratios of integrated X-ray intensities of alloying elements in the Fe-based matrix 
based on the EDX spectra collected from thin foils in AEM.  

 
Alloy# Matrix       
  I(Al)/I(Fe)  I(Cr)/I(Fe)  I(Ni)/I(Fe)  I(Mo)/I(Fe)   I(W)/I(Fe) 
FBB-1 0.125 ± 0.008 0.186 ± 0.008 0.032 ± 0.005 ------   ------ 
FBB-2 0.156 ± 0.010 0.177 ± 0.008 0.033 ± 0.008 0.017 ± 0.003 ------ 
FBB-7 0.108 ± 0.008 0.170 ± 0.007 0.022 ± 0.006 0.017 ± 0.002 ------ 
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Table IX: Ratios of integrated X-ray intensities of alloying elements in NiAl-type precipitates 
based on the EDX spectra collected from thin foils in AEM.  
 

Alloy# Precipitate 
  I(Al)/I(Ni)  I(Cr)/I(Ni)  I(Fe)/I(Ni)   I(Mo)/I(Ni) 
FBB-1 0.779 ± 0.039 0.049 ± 0.005 0.414 ± 0.024 ------ 
FBB-2 0.746 ± 0.062 0.028 ± 0.005 0.298 ± 0.022 0.003 ± 0.002 
FBB-7 0.805 ± 0.039 0.024 ± 0.009 0.269 ± 0.049 0.003 ± 0.002 

 
Table X: Compositions [wt. fr. (at. fr.)] of the Fe matrix in FBB alloys, aged at 973 K for 100 
hrs, as determined using thin foils in AEM.  
 
Alloy# Fe-matrix       
  Al    Cr    Ni    Mo     Fe  
FBB-3 0.098 ± 0.003 0.118 ± 0.009 0.023 ± 0.002 0.048 ± 0.009  0.713 (bal.) 
  (0.186 ± 0.005) (0.116 ± 0.009) (0.020 ± 0.002) (0.026 ± 0.005)  (0.653)  
FBB-8 0.041 ± 0.001 0.115 ± 0.009 0.023 ± 0.002 0.037 ± 0.007  0.784 (bal.) 
  (0.082 ± 0.002) (0.119 ± 0.009) (0.021 ± 0.002) (0.021 ± 0.004)  (0.757)  
FBB-12 0.023 ± 0.001 0.109 ± 0.009 0.035 ± 0.003 0.037 ± 0.007  0.796 (bal.) 
  (0.047 ± 0.002) (0.115 ± 0.01) (0.033 ± 0.003) (0.021 ± 0.004)  (0.784) 
 
Table XI: Compositions [wt. fr. (at. fr.)] of NiAl-type (B2) precipitates in FBB alloys, aged at 
973 K for 100 hrs, as determined using thin foils in AEM.  
 
Alloy# NiAl-type precipitate 
  Al    Cr    Fe    Mo     Ni 
FBB-3 0.302 ± 0.008 0.013 ± 0.001 0.153 ± 0.013 0.006 ± 0.001  0.527 (bal.) 
  (0.482 ± 0.009) (0.011 ± 0.001) (0.118 ± 0.002) (0.003 ± 0.0004)  (0.386) 
FBB-8 0.274 ± 0.007 0.018 ± 0.002 0.181 ± 0.016 0.005 ± 0.001  0.522 (bal.) 
  (0.448 ± 0.01) (0.015 ± 0.002) (0.143 ± 0.012) (0.002 ± 0.0008)  (0.392) 
FBB-12 0.248 ± 0.007 0.012 ± 0.001 0.169 ± 0.015 0.003 ± 0.001  0.569 (bal) 
  (0.415 ± 0.01) (0.011 ± 0.0003) (0.136 ± 0.012) (0.001 ± 0.0009)  (0.437) 
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Figure 1 Ratios of diffusivities for impurity diffusion relative to self-diffusion in the α Fe plotted 
for a variety of solutes as a function of electron to atom ratio. The results correspond to a 
temperature of T = 1,050 K and are obtained from the published measurements [30-66]. Rows 1, 
2, and 3 in the legend refer to the position of the element in the periodic table, corresponding to 
3d, 4d, and 5d TM elements, respectively. 
 

 
Figure 2 Illustration of the nine distinct jump frequencies considered in the calculation of the 
correlation factor for impurity diffusion [67,75]. The solute impurity is denoted by the red circle, 
the vacancy by the green square, and the solvent (Fe) atoms by grey circles. The numbers in the 
circles and squares correspond to the neighboring sites of the solute atom. Figure adapted from 
Philibert [75]. 

1,050 K 
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Figure 3 Predicted temperature dependence of the calculated α-Fe self-diffusion coefficients (red 
line) versus published experimental data [33,34,54-61]. 
 

 
Figure 4 Predicted temperature dependence of the calculated impurity-diffusion coefficients for 
W in the α Fe (red line) versus published experimental data [47,52,62-64]. 



 66

 
Figure 5 Predicted temperature dependence of the calculated impurity-diffusion coefficients for 
Mo in the α Fe (red line) versus published experimental data [53,63-66]. 
 

 
Figure 6 Predicted temperature dependence of the diffusion coefficients for W- and Mo- 
impurity diffusion, compared with those for self-diffusion in the α Fe. 
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Figure 7 (a) The heating curves from the DSC analyses of the alloys with different Al% showing 
a phase transition peak at a temperature higher than Tβ΄(NiAl). This trend is most likely to be the 
phase separation of FeAl inside NiAl, and (b) A comparison between the DSC curves of the 
solution-treated and aged alloys. 

473    673    873   1,073  1,273   1,473  1,673 
Temperature (K) 

473   673    873   1,073  1,273  1,473  1,673 
Temperature (K)
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(a)                                     (b) 

        
(c)                                     (d) 

Figure 8. TEM micrographs of FBB-1: (a) Bright-field (BF) micrograph of the as-quenched 
alloy with the inset showing a [110] zon-axis selected-area-diffraction (SAD) pattern, (b) the 
corresponding dark-field (DF) (using the 100B2 reflection) micrograph of the as-quenched alloy 
showing B2 (bright) domains, (c), and (d) DF (using the 100B2 reflection) micrographs (from 
different areas) after aging (at 973 K for 100 hrs.) showing B2 (bright) domains. 
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(a)                                      (b) 

        
(c)                                     (d) 

Figure 9. TEM micrographs of FBB-2: (a) BF micrograph of the as-quenched alloy with the 
inset showing the [100] zone-axis SAD pattern, (b) the corresponding DF (using the 100B2 
reflection) micrograph of the as-quenched alloy showing B2 (bright) domains, (c) a 
low-magnification, and (d) a high-magnification DF (using the 100B2 reflection) micrographs 
after aging (at 973 K for 100 hrs.) showing B2 (bright) domains. 
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(a)                                     (b) 

        
(c)                                     (d) 

Figure 10. TEM micrographs of FBB-3: (a) BF micrograph of the as-quenched alloy with the 
inset showing the [100] zone-axis SAD pattern, (b) the corresponding DF (using the 100B2 
reflection) micrograph of the as-quenched alloy showing B2 (bright) domains, (c) a 
low-magnification, and (d) a high-magnification DF (using the 100B2 reflection) micrographs 
after aging (at 973 K for 100 hrs.) showing B2 (bright) domains. 
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(a)                                     (b) 

        
(c)                                     (d) 

Figure 11. TEM micrographs of FBB-4: (a) BF micrograph of the as-quenched alloy with the 
inset showing the [110] zone-axis SAD pattern, (b) the corresponding DF (using the 100B2 
reflection) micrograph of the as-quenched alloy showing B2 (bright) domains, (c) a 
low-magnification, and (d) a high-magnification DF (using the 100B2 reflection) micrographs 
after aging (at 973 K for 100 hrs.) showing B2 (bright) domains. 
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(a)                                     (b) 

Figure 12. TEM micrographs showing minor phases: (a) BF micrograph of the as-quenched 
FBB-2 and (b) BF micrograph of the heat-treated FBB-3 showing lath-shaped (marked with 
arrows) precipitates. 
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(a)                                     (b) 

        
(c)                                     (d) 

Figure 13. TEM micrographs of FBB-7: (a) BF micrograph of the as-quenched alloy with the 
inset showing the [110] zone-axis SAD pattern, (b) the corresponding DF (using the 100B2 
reflection) micrograph of the as-quenched alloy showing B2 (bright) domains, (c) a 
low-magnification, and (d) a high-magnification DF (using the 100B2 reflection) micrographs 
after aging (at 973 K for 100 hrs.) showing B2 (bright) domains. The presence of nanoscale dark 
regions within B2 (bright) domains may be noted in (b)-(d). 
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(a)                                     (b) 

        
(c)                                     (d) 

Figure 14. TEM micrographs of FBB-8: (a) BF micrograph of the as-quenched alloy, (b) the DF 
(using the 100B2 reflection) micrograph of the as-quenched alloy showing B2 (bright) domains, 
(c) BF micrograph with the inset showing the [100] zone-axis SAD pattern, and (d) the 
corresponding DF (using the 100B2 reflection) micrographs after aging (at 973 K for 100 hrs.) 
showing B2 (bright) domains. The presence of nanoscale dark regions within B2 (bright) 
domains may be noted in (c)-(d). 
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(a) 

 

 
(b) 

 
Figure 15. TEM micrographs of FBB-12: (a) BF along with the diffraction pattern (inset), and (b) 
the corresponding DF taken using the (100)-type superlattice reflection. While most precipitates 
are fully coherent, some appear to be semicoherent as the presence of dislocations may also be 
seen. 
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(a) 

 
(b) 

 
Figure 16. As-collected energy-dispersive X-ray (EDX) spectra in the analytical-electron 
microscopy (AEM) using thin foils of FBB-1 heat-treated at 973 K for 100 hrs: (a) matrix, and (b) 
NiAl-type precipitate. 
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(a) 

 
(b) 

 
Figure 17. As-collected EDX spectra in AEM using thin foils of FBB-2 heat-treated at 973 K for 
100 hrs: (a) matrix, and (b) NiAl-type precipitate. 
 



 78

 
(a) 

 

 
(b) 

 
Figure 18. As-collected EDX spectra of FBB-3 aged at 973 K for 100 hrs: (a) matrix, and (b) 
NiAl-type precipitate. 
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(a) 

 
(b) 

 
Figure 19. As-collected EDX spectra in AEM using thin foils of FBB-7 heat-treated at 973 K for 
100 hrs: (a) matrix, and (b) NiAl-type precipitate. 
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(a) 

 

 
(b) 

 
Figure 20. As-collected EDX spectra of FBB-8 aged at 973 K for 100 hrs: (a) matrix, and (b) 
NiAl-type precipitate. 
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(a) 

 

 
(b) 

 
Figure 21. As-collected EDX spectra of FBB-12 aged at 973 K for 100 hrs: (a) matrix, and (b) 
NiAl-type precipitate. 
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Figure 22. The effects of Al content in the alloy on the bending ductility and hardness of 
prototype alloys, where εf is the failure strain on the outer surface of the strip sample. 
 

 
Figure 23. Cleavage-fracture surfaces of bending-tested samples (a) FBB-3, (b) FBB-8, (c) 
FBB-9, and (d) FBB-13, the representative ductile fracture is shown as an inset. 
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Figure 24. Strain-time compressive-creep curves of FBB-1, FBB-2, FBB-3, and FBB-4 alloys at 
973 K and compressive stress of 160 MPa in vacuum for 1 hr.  
 

 
Figure 25. Compressive-creep curves for alloys with various amounts of Al plotting strain as a 
function of time at 973 K and 140 MPa in air. 
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Figure 26. Compressive steady-state creep rates at 973 K and a compressive stress of 140 MPa, 
average precipitate diameters determined by TEM, and volume fractions of precipitates as a 
function of Al%.  
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(a) 

 
(b) 

Figure 27. (a) BF and (b) DF micrographs of dislocation-particle interactions identified as the 
Orowan bowing (dislocation loop) (red arrows) and dislocation climb (blue arrows) in the 
compressively-crept FBB-8. 
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Figure 29. (a) Secondary strain rate vs. true stress at 973 K for FBB-8, -8W1, and -8W2; (b) 
secondary strain rate1/4 vs. true stress at 973 K for FBB-8, -8W1, and -8W2. The threshold 
stresses are determined to be 44.6 MPa for FBB-8, 53.8 MPa for FBB-8W1, and 40 MPa for 
FBB-8W2. 
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Figure 30. A comparison of the LMP plots between FBB-8 and other Fe-based materials 
candidates for steam-turbine applications [135], where the LMP is calculated by T(25 + log 
t)/1,000, where T is the temperature, and t is the rupture time. Tensile-creep tests were performed 
at 973 K under stresses of 140, 100, 80, and 60 MPa. 
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