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A Test Implementation
of the MPI Draft Message-Passing Standard

by

William Gropp and Ewing Lusk

Abstract

Message passing is a common method for l_rogramming parallel conlplll._-rs. The lack of a
standard has significantly impeded the development of portable softwar_ and libraries for these
machines. Recently, an ad-hoc committee was formed to develop a standard for message-passing
software for parallel computers. This group first met in April 1992 al, a workshop ,_ponsored
in part by the (',enter for Research on Parallel (',omputation ((',RP(:). Four of the attendees
at that meeting produced a draft standard, henceforth referred to as the MI'1 (Message-Passing
Interface) draft standard. After review by a larger group, and significant change._ in the document,
a meeting was held in November to discuss the MPI draft standard. This document is a result of
those discussions; it describes a running implementation of most of the propo._ed standard, plus
additional routines that. were suggested by the discussions at the November meeting.

1 Introduction

This document describes a test implementation of the Message-Passing Interface (MPI) draft, stan-
,.lard. Supplying an implementation along with the standard itself provides several benefits, lt allows
the draft standard to be tested for expressivity and implementability. Ii, brings to light potential in-
consistencies and omissions in the draft, standard as the draft standard develol)s, lt allow_, xperiments

l,ha! measure possible restrictions on performance imposed by the draft standard.

Subject to the small mm_ber of restrictions and omissions cited below, i1,is an iml)lementation of ali
of the draft, standard, lt also includes other routines that might be considered for inclusion in the
draft standard a.s ii, develops,

1.1 Structure of the Send and Receive Library

'l'llis implementation provides a relatively large number of simple operations that are small and there-
fi,re' ea.sy to describe precisely. Larger operations can then be implemented and defined in terms of
these operations. The basic send and receive operations are broken down as 5,1lows:

c ,, ][=]s b _
Pecv h

g s

wiwre the first letter specifies the layout of the data, the second specitie._ the extent to which the
calling process synchronizes with the local message-passing subsystem and with the remote ow_., the

t,ex! four letters specify a send or receive operation, and the final letter(s) specify optional addiiional
functionality.

• Data layout

_: (contiguous) The bytes are to be sent from or received into a co_tiguous region of lnelll__ry,
described l_y starting address and length.

s (stride) The (tata l,o be sent consists of data itenls of the same type and size,, s(q)aral.e(I I_y
a constant distanc'P (stride) in memory, described I)y a starting ;tddress, length of a singl__
item, and nul,lber of items.



g (get.lwr)'l'he data to be sent consists of data items of varying lengths and addresses, describ,,d
by an array of addresses and lengths.

• Synchronization

n (n,_nblocking) 'l'lle operation returns control to the user immediately, to facilitate overlappi,,g
coiltl>utatioll and communication.

b (blocking) the operation does not return until the message area is available for reuse.

s (synchronous) The operation does not return until the message has been received by rh,'
destination process (in the case of a send) or the acknowledgment has been sent (in the
c_e of a receive).

• Send or Receive

send (send) Transfer a message from the calling process to the specified one.

recv (receive) Transfer a message into memory if specified conditions are met.

• Heterogeneity

,_., (default) This is the default.

h (heterogeneous) The message will be processed in such a way that differing data represen-

tations on different machines will be taken into account. On the tc] and ts] routines this
requires a data type parameter. On the [g] operations, it requires data type information in
the vector describing the data location.

• Alternate Proto,',A

,.., (default) This is the default.

rr (receiver ready) The operation will take advantage of any underlying protocol that is available
when the receiver of a message is known to have issued the receive before the corresponding
send is execlzted.

'l'h,. routines specilied in the curr,,nt draft standard, which use a mode argument to specify the.
synchronization level, can easily be defined (and implemented) in tern,s of these operations, and we
haw done s<_. This organization rliake.s ii easy to experiment with and understand capabilities not
curreiitly iii the draft, sucli as the rr and h t.,lit,ions.

1,2 C and Fortran

'I'll, iillldeliicntation d,'scrib,.d here is for the (.', language. Enough of the Fortran versions of these
l'_iliJlil's have lleen provided l,(J write and run a siinple program. These arc the routines MPI_cscnd,
blP]'_crecv, a few inqiiiry i'olil,incs (e.g., blPl"__gels:i.d),and MP]'_main.

1.3 Additions

Iii ,,r_ler to write ;iciual i_rogralns, it was necessary to add a few routines for program Inanagen_,.l_t.
W,' l_;_vead,l,.,I 1lie r<,iitiiies MPI_mainand MPl_stopallfor this purpose.

V','. als,_ have sliggesu,,I a sliiall set of rolii, ines (see Section 4) that are ai a higher lew'l tlian the <lrafl
,-,i,;ui_l:_r<l,iii _,r,h,r t,, liie_.i, the lieeds of users wlio wish to express a lnessage-passing algoril, hl_l, I,lli,
wh<, <1(,liol. ll_-c<lto kiic,w al,_,,it the iliOl'e colili)le× perforniance issues this inil)ienienl, atioli and I,hp
,lr:lt'i. si;inllard itself tri,,.-, ix:_a_ldress, sucli as ow:_rlapping coinrrilinicatioli and Cl)liipiltation witll n <_r
r,,tlucing latency with rr.

_,:o aiSt) add,d an etl'Cir valile tT,r "llllkilown ino_le."



1.4 Omissions

W_' llave not inll_lenwntetl the time and date routines since there sem_je_l I.¢_b,, a ,:c,ns,'nsus that they
w,e_/ not be part of this standard. We can add thenl if they are desired. W,' di_l not inll)l,-'l_wl_t i.]L,,

MPI_pack, etc., routines because they now seem to be subsumeci by the [sl at_d [g] w_rsi,ms ,,t" send
and receive. The man pages do not yet include the "l)escription" sect.ion; t.llis can in Inost cases be
taken from the draft standard.

1.5 Restrictions

This is a very prelinJinary, fasl implementation, designed to allow experinwntation with at, ]easl s,,lll,'
_,f ii,' ide_s iii the draft standard. In the interest of getting it, out very cluickly, we have taken sozll,'
sli,,rl.cllt.s. We intend l,c, r_.ltl_,w, these as time goes by. (hirrenl.ly (Nov,'nd_er 25, 1992) the fl:,llc,wi_l_
restrictions apply to the illll_lez,lentat.ion of the drafl, st.alidard:

• There is only one proc,,ss group. Since the draft slandard does IIot specify that there Iw Ill,_r_
than one, this ilnplellwnl.ation is (draft) st.andard-confc_rnting. IImvevr, r, ii. is nnl. currently

possible to run a program that, uses more than one group. (You ar_, likely I.o gel, l.he "too Illally
groups" error. )

• There is only one communication context.. Again, this conforn)s to the I,,tl.er but not the spirit
of the draft standard.

• Neither selection on source nor selection on type range (that is, tlm m'gative type values) is

implemented. This restriction allows us to use existing (vendor-supplie_l) message-passi_g im-
t_lementations on a variety of machines.

2 Comments on the Draft Standard

()he reason for doing a prototype implementation is to identify potential problems with the specitica-
rien of the standa,'d. In this section, we detail some of the problems th,:tt we have detected.

• The routines that take mode for "blocking," "nonblocking," or "synchronous" ret,,lrn a value
whose meaning depends on the value of mode.

• The routines to get information on "the last rnessage" are tricky to specify precisely, becattse
the notion of "the lasl. message" is imprecise, in particular, "the last message" means th,, ];tsl,

tnessage received, probed, or otherwise looked at. This means that an MPI_probe will change the
values lhat these routines will return, lt is also unclear how process groups and con_munica.tions
contexts alDct the _neaning of "the last rnessage."

• The standard specifies a 32 bit type field. With 64 bit systems on the horizon, this seettts
s}lortsighted.

• Because there are no minimum nun'lber of communications contexts or process groups specilied,

an itnplementation can conform to the standard by providing a single communication COIll,ext

and a single process group. This is in fact what our irnple_nentation do,,s.

• Were process groups to be implemented, the interpretation of the destination field (dest) and
the ret_m_ value" fr,,m MPI_infos is unclear. Is it the process ld? Is it the rank of the process in
the current gro_l)'? Whal. is the meaning of receive-from-any-processor :ts ;t selection in a receiw,
routine'?

• There is no way fi,r l,h_, _ser t.o control the ranking of processes in a i_r,.,,-css gro_i_.



• '['lLere is no way Iv discover the length of a message before rec,.iving ii illt_) a user I)utl'pr. 'l'llis

I_rohibits using tlyn:unic n.unory allocation (either by malloc in (' or IQ' explicit alloeati,,It _,f

work areas iii Fortran 77) to manage nlessa.ges that are of unknown lengtll at conli)ile tizl,,.

• As the ,_x;mlph's de_nonstrate, there is no attractive way to det.ermi_e such simple things as l,lw

proce..,.-, id or lh,' nulnber tfr processes.

• Error handling is Iinattractive..,_-_ written, the user must check rt'turll c()des. Wl,h' we _._r,.,.

that users (l_articularly software library writers) need this option, not ali users will Iw dili_;,,_t

about checking the return codes. ()he of the examples below eml*hasizes this.

3 Starting and Stopping Processes

In this section we give" the specifications for routines needed to support tile creation and destructint_

of the processes that will be communicating. We have added a routine MPI_stopall that causes ali

I,rocesses in an application to exit.

It. has been our experience that a major source of portability problems is in how a parallel l)rogralll

is started up and initializes its environment. We have added MPI_main as a standardized way to

accol_Jl)lish this. This n,ldaCeS main in C and PROGRAMin Fortran 77. In addition, it may be useflll to

i)r,,vith , a subroutine-h, vel interface for initializing the MPI package.

4 Very Simple User Interface

A very silni_h' interface, can be _lelined that consists of the routines

l_PI_numpids = MPI_infog( 0, 0, 0 )

MPI_mypid = MPI_getid(O)
MPI_send = MPI_cbsend

MPI_recv = MPI_cbrecv

as u'_'l] as MPI_main for (I,'|iniug a l)rograru.

5 Examples

\'Vr' i)resenl, here two i)r,)gr;ulls that send a message around a ring of processors. The Fortran w_rsiol_
_d'llli_l)n,gralli is

integer function MPI_main()

integer bur, size, type, np, right, leTt

integer actlen
c

size = 4

type = 3

np : MPl_infog( O, O, 0 )

right = mod(MPl_getid(O) + I, np )

left = mod(MPl_getid(O) - I + np, np )

iT (MPI_getid(O) .eq. O) then
bur = 1

actlen = MPI_csend( 'blocking', buT, right, type, size )

actlen = MPI crecy( 'blocking', bur, left, type, size )
else



actlen = MPI crecy( 'blocking', buf, left, type, size )

actlen = MPI csend( 'blocking', bur, right, type, size )

endif

MPI_main - 0

return

end

"l'h_' (' version of this pr,:)graiIl is

#include "../include/mpi.h"

inr MPI_main( argo, argv )

inr argc;

char **argv ;

{
int bur, siz = sizeof(int), type = 3, hp, right, left;

np = MPI_infog( O, O, (inr *)0 ); /* Number of processes */

right = (MPI_getid(O) + I) % hp;

left = (HPI_getid(O) - I + hp) 7,np;

if (MPI_getid(O) == O) {

bur = I;

MPI_csend( "blocking", _buf, right, type, siz );

MPI_crecy( "blocking", _buf, left, type, siz );

}
else {

MPl_crecy( "blocking", _buf left, type, siz );

MPI_csend( "blocking", _buf, right, type, siz );

}
return 0 ;

}

6 Availability

'l'llis inll)lerllen(,ation is a' ,liable by anonymous rtp from info .mcs. anl. gov. III the directory pub/mpi

t JJ,' file mpi. man. ps. Z is this docmnent. The tile mpi. tar. Z contains a compressed tar tile of this im-

i)l(,lll,,ntation. The in_plementation is built on top of the Chameleon system; the file chameleon, tar. Z
is ali that is needed to build (:hameleon for a variety of parallel computers (including groups of work-

._tati()ns). To use MPi on a system of workstations, either p4 or pyre are needed. Both are available

froni netlib (netlib©ornl.gov); we have included a recent version of p4 in the file p4-1.2.tar. Z in

the /pub/mpi directory for convenience.

7 Basic Routines for Point-to-Point Messages

II_ this section we describe-' the routines that form the lowest level of the imi)lementation. They are

d,'signed to be consistent with the Ul)t)er-levei routines.



7.1 General Communication Control

i |

MP I_ can ¢'¢_1 M P I_ canc_,.l
i mUUUl I

MPI_cancel ......(',anc_'l a l_reviously initiated nonbiocking send or receive

Illput Parameter

msgid Message icl returned by a call to a nonblocking send or receive

Synopsis

inr MPI_cancel( msgid )

inr msgid;

Location

mpi. c

• l ii

MPI_infos MPI_infi,s
IN I III II

MPI_intbs --- l),'t,_r_ ilw t.h,' source process of a pending receive

Synopsis

inr MPI_infos()

Returns

'l'lw s,,,lrce ,,f t.h,"j,lst received _,l_._rs;_g_.

Location

mpi. h

i mm, l ! un- ii i l

M P 1_inf¢,t M P I_info t
i i i i i i , mi

MPI_infi,t I),,u-n,lin,, t lw typo of tlm last, receive

Syllopsis

inr MPl_infot ()



Ret urns

Til,, source of til," just receive(| message.

Location

mpi.h

-- ii i

MPI_probe MPI_prolm
...... i i • i i i laB

MPI_l)r(,be -- (',heck for pending messages

Input Parameters

sour_:e l,he PI[) of the process sending the message
type. l,hp message type

Returns

Length of l)ending message if available, else -1.

Synopsis

inr MPI_probe( source, type )

inr source, type;

Location

mpi.c

ii iiili i II i

MPI_stats MPI_stats
ii iiill ii H

MPI_stats .- Check the status of e_nonblocking send or receive

Input Parameter

lnsg_id Message id returned by a call to a nonl)locking send or receive

Returns

Length of _-lvailable message if it is pending, else -1.

Synopsis

inr MPI_stats( msg_id )

inr msg_id;



Location

mpi,c

I II I I I I II [11 I II II

MP I_wait M P I_ wait
I II I III II

MPI_wait .... Block until a nonblocking send or receive operation has colnl)h_t,ed

Input Parameter

msg_id id returned by a nonl)locking send or receive routine (of any type)

Returns

Nun_lwr of byl,es sent or received, or -1 on error.

Synopsis

inr MPI_wait( msg_id )

inr msg_id;

Location

mpi.c

7.2 Contiguous Communications

7.2.1 General Routines

Jill I ilililll ,al ,nn llnl i Ilmil

MPI crecy MPI_crecy
IIII I1| Ii I I " -- '"3._,'rl I

X'lI'I_cr_wv .... l)rat't :;t.nl,(lard contiguous receive

Int):It Parameters

mode one of "blocking," "nonblocking," or "synchrom_,us"
Imf buffer to receive into

source, s(,nding processor
type i_mssage type

maxh:n niaxinmm length in bytes of message

Returns

If a.h_,mode is "ll,,nl)h:)cking," returns the integer id of receive t.o I)e used in Mf'l_wait, _,t('.,
()r - 1 (111 errc)r.

()tll,'rwise, r,,t,ltrtls t,h,_ a,ctual length of the message in bytes, or -1 on ,,rror.



Synopsis

inr MPl_crecy( mode, bur, source, type, maxlen )
char *mode;

void *bur;

inr source, type, maxlen;

Location

mpic.c

III I I|n NmII

M PI crecvh MPI_cr_ wvh
i ii i

MPI_crecvh -- Friendly contiguous heterogeneous receive

Input Parameters

mode one of "blocking," "nonblocking," or "synchronous"
buf buffer to receive into

source sending processor
type message type
maxlen iiJaximum length in bytes of message
datatype 'yl)e of data

Returns

If the mode is "nonbiocking," returns the integer id of receive to be used in MI)l_wait,, etc.,
or-1 on error.

()therwise, returns the actual length of the message in bytes, or -1 on error.

Synopsis

inr MPI_crecvh( mode, bur, source, type, maxlen,datatype )
char *mode;

void *bur;

inr source, type, maxlen,datatyps;

Location

mpic.c

_
H I

MPI_crecvhrr MPI_crecvhrr
i w ii i

MPI_crecvhrr _ Friendly cont:guous heterogeneous receive for ready receiw_rs

Input Parameters

m_(le. (.." of blocking, "nonl)locking." or syncllrc)nc.ts



buf I_ulS,r to receive into

SOIlI'C( _, sOlidillg processor
ty p e In cssage ty p e
maxlen maximum length in bytes of message
datatype type of data

Returns

If the mode is "nonblocking," returns tile integer id of receive to be used iii MPi_wait, etc.,
or-l on error.

()therwise, returns the actual length of the message in bytes, or-l on error.

Synopsis

inr MPI_crecvhrr( mode, bur, source, type, maxlen, datatype )
char *mode ;
void *bur ;

inr source, type, maxlen, datatype;

Location

mpic. c

I I I ....... Illi III

MPI_crecw'r MPI_crecw'r
I| I II|

MPI_creevrr -- Friendly contiguous receive for ready receivers

Input Parameters

m_.le one of "blocki,lg," "nonblocking," or "synchronous"
buf I)ulfer to receive i!,to

SO1LI'C( -_. s(qlc[ing processor

type message type
maxlen maximum length in bytes of message

Returns

If thp Inode is "nonl)locking," returns the integer id of receive to l)e used in MPl_wait, etc.,
or -l on error.

()therwisc, returns the actual length of the message in bytes, or -1 on error.

Syxlol)sis

inr MPI_crecvrr( mode, bur, source, type, maxlen )
char *mode;

void *bur;

inr source, type, maxlen;

lO



Location

topic,c

I i I I lp I I I

M P I_,:sen d M P I_ cscnd
iiiiii I I i iiii ii I iii

MPI_cscnd -- Draft, slandard contiguous send

Input Parameters

mu,le one of "l)locking," "nonblocking," or "synchromms'"
imf buffer to send

lh+st ,_esl ination processor
typt: _nessage type
le+n length in bytes of message

Returns

if the mode is "'nonl,locking," returns the integer id of send to be used in MPl_wait, etc.,
<)Jr - I 011 error.

Otherwise, retllrlls the actual length of tile message ill byles, or-1 on error.

_iynopsis

inr MPI_csend( mode, bur, dest, type, lea )
char *mode,

void *bur;

inr dest, type, len;

Location

topic,c

I1[ I I I iiiiiilUll I III I i II I ii |

M I" l_q's,,ndh M PI_esemlh
III I I I I I

MPI cs_+u,lh • F'ri,'udly contiguous heterogeneous send

Input Parameters

mt,de +)he of "'blocking," +'ttonblocking," or "synchronous '+
l_uf buffer to send

lh,st (lest ination processor
tYl)_, xllessage type
len I,.ngth in bytes of Inessage

,latatyp_. t.vl,,. ,,f data



Returns

if th_'tried," is m,nldocking," returns tile integer id of send to be used iii MPl_wait, etc..
()r - I 011 err,,r.

()therwise, retu:i_.,, ttw actual length of the message in bytes, or -1 on error.

Synopsis

inr NPI_csendh( mode, bur, dest, type, len, datatype )
char *mode;
void *bur;

inr dest, type, len, datatype;

Location

topic, c

I I

MPI_csendhrr MPI_esendhrr

MPI_csendhrr-- F'riendly contiguous h,,terogeneous send for ready receivers

Input Parameters

mode one of "blocking," "nonblocking," or "synchronous
buf buffer t,o send

dest destination processor
type umssage type
len length in bytes of nmssage
datatyl)e type of data

Returns

If lilt, ilio(le is "nonblocking," returns the integer id of send to I)e used in Ml'l_wait, orc.,
fir - ] (Hlerr,,r.

()lh-rwis_ _, r,,lurt,s the actual length of the lllessage in bytes, (,r -1 .n error.

Synopsis

inr MPI_c-_endhrr( mode, bur, dent, type, ].en, datatype )
char *mode ;

void *bur ;

inr dest, type, len, datatype;

Location

topic,c

12



i I iii

M PI_csendrr MPI csendrr
i ..... iiii i

MPI_csendrr .... Friendly contiguous send for ready receivers

Input Paramet_:,rs

mode,, one of "i)locking," "nonblocking," or "synchronous"
Imf I:,,ffer to send

dest destination processor
type message type
len length in bytes of message

Returns

If the mode is "nonbloci::ng," returns the integer id of send tc_br used in MPlwait, ('tc.,
or -1 Oil error.

()therwise, returns the actual length of the message in bytes, or -l on error.

Synopsis

inr MPI_csendrr( mode, bur, dest, type, Iea )
char *mode ;
void *bur ;

inr dest, type, len;

Location

mpic.c

7.2.2 Blocking Routines

ii I IllRI I III

MPI_ebrecv MPI_cbreev
IHi I i lr

MPI_cbreev --- Blocking contiguous receive

Input Parameters

1)uf buffer to receive into

source sending processor
type message type
maxlen maximmn length in bytes of message

Returns

Nurnl)er of I)yl.es actually received.

13



Synopsis

inr MPI_cbrecv( bur, source, type, maxlen )
void *bur;

inr source, type, maxlen;

Location

mpic.c

iiiii I

MPI_cbrecvh MPI_cl) recvh

MPI_ebrecvh -- Blocking contiguous heterogeneous receive

Input Parameters

buf buti;_r to receive into

source sending processor

type message type
maxlen maximum length ill bytes of message
datatype type of data

Returns

Nurnber of bytes actually received.

Synopsis

inr MPI_cbrecvh( bur, source, type, maxlen, datatype )
void *bur;

inr source, type, maxlen, datatype;

Location

mpic.c

i

M 1' l _,:! wecvhrr MPI_ ebrecv htr
I

MPI_cl)r_.whrr ..... Blocking contiguous heterogeneous receive for ready receivers

Input Parameters

|.ff buffer to receive into

source _on(liz_g processor
tyl)_, lll,:,s_age type

maxle.n zilaxixruHn length in bytes of message
datatype tyt),, of data

14



Returns

Number of bytes actually received.

Synopsis

inr MPI_cbrecvhrr( bur, source, type, maxlen, datatype )
void *bur ;

Xnt source, type, maxlen, datatype;

Location

topic,c

i tl

MPI_cbrecvrr MPI_cbre,:vrr
-- I

MPI_,:bre(;vrr -- [Hocking contiguous receive for ready receivers

Input Parameters

buf buffer to receiqe into

source sending processor

type message type

***axle** maximum length in I. ,tes of message

Returns

Number of bytes actually received.

Synopsis

inr MPI_cbrecvrr( buf_ source, type, maxlen )
void *bur;

inr source, type, maxlen;

Location

mpic.c

II ........

MPI_cbsend MPI_cbsend
II

MPI cbsend ..... Blocking contiguous send

Input Parameters

buf buffer to send

dest destination
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type nlessage type
len length in bytes of lnessage

Returns

Nul,d)er of bytes sent, or -1 for an error.

Synopsis

inr MPI cbsend( bur, dest, type, len )
void *bur;

inr dest, type, len;

Location

mpic.c

MPI_cbsendh MPI_ebsemlh
I

MPI cbsendh --- Blockin_ contiguous heterogeneous send

Input Parameters

buf buffer to send
dest destination

type _nessage type
len length in bytes of message
datatype type of data

Returns

Nunlber of bytes sent, or -1 for an error.

Synopsis

int MPl_cbsendh( bur, dest, type, len, datatype )
void *buf;

inr dest, type, len, datatype;

Location

topic, c

MPI_cbsendhrr MPI_cl)semlhrr
i i

MPI_,'l,s_:ndhrr ..... I¢l,,,.'king contiguous heterogeneous send for ready receivers

16



Input Parameters

imf buffer to send

(lest (lest, in ation

type message type

le** length in bytes of message

datatyl)e type c)f data

Returns

N,llill)er of bytes sent, or -1 for an error.

Synopsis

int MPI_cbsendhrr( bur, dest, type, len, datatype )

void *bur ;

int dest, type, fen, datatype;

Location

mpic. c

1

MPI_ebsendrr MPI_cbsendrr

MPI_cbsendrr --- Blocking contiguous send for ready receivers

Input Parameters

I)uf l)uffer to send
dest destination

type nwssage type

len length in bytes of message

Returns

Nuznl)er of bytes sent, or -l for an error.

Synopsis

int MPl_cbsendrr( bur, dest, type, len )

void *bur ;

inr dest, type, len;

Location

mpic. c
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7.2.3 Nonblocking Routine.s

MPI_cnrecv MPI_cim:ev
II I I

MPI_cnrecv -- Nonblocking contiguous receive

Input Parameters

buf buffer to receive into

source sending processor
type message type

maxlen maximum length in bytes of message

Returns

Integer id of receive to be used in MPl_wait, etc., or -1 on error.

Synopsis

int MPl_cnrecv( bur, source, type, maxlen )

void *bur ;

int source, type, maxlen;

Location

mpic.c

M P I_ ,;nr t;cvh M P I_ cnrecv h
II

MPI_cm'ecvh .... N,,_Ll_locking contiguous lwt.erogeneous receive

hll)ut Parameters

l_uf buffer to receive into

Sl;IlI'{'O seniti llg processor

t.ylm zlmssage type
lnaxh:n niaxiznum length in bytes of message
_latatyl,_'. type of data

Returns

Illte_er irl (,t"recPiw' t.o be used in MPl_wait, etc., or -1 on error.

Synopsis

inr MPI_cnrecvh( bur, source, type, maxlen, datatype )
void *bur;

inr source, type, maxlen, datatype;



Location

mpic.c

i! i

MPI_cnrecvhrr MPI_cnrecvhrr
I i i|I,i

MPI_cnrecvhrr -- Nonbiocking contiguous heterogeneous receive for ready receivers

Input Parameters

buf buffer to receive into

source sending processor
type message type
maxlen rr,aximurn length in bytes of message

datatype type of data

Returns

Integer id of receive to be used in MPI wait, etc., or-l on error.

Synopsis

inr MPI_cnrecvhrr( bu_, source, type, maxlen, datatype )
void *bur;

inr source, type, maxlen, datatype;

Location

mpic.c

MPI_cnrecvrr MPI_cnrecvrr

MPI_cnrecvrr --- Nonblocking contiguous receive for ready receivers

Input Parameters

buf buffer _,o receive into

source sending processor
type message type
lnaxlen rrlaxirnum length in bytes of message

Returns

Integer icl of rt_ceiw_ to be used in MPl_wait, etc., or-1 on error.
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Synopsis

inr MPl_cnrecvrr( bur, source, type, maxlen )

void *bur ;

inr source, type, maxlen;

Location

topic,c

ii

MPI_cnsend MPl_cnseml
I

MPI_cnsend -- Nonblocking contiguous send

Input Parameters

buf l,ufS:'r to send

dest destination

type message type

len length irl bytes of message

Returns

Integer id of send to be used in MPl_wait, etc., or -l on error.

Synopsis

inr MPl_cnsend( bur, dest, type, len )

void *bur ;

int dest, type, len;

Location

topic,c

i

M P I_ cn se.n(l h M PI_cns_ :m lh
li

Ml'I_cns_:mlh ..... No,Jl)l_)('king; contiguous heterogeneous send
.,

Input Parameters

1,uf I,utfer to send

eh.st (lestitlat, i_m

typ_ Iiwss;tge type

h:n hqlgth in bytes of message

datatyl)(: type of <lata
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Returlls

lllleger id c,f s,uld to be used iii MPl_wait, etc., or -1 on error.

Synopsis

int MPI cnsendh( bur, dest, type, len, datatype )
void *bur ;

int dest, type, len, datatype;

Location

topic,c

i iii t t

MPI_(uisen(lhrr MPI_cnsc, n(lhrr

i tl i

MPI_('nsen(lhrr .... Nonblocking contiguous heterogeneous send for ready receivers

Input Parameters

lmf buffer to send

dest destination

tyl)e nwssa, ge type
len length in bytes of message

datatype type of data

Returns

Integer ici of send to be used in MPl_wait, etc., or -1 on error.

Synopsis

ing MPl_cnsendhrr( bur, dest, type, len, datatype )

void *bur ;

int dest, type, len, datatype;

Location

mpic. c

i

MPI_cnsendrr MPI_cns_:mh'r
i i i r m

MPI_cns_mdrt ....... N(,lll)locking c,mt.iglmus s(,nd Ibr ready receiw:,rs

Int)ut Parameters

I,uf I.,lltfer to receive into
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S( IllrCC Sl-' li d i llg !.)rocessor

typ(: IIwssag, e t,ype
maxh:n nlutxixlunXtlh'ugth in byl,cs c)f tl,,ssage

Returns

Illl_'g,('r i(I ,,t'scud l.(.,be used in Ml)l_wait, etc., or-1 on error.

Synopsis

inr MPl_cnsendrr( bur, dest, type, len )
void *bur;

int dest, type, len;

Location

mpic.c

7.3 Constant Stride Communications

7.3.1 General Routines

H|

MPI_s,'_:cv MPI_srecv
n!

MPI srecv - [)raft sl.and_tr(I receive into buffer with constant stride

Input Parameters

mo,h: one of "blocking," "nonblocking," or "synchronolls"
I)uf I)utfer to receive into

SOIII'Ct: Sellding processor

type: tkl['ssage type
h:nldk size in bytes of (_ach data block
stri(h: ILi)r,Jl.)er of I)yl,_,sbetween (he start, of each data I)lock
nl)lks Jllaxilmnn numl)er of data blocks

Rel itrns

If th_ ,node is "rtonhlocking," returns the integer id of receive to/)e used in M l'i_wait, _,t('.,
OF -1 011 t:FFt)F.

()th_,rwis,_, r,,turns the actual length of the nmssage in bytes, or-1 on error.

Synopsis

inr MPI_srecv( mode, bur, source, type, lenblk,stride,nblks )
char *mode;

void *bur;

inr source, type, lenblk,strids,nblks;



Location

mpis.c

ii

MPI_srecvh MPI_sr_:cvh
iin

ivIPI_sr_,,cvh .... Frieu(lly heterogeneous receiw_ into buffer with constant stride

Input Parameters

n,_,_h: one of "l)lockirtg," "nonblocking," or "synchrono,Ls'"
buf I)llffer to receive into

source sen (ling processor
tyl)e lnessage type
lenblk size in bytes of each data block
stride number of bytes between the start of each data I,lock
nblks lihaxirnum number of data blocks

datatype type of data

Returns

If the mode is "nonblocking," returns the integer id of receive to be itsed in MPl_wait, etc.,
or-I on error.

Otherwise, returns the actual length of the message in bytes, or -l on error.

Synopsis

inr MPl_srecvh( mode, bur, source, type, lenblk,stride,nblks,datatype )
char *mode;

void *bur;

int source, type, lenblk,stride,nblks,datatype;

Location

mpis.c

m imnuu

MPI_sre.cvhrr MPI_sre, cvhrr
i

MPI_sre.cvhrr -- Friendly heterogeneous receiw • into a buffer with constant stride for ready receiw_rs

Inl)ut Parameters

mode (:,lieof "blocking," "noni)locking," or "synchronous"
innf I)utfer to receive into

.'41 )III'L'(: sen(ling processor
tyl)_: zlwssage type
h_.nl)lk size in I>ytes of each (late block
stri_h: uuxlll)er (_f bytes between the start, of each data block
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nblks lnaximum nun d.)erof data blocks
datatype type of data

Returns

If the nlode is "nonhiocking," returns the integer id of receive to I_eused in MP!_w:dt, etc.,
or -I on errc)r.

()tiwrwise, r,_turns the actual length of the inessage in bytes, or -1 on error.

Synopsis

inr MPI_srecvhrr( mode, bur, source, type, lenblk,stride,nblks, datatype )
char *mode ;

void *bur ;

int source, type, lenblk,stride,nblks, datatype;

Location

mpis. c

MPI_srec.vrr MPI_srecvrr
i i

MPI_srec, vrr ......Friendly receive into buffer with constant stride for ready receivers

Input Parameters

mode one of "blocking," "nonblocking," or "synchronous"
buf buffer to receive into
s_;nn'ce, sending processor

tyl)_: l_u-:ssage tyl)e

h-;nl>lk size in bytes of,._,ch data block
stride nllt_ll)er of byte.,, I,,.tween the start of each data block
ntdks nJaxillmln nuznber o[",lata blocks

Retllrns

lr t,lw nio<lcis "lJ(_nl)locking," returns the integer id of receive to I)e used in Ml)l_wail,, etc.,
(,r - l Oil error.

()therwise, returns the actual length of the lnessage in bytes, or -1 on error.

Syllopsis

inr MPI_srecvrr( mode, bur, source, type, lenblk,stride,nblks )
char *mode;

void *bur ;

inr source, type, lenblk,stride,nblks;

Lo(:ation

topis,c
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Illl III llIIIIlIll I

MPI_ssend MPI_ss,,nd
iiiJ i j

MPI_ssend ........Draft standard _nd with constant stride

Input Parameters

mode _me of "blocking." "not|l)iocking." or "synchronous"
buf buffer to send

dest (t,'stinat! m processor
type nm._sage ty pe
lenblk size in bytes of each data _)lock
stride number of bytes between the start of each data block
nblks ntitllber of data blocks

Returns

If the n_ode is "nonl_iocking." returns the integer id of send t,, be used in Mt'l_wait etc.,
or -1 on error.

Otherwise. returns the actual length of the message in bytes, or -1 _:n error.

Synopsis

±ni 14Pl_ssend( mode, bur, dest, type, lenblk,s_ride,nblks )
chat" *mode;
void *bur ;

inr dest, type, lenblk,stride,nblks;

Location

npis. c

I I I

MPI_ssendh MPI_ssendh
rl II i

MPI_ssemlh ......Friendly heterogeneous send with constant stride

Input Parameters

m,-h' , ,.,_ , ,f "ld,,cking," "nonl)locking.'" or "synchronous'"
buf I,ulfer lo scrod

dest dest mat ion procegsor
type tti,'ssage type
l_qablk siz, _ in bytes of each data block
stride ttumb,_r of l)ytes between the start of each data ld.ck
nblks nuwld)er of data blocks

datatyi)_' !Yl"" "f data
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Returns

If tile mode is "nonblocking," returns tile integer id of send to l)e used in M Pl_wait, etc.,
or - 1 on error.

Otherwise, returns the actual length of the message iii bytes, or -1 on error.

Synopsis

ing MPI_ssendh( mode, bur, desg, gype, lenblk,sgride,nblks, dagagype )
char *mode ;

void *bur ;

ing desg, type, lenblk,stride,nblks, dagagype;

Location

mpis. c

! ii llll

MPI_ssendhrr MPI_ssendhrr
II I

MPI_ssendhrr -- Friendly heterogeneous send with constant stride for ready receivers

Input Parameters

mode one of "blocking," "nonblocking," or "synchronous"
buf buffer to send

dest destination processor

tyl)t: txiessage type

lenblk size in bytes of each data block
stride number of I)ytes I)etween tile start of each data block
nblks nutnl,er of data blocks

datatyl)_ _. type of data

Returns

if tit,. _i_,_tt,' ts "'nonblocking," returns the integer id of send to I)e used iii M Pl_wait, etc.,
{_r - 1 011 errt:_r.

()th-rwisp, r,.turn.- the actual length of the lnessage in bytes, or -I on error.

Synopsis

inr MPl_ssendhrr( mode, bur, dest, type, lenblk,stride,nblks, dagagype )

char *mode ;

void *bur ;

ing desg, type, lenblk,sgride,nblks, dagatype;

Location

topis,c



I i ii

M PI ssem|rr MPI_ss,mdrr
! iii i

MPI_ssendrr ..... Frj,redly s,,nd with constant stride for ready receivers

Input Parameters

mode ota" of "blocking," "nonblocking," or "synchronous"
buf buffer to send

dest destination processor

type ilwssage type
h_nblk size in bytes of each data brock
stride nut_ll)or of bytes between the start of each data block
nblks nulld),'r of data blocks

Returns

If the mode is "nonl)iocking," returns the integer id of send to I)e used in MPl_wait, etc.,
or -1 on error.

Otherwise, returns the actual length of the message in bytes, or -1 on error.

Synopsis

inr MPI_ssendrr( mode, bur, dest, type, lenblk,stride,nblks )
char *mode;

void *bur;

ing dest, type, lenblk,stride,nblks;

Location

mpis.c

7.3.2 Bh,cking Routines

i .....

MPI_sbrecv MPI_sbrecv
iii ii

MPI_sbrecv --- Blocking receive into buffer with constant stride

Input Parameters

Imf I,utf_,r to receive int,,

st Jilrl:e st'li (t i I) g 1) ro COSSO r

type llmssag,, type
lenl,lk size in bytes of each data block

stride tl,it,d),,r c,f bytes between the start of each data block
nblks ili;txitl,Ulll nurnl)c'r of data I)locks
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Returns

Nulllber of I,yu,s actlJ;tlly received.

Synopsis

inr MPI_sbrecv( bur, source, type, lenblk,stride,nblks )

void *bur ;

inr source, type, lenblk,stride,nblks;

Location

topis, c

I i!

MPI_sbrecvh MPI_sbrecvh
I

MPI_sbrecvh ..... Blocking heterogeneous receive into buffer with constant stride

Input Parameters

buf buffer to receive into

source sen d ing p rocesso_
type rzlessage type
lenblk size in bytes of each data block
stride number of bytes between the start of each data block
nblks maximum number of data blocks

datatype type of data

Returns

Nulld)er of I_ytes actually received.

Synopsis

inr MPI_sbrecvh( bur, source, type, lenblk,stride,nblks, datatype )

void *bur ;

inr source, type, lenblk, stride,nblks, datatype ;

Location

mpis. c

1 ii 1

M P l_sl,rt:,'v brr MP I_sbrecvhr r
__1 u

MPI_slu',.:vhrl .... Blocking h,'terogem'ous receive into buffer with constant stricle for ready receivers

28



Input Parameters

buf butler to receive into

source sending processor

type message type
lenblk size in bytes of each data block

stride number of bytes between the start of each data block
nblks maximunl number of data blocks

datatype t,ype of data

Returns

Nllnd_,_r of byt.,'s actually r_'ceived.

Synopsis

ing MPl_sbrecvhrr( buT, source, type, lenblk,stride,nblks, datatype )

void *but ;

ing source, type, lenblk,stride,nblks, datatype;

Location

topis,c

MPI_sbrecvrr MPl_sbrecvrr
I

MPI_sbrecvrr -- Blocking receive into buffer with constant stride for ready receivers

Input Parameters

buf buffer to receive into

source sending processor

type niessage type
lenblk size in bytes of each data block

stride reindeer of bytes between the start of each data block
nblks zllaximum number of data blocks

Returns

Number of bytes actually received.

Synopsis

ing MPI_sbrecvrr( buT, source, type, lenblk,stride,nblks )

void *but ;

ing source, type, lenblk,stride,nblks;

Location

topis,c
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i! i|

MPI_shsend MPI_sl,s_:nd
_ i

MPI_sl,s_m(l ..... Bh,('ki.g sen(I with c.ust, ant stride

Input Parameters

buf I)uffe.r to send
dest destination

type message type
lenhlk size in bytes of each data block
stride nulni)er of bytes between the start of each data block
nblks nurnber of data blocks

Returns

Number of I)yl._,ssent, or -1 for an error.

Synopsis

int MPl_sbsend( bur, dest, type, lenblk,stride,nblks )

void *bur;

inr dest, type, lenblk,stride,nblks;

Location

topis,c

ii i iii

MPI_sl)s_:ndh MPI_sl)sendh
Im_ll ii i i i iii

MPI_sbsendh - Bl_,_'ki.g het¢'rogeneous s_'il,I with constant stride

hll_ut Parameters

I.ff [_tllt'er I,,) sell(I

,h:st destination

tYl,,' llmssage type

h:nlflk size in bytes of each data block
stride nux|ll)er of bytes between lhe start of each data I)lo_'k
nlflks nullil)er of data blocks

datatyl)e, tyl)e of data

Returns

Nllltll),,r _,1"}_){_ss,,nt, ,Jr -! for an error.
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Syl,opsis

int MPl_sbsendh( bur, dest, type, lenblk,stride,nblks, datatype )

void *bur ;

inr dest, type, lenblk,stride,nblks, datatype;

Location

mpis. c

i

MPI sbsendhrr MPI_sbsendh,u"
lm

MPI_sbse.ndhrr .......Hlocking heterogeneous send with constant stride for ready receiw-'rs

Input Parameters

buf buffer to send

de.st destination

type message type
lenblk size in bytes of each data block

stride number of bytes between the start of each data block
nblks number of data blocks

datatype type of data

Returns

Number of hytes sent, or -1 for an error.

Synopsis

inr MPI_sbsendhrr( bur, dest, type, lenblk,stride,nblks, datatype )

void *bur ;

inr dest, type, lenblk,stride,nblks, datatype;

Location

mpis. c

li II lm lid I I

MPI_sbsendrr MPI_sbse.ndrr
I !

MPI sbsendm ..... Blocking, send with constant stride for ready receiw?rs

hll)ut Parameters

buf I,l|tt'er to send

,lest _lestination

type lllOSSagO type

h:ni,lk size iii bytes of e;tc[l ({at,a block



stride, nulnber of bytes between the start of each data block
nblks number of data blocks

Returns

Number ttf bytes sent, or -1 for an error.

Synopsis

tnt MPl_sbsendrr( bur, dest, type, lenblk,stride,nblks )

void *bur;

inr dest, type, lenblk,stride,nblks;

Location

mpis.c

7.3.3 Nonbh)cking Rimtines

MPI_sm'eev MPI_slmu'v
III I |

MPI_snrecv .... Nonbl,tcki|ig receive into buffer with constant stride

Input Parameters

buf buffer to receive into

sourer-; sencting processor

type nwssage ty p,-

h.nblk size iii I,ytes .f each data block

st, ft,h-,, ilulttl,er of byl, s I,,'t.we,,zl the slart of each data block
nl,lks ltlaxilllUlll nllllll_,.r , ,t' data Itiocks

Ret, urns

Inl.,'_,,r i_l ,ff v,.,,.iv,' I,, I_. used iii Ml'l_wail. ,.lc., ,tr -1 _,ll ,'rr,,r.

Syll_,psis

int MPI_snrecv( bur, source, type, lenblk,st_.ide,nblks )
void *bur ;

inr source, type, lenblk,stride,nblks;

Location

tapis, c
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i i ii i iii i iii

MPI_snrecvh MPI_sm'(wvh
t t l mi -ml

MPI_sm'e.cvh ..... Nonl)ic,cking heterogem'olss receive into I_utrer with ccmstant strid,'

Input Parameters

l)lff I)l_tFer t.o recoive into

S()lll'Ct_ Sell({ i II.rf, pro('essor

type tl_essage l,ype
h:nblk size ill I>ytes of each <lata hlock
stri_h_. IItlIlll_'r of bytes I>el.weetl the start of each (l:tl;_ },l,-'k
nl)lks II_;IXillllllzJtluz_l_er t)f (I;_ta blocks

_latatyl)_: I)1>,_()f data

Returns

Integer id of re(',,iw, to I>e IIse<t in M Pl_wait., etc., ,,r -1 on error.

Synopsis

inr MPT snrecvh( bur, source, type, "lenb'lk,stride,nblks, datatype )
void *bur ;

inr source, type, lenblk,stride,nblks, datatype;

Location

mpis. c

iii iii iii i i i

MP I_snr(_(whrr MPI_s,,r(wvhrr
lt t t ta t t tH i

MI'I_snr,,'vhrr N(,_,l,l<,('killg heterogeneous receiw-, into buffer with c(,llstant stride ft,r ready
re(',.i vors

lllput Parameters

imf I)llfl'er to receive into

S()lir('(!: Sell({illg i)r,)cessor
tyI)_; t_wssage type

h:nl,lk siz,, it_ I)ytes of each data I_lock

stri/h: _l_l)('r of bytes I)et,weet_ tlw start of each (lat.a I)h,<'k
nl)lks _axi_l,_ _u_l,er ,)f data I,Iocks

,latat, yl)_+ ly]_(. <_1"({;tl.*,t

F{ett_rns

i_t,.g,'r i,I (,1"r,.c,,iv,, l.,, I),. _se, I in MI'! wait, _'t,c., ()r -1 <m ,,rr,,r.
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Synopsis

inr MPI_snrecvhrr( bur, source, type, lenblk,stride,nblks, datatype )

void *bur ;

inr source, type, lenblk,stride,nblks, datatype;

Location

mpis. c

I

MPI_snrecvrr MPI_snreevrr

MPI_snrecvrr ..... Ntmblocking receive into buffer with constant stride for ready receivers

Input Paralneters

lmf bull','r t.o receive into

S(Illl'C,e sending processor

type IIwssage type

h;nblk size in bytes of each data block

strid(: UUlllher of bytes between the start of each data block
nblks ltlaxilmtrn number of data blocks

Returns

Inu._,er id of re('(,ive t()be used in MPl_wait, etc., or -1 on error.

Synopsis

in_ MPI_snrecvrr( bur, source, type, lenblk,stride,nblks )

void *bur ;

inr source, type, lenblk,s_.J lde,nblks;

Location

mpis. c

NI l' l_,-lis,:ml M PI_slls_:ml
ii iii i iii iiii

Ml"I_sns_ml -- Ncml,h,t'kit_g sri.lid with consl.ant stride

Input Parameters

I,,ff I)lllfi'r t.,, s_m(!

,h_st (l_'st iuati(,u

typ_ ltwss;tge l.yl)e

hud,lk size izi byles of each data block

stri,h: IlltfJll),'r (.,[ I,ytes between t,lw start of each data I)l,,('k
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nblks number of data blocks

Returns

Integer icl of SOlid t,O be used in MPl_wait, etc., or -1 on error.

Synopsis

inr MPI snsend( bur, dent, type, lenblk,stride,nblks )
void *bur ;

inr dent, type, lenblk,stride,nblks;

Location

mpis. c

ii i l i i ii i ii ii

MPl_snsendh MPI_snso.mlh
I I II I III I 1

MPI_snsendh-- Nonblocking heterogeneous send wit,h co/jstant stride

Input Parameters

buf buffer to send
dest destination

type message type
lenblk size in bytes of each data block
stride number of bytes between the start of each data block
nblks number of data blocks

datatype type of data

Returns

Integer icl of send to be used in MPi_wait, etc., or-1 on error.

Synopsis

inr MPl_snsendh( bur, dent, type, lenblk,ntride,nblkn, datatype )

void *but;

inr dent, type, lenblk,stride,nblkn, datatype;

Location

mpis.c

i i i iii r i ii i JURa

MPI_snsendhrr MPI_snsendhrr
I I I I I I II III I I I I

MPl_snst:ndhrr - N,_ll,l¢,ckillg hoterogeneous send with c()|lS|,;tlit stride fi_r reacly n,ct,iv,,rs
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Input Parameters

buf hulS,r t,o smTd

d,',st (h'stination

tyl)q: IIwssage type

lentdk size in bytes of each data block

stride nuznlmr of bytes between the start of each data block
nblks nultlber of data blocks

datatype type of data

Returns

Integer id of send to be used in MPi_wait, etc., or -1 on error.

Synopsis

inr MPI_snsendhrr( bur, dear, type, lenblk,stride,nblks, datatype )
void *bur ;

inr dest, type, lenblk,stride,nbiks, datatype;

Location

mpis. c

min lm mp

MPl_snsendrr MPI_snsench'r
ii

MPI_snsendrr ......Nonl)locking send with constant stride for ready receiw,rs

Input Parameters

lmf butler to receive it,to

s(,urc_,. S,'l_ding process.r

tyl)_: Itlessage type

h:nl)lk siz(' in bytes ,,f each data block

stride nllr,_l)(:r of bytes between the start of each data block
nldks nUllll)er of data i.,Iocks

Ret urns

Inl,,ger id ot'selld to I,e used in MPl_wait, etc., or-1 on error.

Synopsis

inr MPI_snsendrr( bur, dest, type, lenblk,stride,nblks )
void *bur;

inr dest, type, lenblk,stride,nblks;

Locatioll

mpis.c
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7.4 General Scatter/Gather

'l']t,'s_" routines use struct.ltres t,amed MPI_DATAVEC an(] MPI_HDATAVEC (f(,r het, erog_'oc'()_s t'o_ziz_a_i-

cat,ioll). The definitio,ls of these are in mpi.h. MPI_DATAVECis tile smlw as struct levee; tl,i._ is a
structure that contains a pointer to data and the size of that data in byt.,_s. MPI_HDATAVEC ;_,l_ls ;t

valu(" that is the type of the data, in MPI fornlat.

7.4.1 G_'.neral Routines

i

MPI_gr,w.v MPI_gr_;cv
i i

MPI_greev ..... I)rafl standard r,_c_'ive into buffer with arbitrary scatter

Input Parameters

,node one of "blocking," "nonl)locking," or "synchr(-sll,,us"

source s(,nd ing processor

type message type

clesc descril)t, ion of data to I)e scattered, in M I'I_DA'I'A\.'I']('. fisrl|lat
bent nt|tlllsor of blocks

Returns

If the rrlcs(t__ is "nc, nblocking," returns the integer id of receive I,o I)t. used in Mt'l_wait. ,q,('.,
Or - l Oil error.

()therwise, returns the actual length of the message in bytes, or -1 o_J _'rror.

Synopsis

int MPI_grecv( mode, source, type, desc, bent )

char *mode ;

inr source, type, bcnt;

MPI DATAVEC *desc;

Location

mpig. c

i

MPI_grecvh MPI_grecvh

MPI_gr_,cvh ...... Fri,-'ll(lly Ii,'t(_rogeneous receive into buffer with arbitrary scatter

Input Parameters

,n_,_h_ _,zl,",:sf "blocking," "nonl_locking," or "syncllrol,,,tls"

SOllrC_, ._.,Htli.g processor

t:yl)t: ll|ossage i,yl)e

_h_s,; (lescril)tioll of data t.(, l)_'scatt('wd, in MI'I_i)A'I'A\.'E('. fi,rtllat
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bent nuznber c,f blocks

Returns

If tl,_' ,,io¢1o is "t,,,,,I)h:)cking," returns the integer id of receive I,_)h," ,ised in Ml'l_wait, ,,tc.,
_r - 10ll error.

()th,'rwise, r,'turns t,lbe actual length of the message in bytes, or- ! cm error.

Synopsis

±nt MPI grecvh( mode, source, type, desc, bcnt )
char *mode ;

int source, type, bcnt;
MPI_HDATAVEC *desc;

Location

mpig.c

M P I_gr(:c vh rr M P I_grecvhrr
i i

MPI_grecvhrl ...... Frielldly heterogeneous receive into a buffer with arbitrary scatter for ready ro-
C('ivprs

Input Parameters

m,,_h; ota' c,f "blocking," "nonl)iocking," or _,_.hrono,zs"
Sl illrC( _. St'l? illg processor

tYl),: iiiessage type
,lest description of ,lata to I)e scattered, in MPI_[)ATAVI'X: format
l,cnt nut,ther of blocks

Returns

If tll_' lzt,,de i.'. "',l,,tll,l,_cking," returns rh,, il_t,eger icl of receiw, to Iw used in Mt'l_wait, etc.,
tl' - I t _11 t:l'l't _1".

()th,rwi.s,.. r,.tltrns t.lle actllal length of the t,wssage in bytes, or-1 t,t, error.

Syllopsis

±nt MPI_grecvhrr( mode, source, type, dose, bent )
char *mode;

inr source, type, bcnt;
MPI_HDATAVEC *desc;

Location

mpig.c



|1 ii ii ,i _. I I

M P l_gr, ,,"v rr _I P l_gr, .'v r r
iii, l ,,, r._ I

NIPI gr,.,'vrr I"ri,.n,.tl_ _,',,'i,.,' mt,_ I-,uff,,r with arl,ilrary scatter t;,r r,':,,lv r,'c,'iv,'rs

Input Parmneters

n.,d,. ,,,,.. ,,f "'hiccking.'" "'I,,,nhloeking.'" c,r "'s_'nehr,,n, ,u/
•',;__llrc_, ....._1_,[ii| g ]Jrc_cess,,r

typ,' =,,,'.'...a_,'tyt-_
lll,,sll" ,t, ,.rrii,t ion ,-,fdata t_, I,,_scattered, iii n Pl_i)_X'i*-XXI'.( ' 5,ri_:tt
I-'nt I,,lll,l-'r ,,f I'!c,cks

R,.t =irns

If rh,. iz_....t,. L- "'h,,I;i,l,,,'kin_.'" returns ,,h,_ int,.K,.r i,! uf r,-,',4vc t,, I,,, t=s.-diii .Mi'i_wait. ,,t_- .
, ,r - t ,.,li _,rr, ,r.

( ):h_rv._i.., ', r, t_irn,, rh,. actual lenglh ,,ftlw m_.ssag,, in byte_;, ,_r-I _,_l err,_r

Synopsis
t

znt MPI_grecvrr( mode, source, type, dez¢, beat )
ch&r =,mode•

znt source, type, bcnt;
MPI DATAVEC *desc'

Lo,'at ion

rap:g, c

i ii ii iiii iiii i _

M Pl_gs,.nd MPI_g._,,n,i
iii I li I Ililil IIII I •

MPl_gsvn,l l)r:jv _TaIl,l:lr,t s,.t_{ _'ith arbitrary galh,.r

l=lput Parameters

ttl,.l,. , ,s_,_ ,4' '1,1,,,-king." "n, ,nlA,,rking.'" ,)r "'sy_,cl,r,,_,,,_,s'"
,lit'NI ,I,_illt;t! it,ll I_r,:.'_'s.,.,,r

,1,'...," ,t,.,,ril,t i, ,n ,,f data t,, I,,. gathered, in Mi'I .I}ATAX'I';(' f,_rlllal
I-'ltt n,tt_=l,,.r,,f t,h,,'k_,

|tc! ttr=is

lt ,t=, t_,,,,i, _- _ ,_t,l,,,-kil_" r,'t_lrt|s thr _ int_.C.,'ri,I _,f s,q_,t l,, I,,. ,:_,'d itr .Mi'i_wa/t ,.I,.

'.i_,r_-., r,.',,rt,- ;l:, :_,_,_ l,'n_ztl_,,f III,' llt"_',s:tl2,'" ill l,vl,?.. ,,r l ,,l_ ,.lr,,r



Syllopsis

inr MPI_gsend( mode, dest, type, desc, bent )
char *mode ;

inr dest, type, bcnt;

MPI_DATAVEC *desc;

Location

mpig. c

H i

M P I_gsendh M P I_gsl ,ndh
iii

MPI_gsendh - I :iendly h,'lerogeneous send with arbitrary gather

Input Parameters

nl_,,h.' ,,n,',,f"ld,,cking,'" "nollldocking," or "synchrollous'"
_h.st destination processor

tyl),, lll,',,,sage tylw

_h.'s," d,'scril)tion t,f data to I)e gathered, iii MPI_DATAVI"(! fccnlai
I,rnt nuliil,er of blocks

Ret urns

If lilt _ lllttd" i_ "'ii,)lil._locking." relurns the integer id of send to be IlSrd iii Mill_wail, ,.I,'..
_lr -1 ¢111 {,r!c,r.

I)lti,.rwise. r,.lilrliS lh,. itCtilal len.g,th of the llleSsage iii bytes, or- 1 Oil error.

Synopsis

ing MPl_gsendh( mode, dest, type, desc, bent )

char *mode ;

Inr dest, type, bcnt ;

MPI_HDATAVEC *desc ;

Lo(';tl iOli

mpig. c

I illil

._IPl _14s,'ii_lhrr MPI_gsen,lhrr
iiii

.X.ll'l_gs,.n_llirr t"ri, li,llv tl,.i,,r,,_plic.,ilS s,,ii_l with arbitrary scatter for really rec,>ivers

liiput Paranieters

nliiih, ,,ii,, ,,f "'l,l,:,ckiil_." "'lioni,l:,rking," or "synchron,,iis"

_h,st ,I,'>I ilial i,,ll i,rc,('ess, ir
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type, nlessage type

desc d,,scription of data i,o be gathered, in M PI I}ATAVE(! forlnat
l,'nt uulnl)er of hlocks

Returns

if lh_" tllod," is "n,;,nlflocking," returns the integer id of sen_l t,, Iw usml in ,_! l'l_wail. ,,I,'..
Or-I Oil ('rr{)r.

()llwrwis, _. r,t,mrns lhe actual length of the nwssage in bytes, or -1 ,_Ii error.

Synopsis

inr MPl_gsendhrr( mode, dest, type, desc, bent )

char *mode ;

inr dest, type, bcnt;

MPI_HDATAVEC *desc ;

Location

mpig. c

II II li I III III --

M PI_gsendrr MPI_g, semlrr
I II I I I III I1 --

MPI_gs,_ndrr --- Friendly send wit.h arbitrary gather for ready receiw_rs

Input Parameters

mode ,_)||,- of "'blocking," "nonblocki_Jg," or "synchronous"

dest tld,st ination processor

type ztwssage type

desc descript, ion of data to be gathered, in M Pl_DATA\ / E('. fi__rx,lat
I,cnt n,tml)er r,f hlocks

Returns

If ihe |node is "nonhlocking," returns the integer id of sen(! to I,, used in M I'l..wail. ,.tc..
(Jr - [ Oil err_,r.

()therwise, returns the act, lnal lengtli of the fllessag_e in bytes, or -I (Jl_,err(,r.

Synopsis

inr MPI_gsendrr( mode, dest, type, desc, bent )

char *mode ;

inr dest, type, bcnt;

MPI_DATAVEC *desc;

Location

mpig. c
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7.4.2 Bh.:king R_,utines

i

M P I_gbrecv MPI gbr_ wv

MPI_gbrecv -- Blockin_, receive into I)uffer with arbitrary scatter

Input Parameters

source, sending processor

type message type

desc description of data to I)e scattered, in MPi_I)ATAVEC format
bent nuntl)er of i)locks

Returns

Nulnber of I)ytes actually r, ,'eived.

Syi_opsis

inr MPI_gbrecv( source, type, desc, bent )

inr source, type, bcnt ;

MPI DATAVEC *desc;

Location

mpig. c

i i

MPI_gbrecvh MPI_gbrecvh
i

MPI_glu'ecvh l'll,,,'king l,'t,'rc, gene,,us j,_, iv,' into buffer with arbitrary scatter

Inl)_tt Para_neters

Sq.,lll'(_t.: s_q,t[ilu! , procpssor

type' ltwss;tge type

_h,sc ,lescril)tion of data to be scattered, in MPI_ItDA'I'AVE(', fort|tat
bent nutt.l,er .f blocks

Ret,_lrlls

N,Ittll),'r _,f I,vt,,s act,tally receiw_(I.

Syzlol)sis

inr MPI_gbrecvh( source, type, desc, bent )

inr source, type, bcnt;

MPI HDATAVEC *desc;
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Location

mpig. c

i: IIIII I II II II

MI P l_gb recvhrr M P I_ gb r e,'vh r r
II II |1 II III III

MPI_glwt;cvhrr Blocking heterogeneous receiw, int, o buffer with arbitrary scatter fi_r re;t,ly r,'-
<','iv,,rs

Input Parameters

sl)nrc.t: SOlldill_ processor

type l_lq,ssage type

_lese description of data to be scattered, in M I'I_i)A'I'AVI!]( I forl,_at
bent nuIllber of blocks

Returns

Ntttnl,er ¢,f bytes actually received.

Synopsis

int MPI_gbrecvhrr( source, type, desc, bent )

inr source, type, bcnt;

MPI HDATAVEC *desc;

Location

mpig. c

I I II IIIII I I! --

M P l_gbrecvrr M P I_gbl'_ .cvtr
, i i III I lEE

]VlPI_gi_rt:evrr - I]lc_ckillK rpt-reiVt?int, o butter with arbitrary scatter for ready receivers

Input P.rameters

s_mrc_ s_'J}tlillg processor
type iiwssage type

,h:_sc dpscripl,ion of data to be scattered, in M I'I_i)ATA\'E('. fornlat
bent nll,,iber of blocks

RetllrllS

Nlltltl_,q" _,[" Iwt_'s actttally receiv,'tl.
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Synopsis

inr MPl_gbrecvrr( source, type, desc, bent )

inr source, type, bent;

MPI_DATAVEC *desc;

Location

mpig. c

MPI_gbsemt MPI_gibson[!
I I

MPl_gbsend ...... Blocking send with arbitrary gather

Input Parameters

_h,st d('stination

type' xlwssage type

rh:so description of data to be gathered, in M I'I_DATAVE('. format
l)cnt nuzllber of blocks

Returns

Nulzllwr oi"I,yt.,,s._,,nl.,or -1 for an error.

Synopsis

inr MPl_gbsend( dest, type, desc, bcnt )

in_ dest, type, bcnt;

MPI_DATAVEC *desc;

Location

mpig. c

i ii i H i

.XI I' l_gl,s,,n_lh M PI_gl,sem lh
i

Nll'l_gl_s,,n,lt, l'll,,ckiltg s,'n(! with arbitrary gather

h,l)llt Paralneters

,h,st , I(,st iJiat ion

tyl,_' li lt'SS;tg,(' l,ype

lt.nlJlk size in l)ytes of ea.cll data block

,h.s," ,I,'s,'ril)t i, ,n ,,f data to l)e gathered, in MI'I_I)ATAVE(' f(,rltlat,
I,rnt ll_lllJl,,'r ,:,f I,ic, cks
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Returns

Nulnber ,_t' hyWs sent, or -1 for an error.

Synopsis

int MPl_gbsendh( dest, type, dose, bent )

inr dest, type, bcnt;

MPI_HDATAVEC ,desc ;

Location

mpig. c

M PI_gl,sq:ndhrr MPI_gbs_,n_lhrr
i

MPI gl,sendhrr .... Blo('killg heterogeneous send with arbitrary gather f()r r_,a_ly r_.('_.ivers

Input Parameters

dest destination

type lnessage type
_lcsc descril)t, ion of data to I)e gathered, in MPi_DA'I'AVE(' forlllat
l)cnt number of blocks

Returns

Number of bytes sent, or -1 for aa error.

Synopsis

inr MPI_gbsendhrr( dest, type, desc, bcnt)
inr dest, type, bent;

MPI HDATAVEC *desc;

Location

mp±g. c

i

M PI_gbsemh'r MPI_gl)s_:mlrr

MPI_gl)se.n_lrr - Blocking s_nd with arbitrary gather for ready re('eiw_rs

hll)ut Parameters

_h_st tta'st inaticm

type. Ill_,ssage type
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d_sc ,I,,scripti,,ll of da! a Io Iw ga1Iwre(t, iii M l'l_i ),A,'I'AVE( I fl_rlllat
I_cnt Iltlllll-'r c,f blocks

Retllrns

N,ll,tl>_'l",,f Iwl,,._ .s_,l_l, ,,r -1 fi,r an error.

Sy_lopsis

inr MPl_gbsendrr( dest, type, desc, bcnt )
inr dest, type, bent;
MPI_DATAVEC *desc;

Location

mpig.c

7.4.3 N_,nl)h,ckin_ K,_lilines

M P I_gm'_ wv M P I_gnr_ ,ev
__.

MPl_gllre,'v N,.ll,l(,,'kilig receive into buffer with arbitrary scal, t,er

Input Parameters

Slllll'l;t _. S_'ll({llig; i>rocossor

typ4_ liies.,,a_e t.yi>_'
,h.sc ,{,'scril)li_,n of data t.o I)e scattered, iii M i'l_l)A'l'AVE('for_llat
I),'nt Jlllf,ll_'l" ,:,fbl, ,<'ks

Returns

lnt,._,,r i,l,,[r,.,'ci_e t.ob,+ u_c(! in _\I1'1 wait, etc.,or-I on error.

Syzlopsis

inr MPI_gnrecv( source, type, desc, bcnt)
inr source, type, bent;
MPI DATAVEC *desc;

Loc_tt, ion

mpig. c

i

M P I gn rt.'vh MPI_gnl'_ wvh
i

MI'l_gnr_.cvh N,,i,l,l,,,kilt_. h,'t.er,,g_._wo_s r_.c_.iv,_i_lto butf,'r with arl,itrary scalt,.r
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Input Parameters

.,:(,lrce sending processor

type ilwssage t,ype
{.l_;s[: (lescril)tion of data to I)e scattered, in MI'! I)A'I'A\:E(' fornlat
l)cnt nllnll)er of blocks

Returns

integer id of receive 1()be used in MPl_wait, etc., or- l on error.

Synopsis

int MPI_gnrecvh( source, type, desc, bcnt)

inr source, type, bcnt;

MPI HDATAVEC *desc;

Location

mpig.c

ii i ii in i i

MPI_gnrecvhrr MPI_gnr(:evhrr
.-- I I|

MPI_gnreevhrr - Nonl)locking heterogenec)us receive into I)utfer with arl)i(rary scatter fi_r ready
receivers

Input Parameters

source sending processor

type Inessage type

desc description of data to be scattered, in MP! DATAVEC, fonllat
bent nlirnl)er of blocks

Returns

Integer i(! of rec,'iw_ to I)e used in MPl_wait, etc., or-1 on error.

Synopsis

inr MPI_gnrecvhrr( source, type, desc, bcnt)

inr source, type, bcnt;

MPI HDATAVEC *desc;

Location

mpig.c
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MPI_gnre(-vrr MPI_gm'(wvrr
nrl i

MPI_gnr(wvrr - Nc)nhlocking receive into buffer with arbitrary scatter for ready receivers

Input Parameters

source sending processor
type message type
desc description of data to l)e scattered, in MPI_I)A'I'AVE(I_ format
be.ht number of blocks

Returns

Integer id of receive to I)e used in M Pl_wait, etc., or -1 on error.

Synopsis

tnt HPI_gnrecvrr( source, type, desc, bcnt)
inr source, type, bent;
MPI_DATAVEC*desc ;

Location

mpig. c

ii i

MPI_gnsend MPI_gnseml
i i ii

MPI_gnsend .... Nc,nl)l.('killg send wit Ii arbitrary gather

l_put Parameters

_h:st (lt,sl ill_ttion

tyl_' Ill_,ssage type

(h,_sc (I,'scril)tion of data to I)e gathered, in M['l_l)ATAVl"(',forlllat
l_c:lt llll_lll,t,r of I)locks

[_t;turns

Izlteger id of ,se,d to I)e used in MPI_wait, etc., or -1 on error.

Synopsis

inr MPI_gnsend( dest, type, desc, bcnt )
inr dest, type, bcnt;
MPI DATAVEC *desc;
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l:,cation

mpig. c

MPI_gnsendh MPI_gns_,n_lh
1 i iii 'i _.... iiii i II! i i

MPI gnsen_lh N_,i_hlocking heterogeneous send with arhitrary gather

Input Parameters

_h:st destination

type. Itiessage type
clesc _l,'scrii>tion of data to I)e gathered, in MPl_l)A'l'A\:E(',for_nat
bent lltilnber of blocks

Returns

lnteg;er id c,f semi 1o he use<t in Mill_wait, etc., or-1 on error.

Synopsis

int MPI_gnsendh( dest, type, desc, bent )
inr dest, type, bcnt;

MPI HDATAVEC *desc;

Location

mp±g. c

MPI_gns_'n[lhrr MPI_gnSelldhrr
i i ii i i

MI'l_gns,,ndhrr- Noltl_locking heterogeneous send with arbitrary gather t',,r ready recciver._:

Input Parameters

d_:st (lestination

type n_essage type
desc descril)iion of data to I>e gathered, in MPI_I)A'I'AVE(', f(-)r,,iat
l)cnt llUllll>er Of blocks

Returns

Integer icl ,,t' s_'ll(I t_ he lise(t in Mt)l_wait, etc., or -1 <:merror.
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Synopsis

inr MPI_gnsendhrr( dest, type, desc, bcnt )
inr dest, type, bcnt;

MPI HDATAVEC *desc;

Location

mpig. c

I

MPI_gnsendrr MPI_gnsendrr

MPI_gnsendrr -- Nonl)locking send with arbitrary gather for ready receiw, rs

Input Parameters

s_mrce ,scading processor
ty 1)_: t,less age ty pe

desc description of data to be gathered, in MPI_DATAVEC format
l)cnt nullll)er of blocks

Returns

Int,,ger id of st,s_(Ito be used in MPl_wait, etc., or -1 on error.

Synopsis

int MPI_gnsendrr( dest, type, desc, bent )

inr dest, type, bcnt;
MPI_DATAVEC *desc;

Location

mpYg. c

7.5 Process Groups

u i i

MF'I dfihl MPI child
I

MPI child- (_et inf,_rrJlational,out the children of a specified group

Input Parameters

gi(l I)rocess group id
maxlis size of clist
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Output Parameter

clist array containing process grou !) i(!

Returns

Nttlnb,_'r ,_f cllii_lr,,n in the group, or -1 on error.

Synopsis

inr MPI_child( gid, maxlis, clist )

inr gid, maxlis, *clist;

Location

group.c

l

MPI_copyg MPI_copyg
i

MPI_copyg -- (:reate a root group from an existing group

Input Parameter

gid process groul) id

Returns

Tho gid of lhc new root. group, or -1 on error.

Synopsis

inr MPI_copyg( gid )

inr gid ;

Location

group.c

MPI_defrg MPI_defrg

MPI_de.fl-g ..... Define a root group

Input Parameters

npr(,(',s nll_td)er of processes in the group
l)list array of Pl D that, are merld)ers of t,he group
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Returns

'l'he _;id ,,f ii.. II,'w r,.fl, group, (}r -1 on error.

Synopsis

int MPI_defrg( nprocs, plist )

inr nprocs, *plist;

Location

group, c

M P I_freed M P I_ freed

MPI_freed -- Discard the descendants of a specified group

Input Parameter

girl group id

Returns

0 Oil sIIrc(.'sS, or -I Oil error.

Synopsis

ing MPI_freed( gid )

int gid ;

Location

group, c

M P I_fi'eeg M P I_fi'eeg
I

MPI frt:eg -- Discard a specified group and ali of its descendents

Input Parameter

gid group id

Returns

0 ol,success, or- 1 Oil error.
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Synopsis

inr MPI_freeg( gid )

inr gid ;

Location

group.c

MP l_g_-,t i_l MPI_getid
I IIII II IIII

MPl_g_.ti,i I),'1,_w,l,iJl,.til,. _r, mp conlext i'ID oflhe calling proc,'ss f,:_ra Sl,,.,'itied gro,lp id nuzt_l,,.r.

h_put Parameter

I_i_l _r,,l=l_ i_i

Synopsis

inr MPZ_getid( gid )

in% gid;

RetllrllS

R,qatiw. i_r,,,-,_ss uuJtiber of the calling proc,_ss in t.he specified group.

Location

mpi.h

I III IIl

M PI_infi_g MPI_infi,g
I I III II I II I II III

MPl_infi.,g I)_'{,.r,_,ih,. lh,. numb,'r of processes in a group and return rh,_ PiI) nuntbors ,,f lit,.
Krt Jll_ Ilt('IIII_t,F._

Iuput Parameters

gicl ¢,r,:,up id
maxlis size. ,_f ldis!

plist int,'K_'r array to h,dd the members of the group

Ret,_rus

'll,,. n,_,_l..r ,,f m,_,'t,:l.,rs in lh,, gr,ml_, or -1 r)n _.rror.
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Synopsis

inr MPI_infog(gid ,maxlis ,plist )

inr gid, maxlis, *plist;

Location

mpi. c

llll

M PI_parent MPI_par_;l|t
, I

MPI_parent -- Determine the group id number of the parent of a specitied group

Input Parameter

gid group whose parent is to be found

Returns

The group id of the parent, or -l on error.

Synopsis

int MPI_parent( gid )

inr gid ;

Location

group, c

MPI_partg MPI_l,artg

MPI_partg ...... I'art, il i,_ti a g;roup into subgroups

Izll)Ut Parameters

girl groui_ to i)e partitioned

k_;y key whose value determines the partitioning

Returns

'I'1,, _,i(i of the sul_gr,Jrlp to which the calling process belongs, otherwise - 1.

Sy_opsis

inr MPI..partg( gid, key )

inr gid, key;

54



Location

group.c

III

MPI l)opg MPI_I)oPg

MPI_l,Ol)g -- il.eestablish the process groul) context

Ret u rns

'l'lw i)r )tess gr(mp id that is reestal)lished as tile root,, otherwise -1.

Synopsis

int MPI_popg( )

Location

group.c

M P I_lmshg MPI-l)ushg

MPI_l)ushg -- Establish tile process group context

Input Parameter

gid The group context to establish

Returns

q'h, ._nunll)er _,f processes in the group gid, or -1 on error.

Synopsis

inr MPI_pushg( g£d )
inr gid;

Location

group.c

I

M P l_r,. ,rg M P I_ro_ ,tg
II I II I II

MPI_r_.,tg (;p! infl.)rI_lalion al,out root groups
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Input Parameter

maxlis size c)f rlist

Output Parameter

rlist array of tile process group icl numbers

Returns

Number of defined root groups, or -1 oil error.

Synopsis

inr MPl_rootg( maxlis, rlist )
inr maxlis, *rlist;

Location

group,c

1 1

MPI_siblg MPI_sil)lg
iiii

MPI_siMg .... (;(,t, inf,.)rl_lation about tile siblings of a group

Input Parameters

gid t)rocess group id
maxlis size of slist

Output Parameter

slist array of the I)ro,'ess group ids

Returns

Nul.,I)(,r ,,f ,-,il)lillg,s, or -1 on error.

Synopsis

inr HPI siblg( gid, maxlis, slist )
ing gid, maxlis, sling;

Location

group, c
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7.6 Communication Contexts

ii

MPI_infoe MPI_infuse
i

MPI_inf()(: - (;el, inforlnation al)out valid cornnnmication contexts

Input parameter

maxlis nlaxinmm size of ilist

Output parameter

ilist array containing communication context ID ntxnll_ers

Synopsis

inr MPI_infoc( maxlis, ilist )

inr maxlis, *ilist;

Location

mpi. c

iiii .....

MPI_newt MPI_new,.'.
iiiii i_

MPI_new_: .....(',real,e a new communication context

Returns

The id numl)er of a new communication context, or -1 on error.

Synopsis

inr MPI newc()

Location

mpi. c

1 i

NIP I_I)ep e MP I_p(_l,"
_ I iii iii ii

MPI_I)¢,I,_" .....H,epslal,lisll fi,rzzjercorr_nlt_nicationc,mt,ext

Retul'llS

'l'[.. id Illlllll)er _[" ;_ ;lc'w COlllllltllliCat, ioll c(HIt.ext_ or -l on error.
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Synopsis

int MPl_popc()

Location

mpi. c

MPI_pushe MPI_push,"
I II

MPI_l)ushc - Establish a new cornmunication context

Input Parameter

ccid tile ID number of communication context to establish

Returns

0 on SllCCeSS or -1 on error.

Synopsis

int MPI_pushc( ccid)
inr ccid;

Location

mpi. c

7.7 Program Management:

II

M PI_main MPI_main

MPI_main .... Nallie of l_lain program for MP! applications

N(_l,e

Ii_,, "'Mt'l_lJ_aiJ," itlst_*aciof "main" in (I programs, and instead of "'1'!_()(;RAM < nra,J,,>'"
iii F'_,rl.ran progratzt.s.

Synopsis

(c)

inr MPI_main( argo, argv )

inr argc;

char **argv;
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Synopsis

(Fortran)

integer function MPI_main()

Location

mpi. c

'i

MPI_st(,l)all MPI_stt,l)all
i ii i

MPI_st()l)all st,,l_ ;_ll l)r,,cesses

Input Parameter

rc return code to l)eUss back to calling environment

Synopsis

void MPI_stopall( rc )

Location

mpi. c

7.8 Utility Routines

i I iiii i i

MPI error MPI error
II I

MPI errm ..... [)eterllline the error status

Returns

Integer giving the error status for the preceding call to an MPI routine.

Synopsis

inr MPI_error( )

Location

mpi. c
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MPI_etext MPI._et_;xt
i i

MPI_etext .... Return tit,, text corresponding to an error value

Input Parameter

ierrno Value returned by MPl_error

Synopsis

char *MPI_etext( ierrno )

int ierrno;

Location

mpi.c

MPI_nlaehine MPI_machim:

MPI_machine-- (_et, llia('hine narne, version, and related information

Returns

A character string giving the name, etc., of the machine.

Synopsis

char *MPI_machine( )

Location

mpi.c

..... ii Hl

NI P I_ infi.mm M PI infi ,rim
i ii iii

MPl._inf(mm--- (;ct inforlliation on the lnachine configuration

[nt)ut Parameter

maxlis the siz,, of ilist

Output Parameter

ilist integer array ¢'ont,aining information about t,h,, systelxn.
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ilist[O]- nu:!lb,'r ,ff physical processors in the machine
ilist[l] - total IJllllll_er of processors in the machine

Synopsis

inr MPI_infonm( maxlis, ilist )

inr maxlis, *ilist;

Location

mpi.c

t t ,lt l i ii

M PI_sync MPI_s.vn,"
ii i II ] ii

MPI..sync -- SynclJronizc ali processes

Synopsis

inr sync

Location

mpi.h
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