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ABSTRACT

A plant's maintenance program is the principal vehicle through which age-related degradation is
managed. From 1988 to 1991, the NRC evaluated the maintenance program of every nuclear power plant
in the United States. Forty-four out of a total of 67 of the reports issued on these in-depth team inspections
were reviewed for insights into the strengths and weaknesses of the programs as related to the need to

understand and manage the effects of aging on nuclear plant systems, structures, and components. Relevant
information was extracted from these inspection reports and sorted into several categories, including Specific

Aging Insights, Preventive Maintenance, Predictive Maintenance and Condition Monitoring, Post Maintenance
Testing, Failure Trending, Root Cause Analysis and Usage of Probabilistic Risk Assessment in the

Maintenance Process. Specific examples of inspection and monitoring techniques successfully used by utilities
to detect degradation due to aging have been identified.

The information also was sorted according to systems and components, including: Auxiliary
Feedwater, Main Feedwater, High Pressure Injection for both BWRs and PWRs, Service Water, Instrument
Air, and Emergency Diesel Generator Air Start Systems, and emergency diesel generators, electrical

components such as switchgear, breakers, relays, and motor control centers, motor operated valves and check
valves. This information was compared to insights gained from the Nuclear Plant Aging Research (NPAR)

Program. Attributes of plant maintenance programs where the NRC inspectors felt that improvement was
needed to properly address the aging issue also are discussed.
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EXECUTIVE SUMMARY

A plant's maintenance program is the principal vehicle through which age-related degradation is
managed. From 1988 to 1991, the NRC evaluated the maintenance program of every nuclear power plant
in the United States. The NRC issued 67 reports on these in-depth team inspections, one for each plant site.

Forty-four of these reports were selected and reviewed for insights into the strengths and we_dcnesses of the
programs as they relate to understanding and managing the effects of aging on nuclear power plant systems,

structures, and components. Relevant information was extracted and sorted into several categories. Specific

examples of inspection and monitoring techniques successfully used by utilities to detect degradation due to
aging were identified. The information also was sorted according to a selected number of systems and
components. Attributes of plant maintenance programs where the NRC inspectors felt that improvement was
needed to properly address the aging issue also are discussed.

The NRC staff assessed the maintenance programs at every nuclear power plant site in the country.
As a result, a large database of maintenance-related information was made available which, upon extraction
and reorganization, could be presented to those individuals concerned with managing aging-related degradation
of nuclear power plant systems and components. The database lends itself more to qualitative rather than

quantitative evz,luation; thus, the focus of this report is on providing primarily qualitative assessments of the
effectiveness of the programmatic activities, and also on the effectiveness of those programmatic activities with

respect to selected systems and components. A quantitative assessment showed no apparent correlation with
plant age.

Six broad programmatic categories were focussed upon as essential activities to address the
management of aging:

* Specific Aging Insights
o Preventive Maintenance

e Predictive Maintenance and Condition Monitoring
• Post-Maintenance Testing
• Failure Trending

• Root Cause Analysis

A seventh category, Usage of Probabilistic Risk Assessment (PRA) in the Maintenance Process, was

chosen to examine the extent to which time-dependent failure rates for system components have been used by
the utilities in the modeling of plant-specific PRAs.

In addition to the seven programmatic categories, the database also was cross-sorted by specific plant

systems and components. The systems chosen are:

. Auxiliary Feedwater
• Feedwater

. High Pressure Injection
• Service Water

• Instrument Air and Emergency Diesel Generator Air Start Systems and Compressors

xi



The componentsare:

• Emergency Diesel Generators
• Electrical Components: Breakers, Switchgear, Relays, and Motor Control Centers (MCCs)
• Motor-Operated Valves
• Check Valves

Substantial insights were gained from analyzing all of the categories. Notable positive features and
areas requiring improvement were identified. F¢ 'he systems and components, the insights were compared
to the results from the Nuclear Plant Aging Rest _ (NPAR) Program.

With regardto the specific programmatic findings, although several notable practices were evident,
such as a 13-week "rolling" maintenance schedule in which an entire train of safety-related components is
takenout of service formaintenanceand surveillance testing and the MESAC, or micro-electronic surveillance
andcalibration system, designed and developed at the Braldwood plant to dynamically test instrumentsystems,
the number and extent of weaknesses in all areas leads to the conclusion that programmatic maintenance
activities generally require significant improvement.

For maintenance activities of specific systems, there were serious failures in periodic testing of, or
in incorporating vendor recommendations for, Auxiliary Feedwater pumps and turbines. Preventive
maintenance was often poor for Instrument Air and Emergency Diesel Generator Air Start systems and
compressors.

Poor maintenancepractices were noted for components such as emergency diesel generators, breakers,
and switchgear. Overall improvement was shown with respect to motor-operated valves and check valves.

The general conclusion is that the management of aging is typically not adequately addressed by
existing maintenance programs. This conclusion is reached by considering the overall lack of specific aging
management programs and notable deficiencies in preventive and predictive maintenance, post-maintenance
testing, failure trending, and root cause analysis. We believe that widespread implementation of the many
positive maintenanceactivities highlighted in this report, as well as a direct effort to improve the management
of aging, would enhance the effectiveness of maintenance programs, and thereby, further improve the level
of safety of nuclear power plants.
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1.0 INTRODUCTION equipmentand components a major as-
pect of ensuring safe nuclear plant

Assuring the safe operation of a nuclear power plant operation and has made this area one of
depends, to a large extent, on how effectively one the NRC's highest priorities. In this
understands and manages the aging degradation that regard, the Commission issued a Policy
occurs in structures, systems, and components (SSCs). Statement dated March 23, 1988, 2 that
During the plant's original licensing process, the utilities states, "it is the objective of the Corn-
and the regulatory agency use all available sources (such mission that all components, systems,
as vendor recommendations, equipment qualification and structures of nuclear power plants
documentation, consensus industry standards, industry be maintained so that plant equipment
practices) to determine that during the life of a plant all will perform its intended function when
SSCs remain operational to accomplish their design required. To accomplish this objective,
functions. Utility equipment qualification (EQ) pro- each licensee should develop and ira-
grams establish requirements for certain safety-related plement a maintenance program which
SSCs and outline the operational and maintenance provides for the periodic evaluation,
practices that should prevent any such failure during the andprompt repair of plant components,
life of the component. These practices include periodic systems, and structures to ensure their
testing and inspection of components, replacement and availability."
refurbishment, analysis of parameters for predicting the
future condition of components, development of proce- To ensure effective implementation of
dures, data bases and trending, and use of advanced the Commission's maintenance policy,
techniques of reliability centered maintenance such, as the NRC staff is undertaking a major
thermographic imaging, program to inspect and evaluate the

effectiveness of licensee maintenance

After over two decades of experience for the commercial activities. As part of this inspection
nuclear power plant industry, NRC inspection reports, activity, the current inspection was
10 CFR Part 21 reports by vendors, NRC Generic performed in accordance with guidance
Letters, Bulletins, Information Notices, and aging provided in NRC Temporary Instruc-
assessments of nuclear components and systems have tion 2515/97, Maintenance Inspection
indicated that failures of SSCs, including safety-related Guidance, dated November 3, 1988. 3
SSCs, do occur in spite of all the activities imposed by The temporary instruction includes a
the original licensing requirements. Thus, the NRC "Maintenance Inspection Tree" that
implemented a team inspection program to evaluate and identifies the majorelements associated
assess the current maintenance practices at all nuclear with effective maintenance. The tree
power plant facilities, was designed to ensure that all factors

related to maintenance are evaluated.

1.1 NRC Maintenance Policy and the Mainte-
nance Team Inspections (MTIs) Subsequently, in August 1989, the NRC issued a draft

_egulatory guide, DG-1001, concerning maintenance
From 1988 to 1991, the staff of the Nuclear Regulatory programs for nuclear power plants.4
Commission conducted Maintenance Team Inspections
(MTIs) at commercial nuclear power plants to determine The maintenance inspection teams consisted of a team
the need for a maintenance rule by inspecting and leader, two reactor project engineers and a radiation
evaluating the effectiveness of licensee maintenance specialist all from the regional office and two engineers
activities. A detailed report was issued on the results of from NRC headquarters. The inspection schedule
each inspection which described the strengths and weak- covered 6 weeks: 1 week of preparation, 2 weeks of
nesses of the maintenance program and its implementa- on-site inspection, 1 week of in-office inspection, and 2
tion. The NRC's goals are described in one of the MTI weeks of documentation and report writing.
reports:

The inspections were performance based, directed
The Nuclear Regulatory Commission toward evaluating equipment conditions; observing in-
considers effective maintenance of process maintenance activities; reviewing equipment
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histories and records; and evaluating performance guidance developed by the industry as provided in
indicators, maintenance control procedures, and the NUMARC 93-01. 9
overall maintenanceprogram. The team selected certain
systems and directed the inspection toward determining 1.2 Goals of the Nudear Plant Aging Research
whether those systems were being properly maintained (NPAR) Program with Respect to the MTI
and assessing if the current maintenance system would Reports
ensure proper maintenance in the future.

In addition to environmental factors such as elevated

The systems selected for evaluation were usually based temperature, humidity, etc., aging can be accelerated by
on some or all of the following criteria: inadequate maintenance, improper or too frequent

testing, or excessive cycling from routine or abnormal
• Known industry problems operations. However, a maintenance program has
• Review ofplant-specificLicenseeEvent important elements, such as preventive maintenance,

Reports (LERs) andotherplant-specific reliability-centered maintenance, record keeping, and
problems trending for detecting and mitigating age-related degra-

• Review of NRC Bulletins and Notices dation.
• Review of plant-specific deficiency

reports The goal of this project is to glean information from the
• Discussions with resident inspectors MTI report to understandaging and to identify important
• Probabilistic risk assessment (PICA)- elements of maintenance programs that can effectively

based information provided by the manage aging. Because the primary objectives of these
Office of Nuclear Reactor Regulation team inspections were not focussed directly towards the
(NRR) aging that might be occurring in nuclear power plants,

• Inspector's experience information pertaining to aging was extracted systemati-
cally to evaluate the understanding and management of

The teams performed walkdown inspections of portions these aging problems. (No quantitative assessment on
of the selected systems to determine the material condi- the subject of assessing the utilities performance in
tion of the equipment. In addition, maintenance history assuring the plant operability against aging is attempted,
records for the last two years were reviewed for any because the MTI reports may not have complete infor-
adverse trends. The Nuclear Plant Reliability Data marion relating to the aging issues.) However, both
System (NPRDS) data were also reviewed for the positive and negative elements, as found in these MTI
selected systems. In the review of equipment history reports were analyzed to provide a qualitative assess-
records, any questionabletrends were examined in detail ment of the current industry practices in understanding
to determine if equipment was being properly main- and managing the aging problems. In some instances,
rained. The teams also observed general housekeeping specifically for components and systems, these results
and equipment condition for a large partof the plant. A are compared with that from the aging studies performed
review and summary by the NRC of the results of 31 under the NRC's NPAR program.
site inspections available through fiscal year 1989 was
previously published.5 In support of the NPAR Program, the MTI reports

therefore were reviewed with the following objectives in
After all the MTIs were completed, on June 28, 1991, mind:
the NRC staff released SECY 91-110, "Staff Evaluation
and Recommendation on Maintenance Rulem',ddng."_ (1) To identify those portions of the maintenance
The NRC formally promulgated the "MaintenanceRule" program important for understanding and man-
on July 10, 1991, as 10CFR50.65, "Requirements for aging aging.
Monitoring the Effectiveness of Maintenance at Nuclear
Power Plants. ,7 The rule formally takes effect on July (2) To evaluate the specific strengths and weakness-
10, 1996. es noted in utility maintenance programs for

their effect on the ability of the plant to manage
In June 1993, the NRC published Regulatory Guide aging.
1.160, "Monitoring the Effectiveness of Maintenance at
Nuclear Power Plants. "s This guide in turn endorses

NUREG/CR-5812 1-2



(3) To describe the types of preventive maintenance of decreasing age. Specific qualitative findings were
activities and condition monitoring techniques selected based on their importance either as examples of
used which address plant aging concerns, good or poor practices or experiences.

(4) To determine whether there is a recognizable This report is organized in the following manner.
quantitative pattern of strengths and weaknesses Section 2.0 discusses the methodology of both the NRC
correlated to plant age and reactor type. inspections and the currentstudy. Section 3.0 discusses

each of the programmaticcategories, while Section 4.0
To achieve these objectives, information from each MTI details the insights on the systems and components
report was compiled into a computerized data base. selected for review. Section 5.0 gives a general summa-
This information included observations by the inspectors ry and the conclusions and Section 6.0 lists the
related to the concept of understanding and managing references.
aging, such as:

Appendix A contains a sample list of the coding scheme
• specific references to equipment aging that was used to categorize the findings extracted from

problems, the MTI reports; Appendix B illustrates a sample of the
• predictive maintenance and condition data base; Appendix C shows the results of the quantita-

monitoring techniques, tive analysis; Appendix D lists the important findings
• selected preventive maintenance activi- pertainingto the programmatic activities while Appendix

ties, E gives the findings for the systems and components.
• use of equipment manufacturer's infor-

mation,
• post-maintenance testing activities,
• evaluation of lfailure trending and root

cause analysis programs, and
• prioritization of maintenance activities.

There are a total of 67 MTI reports, one for each site.
(Oyster Creek was not actually inspected. Rather, the
NRC extracted maintenance-related results from other

NRC team inspections at that plant.)t Similar to the
NRC summary, BNL also published a summary of
preliminary results based on 26 MTI reports.I° For the
final study, BNL selected a representative sample of 44
MTI reports which were issued through the end of 1990.
These reports correspond to 29 Westinghouse PWR
units, 16 Combustion Engineering PWR units, 1 B&W
PWR unit, and 22 General Electric BWR units. Tables
1.1 to 1.3 show the names of the units and the corre-

sponding report numbers. BNL categorized each rele-
vant finding as a positive aspect or attribute, an observa-
tion, a deficiency, a failure, or a violation. The latter
was solely based on whether the NRC cited the finding
as an example of a violation. Each category was
tabulated, separated into Westinghouse, Combustion
Engineering (CE), Babcock & Wilcox (B&W), and
General Electric (GE), and all plants combined by order
t Privatecommunication,A. Fresco,BNL,withJ. Sharkey,U.S.

NRC,November12, 1991.
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Table 1.1 Maintenance Team Inspection Reports Reviewed for Westinghouse PWR Plants

....... , ,,, ,,

Commercial MTI

Plant Name Operation Date* MTI Report No.** Report Date
,, ', ,,, '_ , 'i,i'i ,,, ,, ,'IT, 'i'i ,_," '

Yankee Rowe 07/61 50-029/90-81 09128190
.,, , ,,, , ,., , ,

Haddam Neck 01/68 50-213/90-80 12/05/90
,..,.. ,,,,, , i , ,

San Onofre 1,2,3 + 01/68 50-206/89-16 08/22/89
50-361/89-16
50-362/89-16

, ,, , , ., , ,. , , ,, ,,,

Ginna 07/70 50-24,4/90-80 07/12/90
,, ,, ,.... ,, , ,,,, ,

Robinson 03/71 50-261/90-10 08/07/90
...... .. ,, ,, ,,

Surry 1,2 12/71 50-280/90-07 05/18/90
50-281/90-07

., ,.,,,, , ,,

Zion 1,2 12/73 50-295/89018 (DRS) 08/30/89
50-304/89017 (DRS)

Prairie Island 1,2 12/73 50-282/89029 (DRS) 03/15/90
50-306/89029 (DRS)

, ,,. ,, ,

Indian Point 2 08/74 50-247/89-80 08/20/89

Cook 1,2 08/75 50-315/89031 03/01/90
50-316/89031

, ,,, ,i

Indian Point 3 08/76 50-286/89-80 07/05/89

Salem 1,2 06/77 50-272/90-200 06/07/90
50-311/90-200

,,, , , ,,,

North Anna 1,2 06/78 50-338/89-200 08/08/89
50-339/89-201

Sequoyah 1,2 07/81 50-327/90-25 11/01/90
50-328/90-25

, ,, , ,

McGuire 1,2 12/81 50-369/89-15 09/07/89
50-370/89-15

, , ,, , ..

Millstone3 04/86 50-423/89-80 08/31/89
,,., .. ,,,.

ShearonHarrisI 05/87 50-400/89-16 10/30/89

Braidwood1,2 07/88 50-456/90008(DRS) 06/14/90
50-457/90008(DRS)

,,., , , ., , ,.

SouthTexas1,2 08/88 50-498/90-01 04/24/90
50-499/90-01

"Formultipleunits,CommercialOperationDatecorrespondstothefirstuniton site.
**OneMTI Reportformultipleunits.
+UnitI isWestinghouseplant.
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Table 1.2. Maintenance Team Inspection Reports Reviewed for B&W and CE PWR Plants

Commercial MTI
Plant Name Operation Date* MTI Report No.'* Report. Date

[ iii

San Onofre 1,2,3 + 01/68 50-206/89-16 08/22/89
50-361/89-16
50-362/89-16

Palisades 12/71 50-255/88020 (DRS) 01/10/89

Maine Yankee 1 12/72 50-309/88-80 01/18/89

Ft. Calhoun 1 09/73 50-285/89431 07/06/89

Arkansas One 1,2 12/74 50-313/88-36 02/07/89
50-368/88-36

Rancho Seco 1 04/75 50-312/89431 03/24/89
, , , ,,

Calvert Cliffs 1,2 05/75 50-317/90-80 04/02/90
50-318/90-80

Millstone 2 12/75 0-336/89-80 08/31/89

St. Lucie 1,2 12/76 50-335/89-24 01/10/90
50-389/89-24

Waterford 3 09/85 50-382/8943 1 03/14/89
50-316/89031

Palo Verde 1,2,3 01/86 50-528/89-28 10/26/89
50-529/89-28
50-530/89-28

"Formultiple units, Commercial Operation Date corresponds to the first unit on site.
**OneMTI Report for multiple units.
+Units 2,3 are CE plants.

1-5 NUREG/CR-5812



Table 1.3. Maintenance Team Inspection Reports Reviewed for GE BWR Plants

................

Commercial MTI
Plant Name Operation Date* MTI Report No.'* Report Date

- Ii|l ii ill iii i

Nine Mile Point 1,2 12/69 50-220/88-80 01/24/89
50-410/88-80

..... , ,,, , ,, ,,, ,,

Dresden 2,3 06/70 50-237/88029 (DRS) 04/04/89
50-249/88030 (DRS)

, , ,,. .,,

Millstone I 03/71 50-245/89-80 08/31/89
,. .,. , , ....

Vermont Yankee 11/72 50-271/89-80 06/01/89
.,

Peach Bottom 2,3 07/74 50-277/88-17 10/06/88
50-278/88-17

, . ,

Cooper 1 07/74 50-298/89-31 01/29/90
,, , ,

Duane Arnold 02/75 50-331/88023 (DRS) 07/02/89
, ,. ,. ,,

Fitzpatrick 07/75 50-333/90-80 (DRS) 07/16/90
,.. ,, ,,

Hatch 1,2 12/75 50-321/89-02 05/22/89
50-366/89-02

, ,,,,

La Salle 1,2 01/84 50-373/89010 (DRS) 06/27/89
50-374/89010 (DRS)
50-316/89031

. ,, ,..

Crt_ndGulf 1 07/85 50-416/88-21 01/04/88
.,,,. ,,. ,

Limerick 1,2 02/86 50-352/89-80 03/21/89
50-353/89-8O

..

River Bend 1 06/86 50-458/89-04 12/05/89

Hope Creek 12/86 50-354/89-80 01/31/90
50-328/90-25

,. .i

Clinton 04/87 50-461/89003 05/10/89

Perry 1 11/87 50-440/90012 (DRS) 11/13/90
,. ,,,

Fermi 2 01/88 50-440/90012 (DRS) 11/13/90
..

"For multiple units, Commercial Operation Date corresponds to the first unit on site.
**OneMTI Report for multiple units.
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2.0 DISCUSSION OF METHODOLOGY "Poor" Performance (RED): Inadequate or miss-
ing.

2.1 Methodology of the NRC Maintenance Team
Inspections "Unrated" (BLUE): Not evaluated.

The MTIs were oriented toward analyzing the perfor- At the conclusion of the inspection, the inspection team
mance of maintenance activities rather than toward judged the adequacy of the maintenance program, using
compliance with regulations or identification of viola- the inspection tree in Figure 2.1. In general, the top
tions. However, whenever necessary, violations were half of the box (element) was rated depending on
cited against 10 CFR 21, "Reporting of Defects and whether the element was in place, and the bottom half
Noncompliance," 10 CFR 50, Appendix B, "Quality was rated depending on how well the element was being
Assurance Criteria for Nuclear Power Plants and Fuel implemented.
Reprocessing Plants," and also against Technical Specifi-
cations. Most of the negative findings were considered The inspection tree, which contains 43 individual
to be deficiencies and not formal violations, so that the elements, includes several inspection sub-topics which
severity level of the deficiencies was not quantified, we believe are directly relevant to the management of
except when they were cited as examples of violations, aging that will be discussed further in the next section.
The NRC MTI reports are comprehensive documents,
some of which may be 70 or more pages long. Most, if 2.2 Methodology of the Current Study
not all, were prepared by different teams of NRC
inspectors so that the same team usually did not perform One element that is directly relevant to the management
more than one inspection. According to A. T. Gody, et. of aging, as shown in Figure 2.1, is Element 1.1,
al. ,s the maintenance inspection programwas a combina- "Historic Data," which consists of reliability as repre-
tion of the NRC's past inspections, pulled together for seated by reactor trips, engineered safety feature (ESF)
a comprehensive look at maintenance and related actuations, outages, Technical Specification violations,
activities. The inspection tree was used in previous and failures on demand. These can often result from
inspection programs, but was modified specifically for aging-related degradation. Table 2.1 provides a ratio-
the MTI effort, hale for relating all of the other elements in the inspec-

tion tree to the management of aging.
As noted in Section 1.1, the inspections were conducted
using the guidance provided in NRC Temporary Instruc- In the majority of cases, the MTI reports available from
tion 2515/97, "Maintenance Inspection Guidance," dated the Public Documents Room did not contain the inspec-
November 3, 1988, which includes a Maintenance tion trees. Because the trees are essentially qualitative
Inspection Tree (Figure 2.1). Figure 2.1 shows the and quantitative assessments of the broader categories of
three major areas of utility maintenance programs which utility maintenance programs, they were not considered
were evaluated: essential to the goals of this particular study.

I. Overall Plant Performance Related to Mainte- To achieve the objectives mentioned in the Introduction,
nance, we developed a strategy to compile and sort the diverse

II. Management Support of Maintenance, and information from the MTI reports, reflecting the aging-
III. Maintenance Implementation. related elements identified in Table 2.1, to yield both

quantitative and qualitative insights. A pattern of
Under each major area, several elements were evaluated, positive aspects and deficiencies in the reports was
rated, and color-coded using the following guidelines: identified, and we placed the results into seven general

categories, shown in Table 2.2, concerning information
Good" Performance (GREEN): Overall, better or activities important for managing aging. These
than adequate; shows more than minimal effort; categories, except for the PRA category that is an indi-
can have a few minor areas that need improve- rect influence, were considered to directly affect the
ment. management of aging concerns. They are in general

agreement with the terminology associated with mainte-
"Satisfactory" or "Adequate" Performance (YEL- nance, as described in an EPRI Draft Report on com-
LOW): Adequate, weaknesses may exist, could be mort aging terminology for nuclear power plants, il
strengthened.
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Figure 2.1.Maintenance Inspection Tree

2-2

................................... <__..........._.. .......... _ ....... ,_,.,,,_,.._................... _,_mn_n,,_,_il,,........................................................................................



Table 2.1. Correlation of Certain Maintenance Inspection Tree Elements with the
Management of Aging

, Tree Element Relationship to Management of Aging

I. Overall Performance Related to
Maintenance

1.0 Direct Measures Any increase in the failure rate on demand of particular
1.1 Historic Data systems and components is a key indicator of potential

• Failures on Demand aging-related problems.

1.2 Perform Plant Walkdown Inspection
• Walkdown Inspections Walkdown inspections can provide a direct indication of

aging-related degradation such as corrosion of pumps,
valves, electrical contacts, and overall plant material
condition.

II. Management Support of Maintenance

2.0 Management Commitment & Involvement

2.1 Application of Industry Initiatives
• Notices and Bulletins

• NPRDS The degree of management responsiveness to industry and
vendor notices and bulletins, as well as input to and use
of NPRDS data, can have a direct impact on the mitiga-
tion of aging effects.

2.2 Management Vigor and Example The degree to which plant management recognizes aging
• Plant Aging Awareness of systems and components as a real concern has an

obvious effect on the direction of maintenance activities,

and subsequently on safe plant operation.

3.0 Management Organization and Administrative
• Corporate and Plant Interaction between corporate and plant management is

essential to recognize and mitigate the effects of aging
throughout the life of the plant.

3.5 Conduct Performance Measurement RCA is an integral part of the process of identification of
• Root Cause Analysis (RCA) aging concerns. Simple identification of numerical trends

is not adequate to detect degradation.

3.7 Maintenance Decision Process Incorporation of plant aging concerns into the mainte-
• Plant Aging nance decision process can lead to reduced failure rates

and safe,,,plant operation due to the replacement or repa/r
of components which are likely to fail at unacceptable
rates.
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Table 2.1. (Cont'd)

Tree Element Relationship to Management of Aging
-- iiiii ii i iii iiii i_ "11' '1 ii i i '"=

4.0 Technical Support Engineering support is another criticalfunction to the
management of aging.

4.2 Inspect Engineering Support

s Failure Analysis Failure Analysis is the systematic process of determining
and documenting the mode, mechanism, causes and root
cause of the failure of a system, structure, or component.

• Preventive Maintenance Preventive Maintenance directly mitigates the effects of
aging by minimizing the failure of systems and components
due to aging-related and other causes.

• Post-Maintenance Testing Post-Maintenance Testing is important to establish a
baseline reference point from which not only aging-related
but other forms of degradation in system and component
performance can be monitored.

4.4 Inspect Role of Quality Control

• Trending Trending can apply to both the results of predictive mainte-
nance techniques, in which case observed degradation can
be often interpreted as a direct result of aging effects, and
to the direction of component and system failures with
time. The latter may not directly indicate aging-related
degradation.

4.7 Integrate Regulatory Documents
• Generic Letter, Notices & Bulletins Similar to Element 2.1 on management responsiveness to

industry and vendor notices and bulletins, the degree of

management responsiveness to NRC regulatory documents,
as exemplified by incorporation into the plant maintenance
program, can have a direct impact on mitigation of aging
effects.

III. Maintenance Implementation

5.0 Work Control

5.3 Maintain Equipment Records & History To successfully mitigate the effects of aging degradation of
• Root Cause Analysis systems and components, it is essential that adequate

documentation be provided and maintained to allow accu-
rate root cause analysis.

• NPRDS Consistent input and reference to the NPRDS also is
important to facilitate accurate RCA.

5.9 Conduct Post-MaintenanceTesting Together with the Engineering Support requirements
• Assure Operational Readiness mentioned in 4.2, the acceptance criteria also are crucial
• Acceptance Criteria for monitoring aging-related degradation.
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Table 2.1. (Cont'd)

Tree Element .... Relationship to Management of Aging

5.10 Review of Completed Work Control The proper entry of "As Found" and "Failure Cause"
Documents information into the completed maintenance work packages
• Completed Work Document Re- is essential for trending and root cause analysis, which, in

views turn, are essential to monitor aging-related degradation.

6.0 Plant Maintenance Organization
6.4 Perform Maintenance Trending As discussed for 4.4, trending is an important aspect in the

management of aging.

• Root Cause Analysis Root Cause Analysis is necessary to properly identify
aging-related degradation as opposed to other failure
causes.

• Rework Evaluation It also is important to identify as rework, failures which
have occurred within a very short time after maintenance
has been performed, which may therefore be attributed to
poor maintenance practices, or simply repetitive failures of
components regardless of the length of time since the last
maintenance was performed.

7.0 Maintenance Facilities, Equipment & Ma-
terials Control

7.2 Establish Materials Controls Proper administrative control of environmental conditions
• Storage for spare parts which have a limited shelf-life, such as

certain elastomers used for gaskets, is an integral part in
the management of the effects of aging.

The findings were then categorized based on whether the were entered into an information management database

NRC determined them to be a positive or negative program entitled askSam. _2 The data'base was created

aspect of the utility's maintenance program. Thus, we by analyzing the MTI reports, extracting and categoriz-
established the following sub-categories, shown in Table ing the information and entering it into the database. A
2.3. sample of the askSam file for the Calvert Cliffs Units 1

and 2 is shown in Appendix B. The findings on a

A sample of the definitions used in the coding scheme is particular topic often appeared on widely separated

shown in Appendix A. The coding scheme became pages of the MTI reports, so that it was not always
necessary because, for each general category, such as possible to cite one specific paragraph on one specific

AGI or PCM, each finding pertained to a specific area page. Some findings were generated by combining
and often involved a system, component, structure, or information from one or more separate sections of the

other aspect. The specific area of the finding was often reports.
limited to one or two major categories. For example,

the specific area documentation was mostly applicable to The next objective was to create a useful quantitative
trending and root cause analysis. Thermography and analysis. We decided to count the findings: the positive
vibration were usually associated with the general _pects, observations, negative aspects, failures, and

category of PCM, i.e., predictive maintenance and violations for each of the general categories. To show
condition monitoring, whether or not there was any direct correlation between

the quality of the maintenance programs with the age of
Once the coding scheme was decided upon, it became the plant or type of the reactor, the count for each of the

possible to categorize all of the significant aging-related major groupings was presented in descending order of
findings from the MTI reports. The significant findings older to newer plants for each reactor type such as
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Table 2.2. Categories of Information or Activities Important for the Management of Aging

AGI Specific aging-related insights or management responsiveness to aging concerns.
-- ,,H HI , .H HI

PMF Preventive maintenance and incorporation of manufacturers' information.

PCM Predictive maintenance and condition monitoring techniques.
, , ,1 H _ ,

PMT Post maintenance testing.

"IDA Failure trending analysis.

RCA Root cause analysis or failure analysis.

PRA Use of Probabilistic Risk Assessment (PRA), by the utilities for maintenance and by the
NRC for inspection, and/or prioritization of maintenance activities. This category also
was considered to include Reliability Centered Maintenance (RCM).

Table 2.3 Categorization of Findings
..

ATB Positive aspect or attribute.
H __ __ , ,,, _

OBS Observation or neutral aspect.

DFC Negative aspect or deficiency.
m, ,.,

FLR Failure, usually a direct reference to a specific system or component.
......, ,, ,,H,

VLN Violation.

Babcock & Wilcox (B&W) PWRs, and General Electric specific inspection requirements of each plant,
(GE) BWRs. An overall list of all plants in ascending the MTI reports vary significantly in emphasis

order, regardless of reactor type, also is presented for and detail placed on particular topics.
each general category. The quantitative results are

shown in Appendix C. (2) A typical MTI report describes both positive

and negative aspects of a utility's maintenance
At this point, the issue of the usefulness of the quantita- program. However, in the majority of cases,

tive analysis must be addressed. There are several the negative aspects are described in greater
important aspects of the MTI reports and the inspection detail. Positive aspects are often described in

process which must be discussed: general terms and may be broad statements on
a major topic, such as whether or not a failure

(1) As a result of the previously known problems trending program is in place, and its effective-
and the problems identified during the inspee- ness.
tion, the NRC inspection teams placed different

emphasis on some topics at one plant as corn- (3) In the BNL database, broad characterizations

pared to another plant. For example, because and specific aspects were considered equally as
of the problems identified with maintenance either positive aspects or deficiencies, so that a

practices or procedures at one plant, less era- simple counting of the number of positive
phasis might have been placed on predictive aspects and deficiencies would include both.

maintenance and condition monitoring, while at Thus, there are usually more deficiencies cited
another plant, these areas might have been in the BNL database than there are positive

described in great detail. As a result of the aspects. In the coding scheme, such differences
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were identified, and a more refined counting negligible because at only one site, San Onofre,
could provide additional insights, was there a truly significant difference between

the age of the first unit and the remaining two
(4) Specific deficiencies were often cited as exam- i.e., the difference is 15 years between Unit 1

pies of one violation in the MTI reports. How- and Unit 2.
ever, in the BNL database, such separate deft-
ciencies were counted as separate violations, (9) No attempt was made to at.count for utility
because tke other examples of a violation were rebuttals to the MTI reports, nor the NRC re-
often not ageing-related, inspections at certain plants.

(5) Several of the MTI reports contained a separate With proper consideration of the above, we believe that
list of strengths and weaknesses in the utility's the quantitativedata resulting from this study (Appendix
maintenance program. The aging-related ones C) provide some limited insights into the effects of
usually corresponded to a positive aspect or maintenance on aging-related degradation. The data did
deficiency cited in the BNL database. Howev- not show any clear relationship to the age of the plants
er, the BNL database often included additional and we do not believe that any firm conclusions should
findings which were described in greater detail be drawn from the data set. Thus, the data and associat-
in the body of the MTI reports, so that there is ed insights for a few of the findings categories are
not a one-to-one correspondence, presented in Appendix C of this report.

(6) It was sometimes difficult to differentiate be-
tween positive aspects and observations or
between deficiencies and observations. Some-
times an NRC inspector merely described the
aspects of a program without indicating whether
they were positive or negative. BNL character-
ized such cases as observations.

(7) The BNL coding scheme was really a backfit
attempt to extract quantitative insights on both
broad trends and specific findings appearing in
the MTI reports. The MTI reports were not
conceived or written to be used in a manner

which would be ideal for the coding scheme.

(8) One MTI report was generated for each site.
Some sites have two or three units, and the
reactor types also may be completely different
from one unit to the next. For data analysis
purposes, because we often could not determine
specifically which unit the NRC inspectors were
referring to, the multi-unit sites with different
reactor types were counted under each reactor
type. For example, San Onofre 1, 2, and 3
consists of one Westinghouse PWR and two
Combustion Engineering PWILs. Because we
could not determine which unit was being
referred to, the data were attributed to both
Westinghouse and CE sites. When specifying
the age of a reactor at a multi-unit site for data
an_ysis, the commercial operations date of the
first unit was always chosen. The overall effect
of this action on the quantitative results was
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3.0 PROGRAMMATIC INSIGHTS • trending aging parameters (as applicable to
structures, systems, and components)

Managing aging of structures, systems, and components • root cause analysis of each failure event

in nuclear power plants becomes increasingly more • reliability analyses to monitor the aging man-
important as the plants become older. Both the nuclear agement program

industry and the NRC are striving to identify aging
degradation before safety and reliability are affected. A qualitative overview on each of these topics from the
Lack of new plant orders and relicensing requirements reviews of the 44 MTI reports is presented in the

for plants at the end of life have brought the aging issue following sub-sections. Because the database of these
to the forefront since the inception of the NPAR pro- reports contains almost 2000 pages of information, it is
gram in 1983. The results have provided a wealth of a considerable task to present all the findings contained

knowledge on this subject and have created an awareness in these reports. However, we highlighted the strengths
of aging problems by the utilities and the NRC. Some and weaknesses of the existing programs to manage
of the research findings on the aging problems that have aging within the nuclear industry. Appendix D de-
been identified through this and other NRC programs scribes some examples of each of these aspects cited in

also have drawn the attention of international regulatory these reports to support the characterization of the status
bodies such as the IAEA and the regulatory and utility of the programmatic efforts which follow.

sectors of countries, such as Japan, Germany, the United

Kingdom, and France. 3.1 Specific Aging Management Insights

During the first I0 years of plant life, aging manage- In general, the MTI reports provide substantial informa-

merit in nuclear power plants is based primarily on the tion on how plant maintenance programs address the
equipment qualification (EQ), vendor recommendations, aging of systems, components, and structures. This

good maintenance practices learned from fossil power information includes the attitude of management toward
plant operations, and engineering judgement. In particu- aging and the specific maintenance program attributes,
lar, EQ requirements identify components which have a which address the detection or mitigation of degradation
useful life less than the 40 year operating license period, caused by aging. Actual descriptions of failed or

and thus are components which require periodic replace- degraded systems, components, or structures are consid-
merit. As the nuclear industry matures, aging problems ered, in most cases, to be specific references to equip-

associated with various structures, systems, and compo- ment aging problems.
nents have surfaced ann the focus has turned to activities

such as new testing and diagnostic methods, preventive 3.1.1 Qualitative Insights
maintenance programs, and trending of component or

system characteristics. Because aging is a common Understanding the aging characteristics of structures,
mode failure and can have adverse consequences if all systems, and components requires a comprehensive
similar components were to fail simultaneously, PRA knowledge of the age-sensitive materials, environmental
studies have identified the importance of understanding and operational conditions that influence these materials,

and managing this aging concern, specifically in older and other contributing factors such as maintenance

plants, activities, management support, human factors, training,
and plant procedures. However, one can assess the

The programmatic aspects of a good program that can aging characteristics of a component from its failure
effectively manage aging in nuclear power plants, information and the type of maintenance which restored
include the following elements: its normal design function(s). The MTI reports re-

viewed for this study have identified age-related failures

• an understanding of the aging problems or degradations of components and systems in a nuclear

• developing an effective preventive maintenance power plant. Table 3.1 summarizes typical aging
program, which includes: problems that were noted for mechanical and electri-

cal/I&C components. Based on a review of the degrada-

• predictive maintenance techniques tions and failures of components that have occurred, the
• condition monitoring methods current preventative maintenance programs have not

• post-maintenance testing methods adequately managed aging in many instances.
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Table 3.1. Typical Aging Problems in Nuclear Power Plant Components Identified
in the MTI Reports

Mechanical Electrical and I&C

Erosion/corrosion of valve & pump internals Water in the SOV internals and EDG Air Start Sys-
tem

Corrosion of flanges

Loose springs Cracked surge ring brackets in large GE motors

Eroded stem hinge Corrosion/discoloration in optical isolators due to
aggressive chloride-containing cleaning solvent used
to clean cabinets

Damaged rubber seat insert Cracked insulation on a 4 KV bus bar

Peeling of coatings Dirty/sticking contacts

Valve/pump packing leakage Misaligned or broken contact arms
,,

Moisture contamination of lube oil Deteriorated cable insulation

Thru-wall leaks at weld joints in carbon steel Set point drift of I&C devices

piping

Rusty pipe supports Burned coils

Hardened grease & dirt in auxiliary switch
linkage in a 4.16 KV breaker

Missing hand wheels

Clogged strainers

Rusty I-IX tubes

Except for routine inspection activities, plants typically resistance testing of rotating machinery, cables, and

perform several preventive maintenance tasks at each other insulating materials has been performed routinely
refueling outage, including cleaning/lubricating electrical to condition monitor the equipment. Because of the

components, cleaning/lubricating valve stems, verifying unavailability and obsolescence of spare parts, partieu-
MOV torque and limit switch settings, inspecting heat larly I&C devices, many plants are replacing old units
exchangers, sampling bearing oil, checking pump and with new and more sophisticated devices.

valve packing, calibrating plant instrumentation, and
conducting other condition monitoring tests. There were areas noted for improvement with respect to

management of aging in the present plant maintenance
Some plants have recently implemented other techniques programs. For example, condition monitoring of

to manage aging, which include reliability centered rotating equipment (i.e., fan motors, dampers, actuators,
maintenance, vibration monitoring, thermography metering device, fan belts) was often deferred, there

(infrared imaging), station battery specific gravity tests, were failures to test overspeed mechanisms of Auxiliary
timely replacement of parts with limited life, Electronic Feedwater pump turbines at the required interval and

Characterization and Diagnostics (ECAD), protective there were cases of improper torque switch settings in
trip testing of breakers, and upgrading safety class of MOVs.

equipment exhibiting frequent failures. Insulation

J
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3.1.2 Conclusions on Specific Aging Insights In summary, our overall impression after reviewing the
44 MTI reports is that the process of taking a forward

The plant specific insights in Appendix D, Section D. 1, looking approach to managing aging is in the initial
lead to certain observations and conclusions. Specifical- stages.
ly, while some utilities appeared to assume a proactive
stance to prevent aging-related failures of systems and 3.2 Preventive Maintenance Insights
components both safety-related and important balance of
plant, others seemed to be taking a passive or reactive Preventive Maintenance (I'M) is the periodic, predic-
stance. Differing maintenance philosophies, financial tive, or planned maintenance of a structure, system, or
resources, and the lack of regulatory requirements affect component (SSC), which is performed before failure, to
management's attention to aging concerns. One utility extend service life by controlling degradation or failure.
considered its plant license renewal program to be
founded upon a strong maintenance program. PM is divided into three broad categories that are

distinguished by the means used to determine when to
None of the utilities had a separate program to address perform the required maintenance. The first Periodic
the management of aging as a separate issue. Most, if Maintenance is a form of PM consisting of servicing,
not all, appeared to rely on their maintenance programs inspecting, testing, and replacing SSCs at predetermined
to indirectly address aging. Examples of slowness to intervals of calendar time, operating time, or number of
respond or unawareness of aging concerns were noted in cycles. The second, Predictive Maintenance is a form
some cases, of PM that is performed periodically or continuously to

monitor, inspect, test, diagnose or trend the performance
Among the best responses to aging concerns was the or condition indicators ofa SSC. The results indicate or
program at Salem to replace the Service Water system forecast functional ability or the nature and schedule of
piping with 6% molybdenum stainless steel over an planned maintenance before failure. The third, Planned
extended period to 1995. At St. Lucie, the utility had Maintenance, is a form of PM consisting of refurbish-
a PM program to inspect and test the electrolytic ment, overhaul, or replacement that is scheduled and
capacitors in the 120 VAC inverters. Such electrolytic perfo_xned before system, structure, or component
capacitors, which are used as smoothing filters for the failure. As used in this report, PM refers only to
output voltage, had been identified as having a limited Periodic or Planned Maintenance. Predictive Mainte-
life by the NPAR program in NUREG/CR-4564. '3 nance will be discussed in the next section.

Conversely, among the poorer responses to aging Some of the measures of the effectiveness of mainte-
concerns were the slow corrective actions at Duane nance are the following:
Arnold to replace Tuf-LOC Teflon coated fiberglass
sleeve bearings in certain 4160 VAC GE-manufactured • the performance of equipment after maintenance
circuit breakers. In 1979, the manufacturer identified (deteriorating performance should be improved)
the bearings as subject to premature wear. Similarly, at
La Salle and Prairie Island, both utilities were slow to • the changes noted from trending and comparing
respond to the notification by Limitorque of common failure and degradation (adverse fail-
mode failures of melamine torque switches in motor ure/degradation rates should be corrected), and
operated valves. The failure cause was post mold
shrinkage affected by temperature and age. • the amount of rework required after original

maint_,nance (effective maintenance should

Also noteworthy were the chronic problems which require minimal correction).
occurred in the Emergency Diesel Generator Air Start
(EDGAS) System at Surry because of leaking check Ifa PM program effectively considers the failure modes,
valves and compressors which required frequent in-head mechanisms and causes of aging, and implements
replacement. All six discharge check valves were programs to control their effects at an acceptable level,
recently replaced and all six compressors were being then it is managing aging. The MTI report for Indian
replaced. The problems occurred because of high Point 3 notes that their approach to the Plant Life
moisture content in the air entering the compressors. Extension Program is to establish a strong maintenance

program. The Nuclear Plant Aging Research or NPAR
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Program includes reviews of current maintenance • equipment database

practices and evaluates their effectiveness in mitigating • maintenance records
aging. Recommendations for acceptable or preferred • modification (design) records

maintenance practices and frequencies, and suitable • historical information
condition monitoring techniques for identifying aging • schedule information

degradation, were developed. • document control logs
• procurement records

Our goal, therefore, is to determine, by reviewing the • spare part tracking log
MTI reports, if effective preventive maintenance pro- • training records and instructions

grams have been established and are being effectively
implemented. Information from the MTI reports was Other efforts include improvements in the existing PM
extracted on the systems, structures, and components programs, monitoring of plant performance, predictive

that were inspected, the quality and implementation of maintenance, maintenance trending and analysis, scram
procedures, and the incorporation of basic requirements frequency analysis, special studies on specific problems,
from equipment manufacturers, industry groups, techni- and material condition management programs. Other

cal standards, and regulatory requirements. The infor- analytical approaches include time series analysis of
marion was categorized as follows: equipment failures, improved MOV reliability, and

aggressive resolution of problems. Systems, such as

• PM Program auxiliary feedwater, main feedwater and service water,

• Implementation of t! _'M Program typically are considered for reliability centered mainte-
• Frequency of PM nance.

• Engineering and Technical Support
• PM of Mechanical Systems and Components Table 3.2 gives some examples of PM tasks for mechan-
• PM of Electrical and I&C Systems and Compo- ical, electrical, and I&C equipment. Many of these are

nents not focussed to identify age-related deterioration occur-
• External Technical Requirements ring in the equipment. Rather, the PMs are performed

to keep the component operable so as not to compromise

3.2.1 Qualitative Insights plant availability.

After reviewing the 44 MTI reports, it became evident In addition to these positive aspects, there are citations
that every plant has a preventive maintenance (PM) in the MTI reports which have negative connotations for

program for its equipment, specifically thcse that are PM programs. Some PM schedules have not been

vital to plant safety and for power generation. The PM implemented on a timely basis and in fact, have items
program involves scheduled inspections, monitoring of long overdue. In some cases, often without adequate
various equipment parameters, parts replacement, and justification, certain components, such as molded case

routine maintenance activities, such as repacking, circuit breakers and instrument air system filters, were
lubricating, and cleaning. The following discussions not subjected to PM for long intervals, up to 13 years in

provide insights into various elements that are necessary one case. Backlogs for PM were high at some plants.
for an effective PM program.

Some non-safety systems and components, although

PM Program showing severe aging degradation because of their continu-
ously operating status, are not subjected to PM, but are

Several activities cited in the MTI reports suggest that maintained on a corrective basis. Other items not subjected

the industry is striving to improve existing PM pro- to PM at some plants are: manual valves, MCC circuit
grams. Most original PM elements are developed in breakers, cables, tanks, piping, and pipe supports.

response to regulatory requirements, vendor recommen-
dations, and good practices. A Configuration Manage- Some plants have used performance indicators to assess

ment Information System (CMIS)has been implemented PM program activities and/or vital components and
at a few plants for enhancing the PM program. This systems. Typical indicators used are: the ratio of the

system is centered upon a computerized data system, number of PM tasks to the total number of maintenance
which includes: tasks, failure frequency, total downtime, and other

reliability parameters.
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Table 3.2 Examples of PM Activities (Noted in MTI Reports)

Mechanical Maintenance
jl i

Installing spring pack in a MOV

Lapping of gate valve seats

Periodically inspecting/replacing dirty filters

Disassembling, repairing and reassembling main steam isolation valves (MSIVs)

Inspecting and eddy current testing of heat exchangers

Snubber Testing

Rebuilding Target Rock relief valve

Repairing motor driven pump (packing leaks)

Changing oil/lubricating, visually inspecting aged parts

Electrical Maintenance

Replacing fuse blocks

Testing and maintaining breakers

Replacing capacitors

Replacing bus bars

Replacing cables

General maintenance of MCCs and relays

Testing ground fault relays

Testing undervoltage relays

Calibrating digital multimeters/calibrators

Checking logic function (channel check)

Testing fast closure response time of MSIVs i

Implementation of PM Programs computerized scheduling of PM activities are other
examples of better implementation of PM programs.

As the benefits of a good PM program become evident,
additional components (such as pumps and valves) are Administrative controls are added to enhance certain PM
often added to the list for vibration monitoring, oil schedules. More fuses are replaced routinely to avoid

cleaning, lubricating, cycling, and other activities are blown fuses. Air, water, steam, and oil leaks are

performed on components such as breakers and relays, routinely checked at a large variety of equipment.
Heat exchangers are analyzed for performance. Ero- Valve failures to open or close are checked.

sion/corrosion of pipes, setting torque switches, and
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Table 3.3 PM Frequency for Certain Equipment (as identified in the MTI Reports)
• i ,, , ,, ,

Mechanical Electrical and I&C

Explosive Valves 2-5 years 6.9 KV breaker 2 years
,, ,, ....,..... ,, ., ,,, ,

Pump Inspection 5 years Batteries Weekly
,,..,

Pump Seals Every 2nd refueling MCCs safety - 5 yrs.
non-safety - 10 yrs.

, ,,,,, ,, ..,,, ,, ,,,,. , ,.

Check Valves One valve each outage Reactor Trip Breakers 18 months
(per system)

,, ,,, ........ .,.

Safety Relief Valves 3 years I&......C_C

ISI/IST Valves Quarterly Switches & Microswitches 5 years
...... ,, _ ,,,,

Governor Over_.peed Annually Transmitters 5 years

Containment Hydrogen 5 years Containment
Concentration Monitor Radiation Monitors

Gasket/Diaphragm Change Change.out
of Capacitors 2 years

Recalibration

5 years
_

EDG 2 yr PM/5yr Insp
.,,, .,

Snubbers Inspection Each Outage

Chillers Inspection 5 year

Areas for improving the implementation of PM include the activities are compared to industry practices every
communication between the management, maintenance two years.
staff and related departments, engineering support,
support interface, post-maintenance testing, procurement Engineering and Technical Support
adequacy, and use of advanced methods (i.e., reliability,
trending). The relationship among the engineering and technical

support groups, the maintenance staff, and the opera-
PM Frequency tions staff at the plant is vital for a good PM program.

Because most of the PM activities are based on codes

Performing PM activities on a timely basis is an impor- and standards developed by professional societies such
tant feature of an effective maintenance program. Table as the American Society of Mechanical Engineers
3.3 shows the frequency of some PM activities identified (ASME), the Institute of Electrical and Electronics
from the MTI reports. Engineers, Inc. (IEEE), and the Instrument Society of

America (ISA), the technical support groups which are
Recent awareness of problems in instrument air systems responsible for satisfying standards requirements should
has prompted many utilities to blowdown the instrument develop the PM procedures and requirements. Unneces-
air system biweekly. Certain plants have their compo- sary failures can be avoided if the technical staff speci-
neat cooling water heat exchangers fouled with biologi- ties the post-maintenance testing requirements which
cal organisms and need frequent cleaning. At one must be performed prior to turnover of the component
utility, PM practices are reviewed every four years and to the operations staff. Also, procedures sometimes do
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not exist or are poor for specific equipment, because of replaced at the end of their life. Fuses and fuse holders
the lack of communication between the staff of the have been noted for corrosion, and these devices are

various disciplines, replaced regularly as part of the PM program.

PM for Mechanical Systems and Components External Technical Requirements

Most mechanical systems and components with PM As operating experience accumulates, important infor-

programs include all safety-related and important mation regarding failure modes and material selection
balance of plant systems, and associated pumps, valves, becomes available. Sometimes this information is

heat exchangers, piping and pipe supports, tanks, and promulgated by utilities via 10 CFR Part 21 reports by
other mechanical equipment. The ASME Code Section vendors, NRC Bulletins, Information Notices, Generic
XI t4 inservice inspection/inservice testing (ISI/IST) Letters, or professional society guides and standards,

requirements are routinely performed on pumps and and other papers and reports by the industry and re-
valves as part of the plant surveillance (or technical searchers. The Nuclear Plant Reliability Data System

specification) test program. Other formal testing (NPRDS) database administered by the Institute of
programs include snubber surveillance. Nuclear Plant Operations (INPO) is another source of

information that is beneficial to a good PM program. A

In some cases, non-safety systems and balance of plant PM program needs to be flexible enough to consider this
(BOP) systems are not part of a formal PM program, information and make necessary modifications.

Recent problems in IA systems, motor-operated valves,
and check valves have prompted the utilities to develop 3.2.2 Conclusions Concerning Preventive Mainte-

PM programs specific to these systems and components, nance

Routine PM activities related to mechanical equipment The following observations and conclusions arise from

involve cleaning, dusting, periodic inspection, lubricat- the plant-specific insights in Appendix D, Section D.2.
ing bearings, changing filters, tightening nuts and bolts, In particular, aging degradation can only be effectively

and cycling valves. PM procedures are developed for managed if the basic preventive and corrective mainte-
specific components or a group of similar equipment, nance programs are suitably designed and implemented.
Most PM programs are component specific; system level As noted from the previous section, all utilities had

PM programs are considered via reliability centered maintenance programs, many of which are well-designed
maintenance (RCM) activities, with noteworthy practices. Most areas for improvement

that were noted were in implementing the programs.

PM of Electrical/l&C Systems and Components Not completing activities on schedule and not following
procedures were two examples of areas for improve-

Most components cited in the MTI reports include ment.
circuit breakers, motor control centers, switches, battery

chargers and inverters, and batteries. Only limited Lack of engineering technical support exemplified itself
maintenance-related information was available on in inadequate or no engineering reviews of procedures

rotating electrical equipment, and vendor manuals, and inadequate review of non-
conformances and root cause analysis.

The life of circuit breakers has been characterized by the

age, rather than the number of cycles they have been The scope of PM programs was generally good for
operated. Again, several coil burn-outs are due to mechanical and electrical equipment, although the
mechanical binding, but neither the manufacturers nor coverage of the balance of plant equipment was not

the utilities have identified any specific PM activities to consistent. Most noteworthy were the MOV programs,
monitor or address this binding problem other than which were comprehensive, and made use of automated

lubrication._5 However, contact surface pitting, and monitoring techniques, such as the MOVATS or VOTES
erosion of surfaces and arc chutes are part of breaker systems.

PM programs. Some battery chargers and inverter PM
include cable insulation problems (made out of rubber) Another recurring area for improvement was the poor

and burn out of diodes. Deposits have formed on control of vendor manuals, and not completely incorpo-
moving elements of switches. Capacitors have been rating vendor requirements in procedures.
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Many utilities had good overall programs with specific another's. Many of the programs were in the early
strengths and areas noted for improvement. Some of the stages of implementation; therefore, the NRC inspectors
noteworthy practices were: reviewing procedures for could not report upon several aspects of the condition
adequacy on a two-year average frequency, incorporat- monitoring techniques.
ing EQ requirements directly in maintenance procedures,
starting reliability-centered maintenance programs (such 3.3.1 Qualitative Insights
as at D.C. Cook and Hope Creek) along with computer-
ized main-terminal data bases. Many utilities have Both predictive maintenance and condition monitoring
achieved a good balance of PM to overall maintenance are often considered part of the overall plant PM
(i.e., 50%). Two plants (Clinton and Perry) have 13 program. To characterize and manage aging in equip-
week "rolling" maintenance schedules where single merit before failure, preventive maintenance activities
safety divisions are removed one at a time for mainte- are absolutely necessary to identify the need for and
nance. This concept is a good example of risk-based perform maintenance promptly, so that all degradations
configuration management, are not transformed to failures. Many preventive

maintenance activities presently being adapted by
3.3 Predictive Maintenance and Condition Moni- utilities are based on the following:

toting Insights
• regulatory requirements

Predictive maintenance and condition monitoring include • insurance requirements
diagnostic practices which can be useful to predict the • vendor recommendations
remaining life, assuring the operational readiness until • good practices evolved from operating experi-
the next scheduled maintenance, and to detect incipient ence
degradation due to aging effects. Reliability modeling, • equipment qualification
trending the degradation rate, monitoring the useful life
of certain devices, and estimating the failure rate with In the area of predictive maintenance, there are a limited
age are some of the practices that can predict component number of methods that utilities are using within a PM
life. The most common practices for condition monitor- program. This limited number of methods is partly
ing are thermography, vibration monitoring, lube oil because of a lack of understanding of the aging degrada-
analysis, the current signature of motor-operated valves tion within components, and partly due to the difficulties
or measurement of valve stem yoke strain, and check with estimating the life of component parts. The
valve inspection and testing. Strictly speaking, predic- qualified life of selected safety-related equipment is
tive maintenance is the term that should be applied to based on equipment qualification programs which rely
the diagnostic practices, while condition monitoring is upon testing and/or analysis to estimate the qualified
the trending of the results obtained from thosediagnostic life. This estimation is based on a simulated plant
practices, i.e. the condition indicators. Inservice condition and may not have considered all the aging
inspection (ISI) and inservice testing (IST) are both stressors which affect a component's life. Nevertheless,
forms of predictive maintenance, the requirements for monitoring the actual condition of

equipment are sometimes determined from the equip-
According to Nicholas and Young, '6 vibration analysis ment qualification testing. The following section
is by far the most widely used technology in condition discusses certain techniques that are presently in use in
monitoring and predictive analysis programs of utilities the nuclear industry. Specific examples of findings
possessing nuclear power plants. They noted that a related to predictive maintenance, which appeared in the
survey by the Nuclear Management and Resources MTI reports, are shown in Appendix D, Section D.3.
Council (NUMARC) showed that over 99% of nuclear
plants had some form of vibration monitoring. Many 3.3.1.1 Predictive Maintenance Techniques
plants have permanently installed vibration analysis
systems for critical components, such as reactor recircu- To effectively predict the equipment condition, the
lating pumps, main turbine generator systems, and some degradation processes should be understood and charac-
main feedwater and condensate pumps, terized. Once the weak links are identified, and the

degradation process and its rate are established, one
Referring solely to the MTI reports, it is difficult to could predict by analysis or intuitive approaches based
compare one utility's predictive maintenance program to on operating experience, how the equipment or the
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system would behave until the next scheduled mainte- history can help to predict the useful life and identify
nance. Currently, equipment qualification results, appropriate maintenance activities.
reliability centered maintenance, comparison with other
databases, vendor recommendations, advanced monitor- Vendor Recommendations

ing methods, and probabilistic risk assessment (PRA) or
statistical methods are being used on a very limited In addition to the recommendations given in the equip-
basis. The NPAR program has characterized the aging ment brochures and maintenance manuals, the equipment
of several components and these results could be useful qualification documentation on findings are often used as
for condition monitoring and predicting the useful life of manufacturer's recommendations. One way of estimat-
equipment, ing the useful life of equipment is to perform appropri-

ate testing, such as life testing, and analysis, such as
Equipment Qualification Arrhenius, simulating the true plant conditions. This

process of testing and analysis is very ey,pensive and the
For safety-related equipment, the qualified life of the manufacturers typically do not make the results available
equipment should be established before its operation in to the utilities because of their proprietary nature.
nuclear power plants. IEEE-Standards 323 _7and 344 _8
have defined the procedure and the acceptance criteria Advanced Monitoring Methods
for this qualification process. In this process, the
component's life is predicted using the Arrhenius Monitoring or trending of certain on-line parameters
methodology specified in IEEE Standard 323, and often (such as vibration level, flow rate, leakage rate, dielec-
the weak links and their first useful lives are established, tric strength, wear, corrosion) can indicate the condition
For example, a 10-year life for electrolytic capacitors in of equipment. The remaining life of the component or
an I&C circuit has been predicted, and plants replace or system can be predicted by comparing the parameters
refurbish these devices as they approach the end of life. against the acceptable level (or allowable limits).
This qualification process identifies the operating life However, establishing the acceptance level is one of the
and sometimes includes the shelf-life, if applicable. The most difficult tasks, because the level must be sufficient
qualification tests and the analysis results are compared to assure the operational readiness of the equipment.
against the design basis conditions. However, aging Most plants do use various monitoring methods to
stressors might arise during operation that were not periodically check the condition of the equipment, but
considered in the qualification process, such information is still not used extensively to predict

remaining life.
Reliability Centered Maintenance (RCM)

PRA or Statistical Approach
At this time, plants have used RCM at the system level,
rather than component level, to prioritize the mainte- Some plants use PRA (fault tree/event tree) or other
nance schedules. In applying RCM, a very detailed statistical models to predict the behavior of the compo-
failure mode and effect analysis is generated which nent or the system. In the case of PRA, the actual or
identifies the important critical components and estab- proposed system unavailability due to maintenance is
lishes the overall system reliability. If properly imple- used to assess a component's relative importance with
mented, RCM can provide assurance of the component's respect to the core damage frequency or risk of offsite
reliability between maintenance activities, consequences. Downtime of the component, corrective

maintenance frequency, or trending of certain operating
Comparison with NPRDSor Other Plant Records parameters are used in the model to predict a

component's failure rate and its effect on system reliabil-

Trends of component or system failures are determined ity, plant outage time, core damage frequency and risk
using either individual plant maintenance records or of offsite consequences.
national databases which contain several different plants'
records on the subject. Many times, these trends have 3.3.1.2 Condition Monitoring Techniques
not only identified the weak links, aging mechanisms, or
failure frequencies but also have provided some basis to Some of the more common techniques identified in the
predict the expected life of a component/system. MTI reports are the following"
Comparing these findings with a plant's own equipment
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Vibration Monitoring • Motor-generator sets
• Rod control cabinets

The ASME Code Section XI requires quarterly vibration • Reactor trip br "eakers
monitoring of safety-related pumps. Vibration monitor- • DC distribution panels

ing and trending techniques, broader in scope than • Electrical penetrations
required by the code, are commonly used on continuous- • Instrument air compressors

ly operated safety-related equipment such as charging
pumps and mo s of Component Cooling Water (CCW) Testing of Motor-Operated Valves
and Chemical and Volume Control Systems (CVCS).

These techniques also are used at some plants for BOP In response to NRC Bulletin 85-03,19 its Supplement No.
equipment, such as main station turbines, main feed 1, 20and NRC Generic Letter 89-10, 2''24 utilities imple-

pumps and turbines, circulating water and condensate mented methods to record and trend changes in the
pumps, and cooling water pumps for generator stators, motor signature current of a motor-operated valve. One

Some plants monitor standby safety-related systems such such method is referred to by the tradename MOVATS
as the pumps and steam turbines for the auxiliary (Motor Operated Valve Analysis and Test System),
feedwater (AFW). which was heavily used in testing Limitorque valve

operators, the subject of the NRC Bulletin.
Lubricating Oil Analysis

Another way to measure MOV operability is to measure

Lubricating oil typically is analyzed for some safety- yoke strain, which is an indicator of stem thrust.
related equipment, such as emergency diesel generators Measurement of yoke strain provides information for
(crankcase oil) and reactor coolant and charging pumps both the open and closed direction through the entire

and motors of the CVCS. Some plants include pumps stroke. Some utilities are also implementing such a
and motors for auxiliary feedwater (AFW), low pressure procedure, known by the tradename VOTES (Valve

and high pressure safety injection (LPSI and HPSI) and Operation Test Evaluation System).
containment spray in the analysis program. BOP
components, such as the condenser vacuum system also As of mid-1991, the NRC sponsored testing of six

may be included. The lube oil analysis is intended to vendors' methods for measuring operability of MOVS.
assure proper viscosity, acid/base (pH) value, water Preliminary results indicated substantial differences in

content, and level of solid particulates. Changes in such the accuracy of measurement methods, with VOTES
properties could indicate frictional wear and undesirable tentatively appearing to give the more accurate measure-
contact with a rotating surface, or heat exchanger ments. 2_ From the MTI reports, we noted that at least

leakage, one utility was using both MOVATS and VOTES for

comparison purposes.
Thermography

Miscellaneous

Thermography is performed by using heat-sensitive
infra-red light to form a thermal profile image of the Some other methods of condition monitoring or predic-

object being inspected. Abnormal heat generation is tive maintenance which were cited in the MTI reports,

usually a sign of excessive friction or undesirable were the following:
electrical contact resistance, or overcurrent conditions.

This method can detect looseness of electrical connec- • Implementing an MOV overhaul and diagnostic
tions and the deterioration of electrical insulation and program, which includes a complete inspection

printed circuit boards. One utility identified the follow- and lubrication of the main gear case, limit
ing components as subject to thermography: switch compartment and valve stem, and proper

setting of torque and limit switches.
• Generator current transformers

• Exciter switchgear • Measuring MOV stroke times (ASME Section

• Motor control centers XI requirement).
• Station service transtbrmers

• 6.9 and 4.16 kV breakers • Taking color photographs of internals of MOV
• 480 V breakers operators to show the number of limit switch
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rotors, whether an approved torque switch was anticipate degradation in components or cotmec-
installed, and whether there was the correct tions.
number of jumper wires.

• Using a Redundant Instrument Monitoring
• Disassembling and inspecting check valves System (RIMS), a technique which compares

(Generic Letter 89-04). 56.27 redundant channels to detect incipient channel
calibration drift.

• Ultrasonically testing for leakage from BOP
valves. 3.3.2 Conclusions for Predictive Maintenance and

Condition Monitoring
• Monitoring pipe wall thickness for erosion and

corrosion (Required by Generic Letter 89-08). :8 Use of advanced condition monitoring techniques still
was in the early stages of implementation at most plants.

• Measuring differential pressure across safety- However, there was an impressive trend of increasing
related pumps, such as containment spray, usage of such techniques.
service water, component cooling water, and
auxiliary feedwater (ASME Section XI require- From the data, a very good example of one utility's
ment), initiative appeared to be the micro-electronic surveil-

lance and calibration (MESAC) system, which was
• Performing helium leak detection and eddy designed and developed at the Braidwood station to

current testing of tubes of lube oil heat exchan- dynamically test instrument systems. Not only are
gers. continuous test signals injected that simulate design basis

inputs, but because no lifted leads or jumpers are
• Trending terminal temperature differences required, the risk of unplanned reactor trips is signifi-

(TTD) vs. time for feedwater heater, moisture cantly reduced.
separator reheaters, and main condenser.

Also of great interest are the examples of condition
• Monitoring exhaust gas of the emergency diesel monitoring techniques which successfully identified

generators, degraded equipment so that it could be replaced on a
schedule rather than after an unexpected failure. At

• Measuring individual cell voltages of station least two examples were evident at River Bend: degrad-
batteries, ed rotating equipment, such as a motor bearing of a

circulating water pump, and an alignment problem with
• Overhauling 4160 V metal-clad switchgear, a speed increaser of a main feedwater pump. A dis-

including verifying undervoltage trip attach- solved gas analysis of transformer insulating oil showed
ments, cleaning and inspecting breakers (with a high level of acetylene, a sign of electrical arcing
breaker removed), cell and relay/control wiring within the transformer. This finding enabled replace-
compartments, ment of the transformer during an outage.

• Performing shock pulse analysis. Similarly, at St. Lucie, vibration analysis of the Main
Feedwater pumps produced results which alerted the

• Implementing a monitoring program which utility to implement repairs during power operation, so
assesses neutron flux to detect motion or move- that a reactor trip and the consequent challenge to safety
ment of the thermal shield (vessel internals), systems were averted.

• Monitoring for loose parts to detect objects in Other noteworthy techniques are acoustic monitoring of
the reactor coolant system by means of an check valves, monitoring of lubricating oil in both
accelerometer attached to the reactor vessel, electrical and mechanical rotating components, such as

pumps and motors, and infrared thermographic imaging
• Implementing Electronic Characterization and of electrical and mechanical components.

Diagnostics (ECAD), a technique in which
electrical loop characteristics are measured to
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For the areas noted for improvement, several examples condition. Depending on the complexity of the compo-
of utilities not performing the condition monitoring nent or the system, these requirements sometimes can be
techniques recommended by +vendors, i.e., surveillance quite involved and require multi-disciplinary support.
techniques, were evident. Violations cited by the NRC For simple replacement of parts, such as changing pump
against some plants involved failures to test similar filters, seals or covers, the PMT requirement can be just
safety-related 4 kV breakers in response to observed checking the zap across the filter, inspecting the leakage
failures of others to operate durir., surveillance testing, of seals or checking the mounting conditions of covers.
as well as a failure to test the overspeed mechanism of
the turbine-driven Auxiliary Feedwater pump for 17 PMT also is referred to as operations verification
years since installation, testing, functional testing, channel checking, or time-

delay testing, depending on the application to a particu-

Examples of potential deviations from the testing and lar component or a system. PMT may include surveil-
acceptance criteria of the ASME Boiler and Pressure lance testing, inspection, checking, or just operating the
Vessel Code, Section XI, also were noted, including equipment. In some cases, although these activities are
testing of High Pressure Safety Injection pumps at a few very well documented and comprehensive in scope,
plants. Inadequate testing of MOVs in response to NRC acceptance criteria to confirm the operational readiness
Bulletin 85-03 and Generic Letter 89-10 also was are very limited and vague. One of the most difficult
observed, aspects of PMT is establishing the acceptance criteria.

The manufacturers often do not define the thresholds

3.4 Post Maintenance Testing which signify that the degree of degradation is unaccept-
able.

Another important aspect of the Maintenance Team
Inspections was post maintenance testing (PMT). U.S. Most equipment or systems subjected to the PMT
NRC Regulatory Guide 1.33, on quality assurance, include those requiring ASME Section XI testing (i.e.,
program requirements for reactor operations, issued in pumps and valves), technical specification testing (i.e.,
1978, endorses ANSI/ANS 3.2, "Administrative Con- safety equipment, specifically I&C), and electrical
trois and Quality Assurance for the Operational Phase of testing (i.e., breakers, motors, inverters, delays).
Nuclear Power Plants", 29which requires that tests be Equipment such as feed pumps, compressors, and main
performed following plant maintenance to confirm that turbine cooling water pumps are not formally subjected
the maintenance produces expected results and does not to PMT requirements because of their non-safety,
reduce the safety of operations. ANS-3.2 was updated balance of plant status. Most plants, for safety-related
in 1982._ The ASME Boiler & Pressure Vessel Code, equipment, use surveillance test methods, including
Section XI, Subsections IWP and IWV, _+which pertain ISI/IST requirements as part of the PMT requirement.
to pumps and valves, specifically address the require- Some plants have made improvements on the basis of
ments for testing following any maintenance that would operational readiness tests or functional test results. In
affect component performance, some plants, the PMT requirements were found to be

poorly defined, too brief, or the test procedures were
In the NRC Maintenance Inspection Guide, Volumes 1 confusing. In certain cases no PMT was being per-
and 2,3_'32which provided guidance for the MTIs, the formed nor was an adequate explanation given as to why
inspectors were asked to determine whether PMT PMT was not performed.
criteria have been established, documented, and imple-
mented. The inspectors also were asked to identify PMT methods dentified in the MTI reports include:
criteria which define operational readiness, specify when
PMT is required, and define acceptance. • protective trip testing of molded case circuit

breakers,

3.4.1 Qualitative Insights • colored photography of equipment,
• analysis or test of the maintenance performed,

Post maintenance testing, as the name implies, is an • equipment running or cycling,
activity or several activities that assure the operational • Electrical Characterization Analysis & Diagno-
readiness of a component or a system after maintenance sis (ECAD),
(PM or CM) was performed to monitor age-related • analysis versus NPRDS information,
degradation or to restore it to its normal operating
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• Redundant Instrument Monitoring System requirements, particularly for I&C components. For
(RIMS) for calibration, such components, the NRC usually considered this

• MOVATS/VOTES on MOVs, and testing to be acceptable, but for relatively complex
• reading proper instrumentationafter starting the mechanical and electrical components, such as pumps

equipment, andcircuit breakers, the NRC often concluded that such
testing is generally an operational test, rather than a

Human-relatedproblems have been discovered during specific test which focused on the actual maintenance
PMT and acuons must be taken to restore condition of work performed. As a specific example, the PMT
the equipment. Sometimes the PMT activity itself program at Surry was noted as being very limited for
caused a need for corrective maintenance. In general, equipment other than that covered by the ASME Code,
the plant system engineers are not involved in assessing Section XI, such as electrical components. The NRC
the PMT requirements to the degree that they should be noted, however, that most I&C and electrical procedures
involved, have sufficient testing and calibration requirementsthat

are equivalent to PMT.
Because the objective of PMT is to assure the proper
condition of equipment or system after maintenance, it Another common problem cited in the MTI reports was
does not directly affect aging assessment. It is assumed a lack of specific PMT requirements. The requirements
that aging degradationhas been mitigated by the mainte- were often vague and very general, with statements such
nance itself. However, if the PMT does not identify as "test run and check for seal leakage" and "run a
ineffective maintenance, then aging can occur. In fact, sufficient amount of time to determine if it performs its
improper maintenancecan accelerate aging. Therefore, intended function" cited for pumps and compressors.
proper PMT requirements are necessary to properly Documentation of PMT results also was frequently
manageaging, considered poor.

Based on the MTI reports reviewed, an effective PMT At least two examples of PMT-related violations were
program can be developed if the following factors are noted in the reports. At Fermi, operations personnel
taken into account: accepted an RHR check valve without a stroke test

following maintenance. The valve did not stroke, was
• the involvement of system engineers incorrectly reassembled, and inadequate instructions
• the scope of the completed maintenance were provided. At Palisades, required flow and differ-
• applicable standards and codes ential pressure readings were not taken before perform-
• plant technical specifications ing maintenance on a Component Cooling Water heat
• vendor recommendations exchanger.
• acceptance criteria
• comprehensive checklist for mechanical and While examples of well-documented and implemented

electrical conditions PMT programs were cited in the reports, we concluded
• awell-doeumented maintenanceprocedure (step- that PMT was an area that required improvement at

by-step) many plants.
• satisfactory documentation

3.5 Failure Trending Analysis
Some plants have benefitted from a good PMT program.
The effectiveness of the maintenance activity is mea- One of the methods for managing the aging of critical
sured by the success of the PMT. Examples of some components and systems is to monitor their performance
utilities' experience with PMT requirements are summa- by evaluating the statistical pattern of performance
rized below. Specific examples from the MTI reports indicators or component failures over a period of time.
are provided in Appendix D, Section D.4. These performance indicators can be derived from

records of certain plant activities, such as deficiency
3.4.2 Condusions on Post Maintenance Testing reports, maintenance and test evaluation reports, total

job management records, maintenance work requests,
At some plants, the NRC noted that the utilities relied and component/system functional parameters. If suffi-
upon the surveillance tests and calibration intervals cient statistical data are available, then surveillance,
required by Technical Specifications to satisfy PMT preventive maintenance, or replacement can be sched-
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Figure 3.1. Trending program for managing aging

uled more effectively on the basis of performance or mined whether the utility established and implemented
functional indicators and failure trends, maintenance performance indicators. Similarly, in the

important area of technical support, the reports give an

To effectively manage aging, one must be aware of the evaluation of Quality Control and the utility's program
changes in components or systems which could indicate for trending quality deficiencies to establish that pro-
impending failure. In addition, it is imperative that grammatic deficiencies have not developed. In Section

maintenanee recordsbecomplete, equipment degradation 5.3, the inspection of work orders is the means to
and failures be conscientiously evaluated, and proce- determine if historical records are used to establish
dures be followed to ensure that a coordinated program trending foc maintenance purposes, and if the trending

is implemented. As illustrated in Figure 3.1, detecting process identifies the component, system, cause of
the effects of aging (increased failures with time) using defect, and corrective action.

a trending program requires that an integrated approach
be used, which involves the mechanics and electricians In Section 6.4 of the MTI Guidance, the inspector is

who fill out the maintenance work orders, the technical asked to "determine, by sampling the method of work

support groups who evaluate the failures, and plant generation, inspecting selected repeat failures, and
management, which authorizes changes in the mainte- reviewing present and past equipment records," whether

nance program or approve design changes. The MTI the following exist:
reports provide insights into these various areas which
are summarized in this section. Specific examples from a. Has the maintenance organization established a

the MTI reports are provided in Appendir_ D, Section maintenance trending program?
D.5.

b. Are written procedures for the maintenance

The MTIs acknowledged the importance of trending in trending program in effect and documented on

a nuclear power plant's mz,intenance program as shown the system, component, and part level?
by the many inspection areas which addressed trending.
In addition to Section 6.4 of the Maintenance Inspection c. Does the maintenance trending program address

Tree (Figure 2.1), which is entirely devoted to trending, systematic fixes versus specific fixes, root cause
other inspection areas also assessed the plant's trending analysis, performance indicators, and rework

programs. For example, in Section 3.5, "Conduct evaluation?
Performance Measurement," the NRC inspectors deter-
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The answers to these questions in the MTI reportswere contained negative findings. For the most part, the
evaluated to determine if the trending in the present inadequacyof the records affected the ability of the plant
maintenance programs is adequate to manage aging, personnel to detect existing trends. There are seven

instances where as-found conditions were not recorded;

3.5.1 Qualitative Insights three where the description or cause of failure was not
identified; and several where the NRC inspectors made

The MTI reports describe trending in programmatic a general statement about the inadequacy of the records
terms and for specific equipment and systems. Assess- and its detrimental impact on the ability to trend. The
ments of the adequacy of implementing the program at following are specific noteworthy findings:
the various levels of the utility's hierarchy, including
corporate and plant management, QA, the maintenance 1. At Ginna, of 100 work orders reviewed, only 8
department, and the support organizations which per- contained as-found conditions that could be
form functions related to maintenance work controls and useful for trending.
documentation are given.

2. At H.B. Robinson, the maintenance work
Several similar findings pervade the MTI reports, which packages contained insufficient information to
indicate that many plants are effectively using trending trend degradation or failures.
techniques to improve maintenance effectiveness. The
reports showed that nine plants used industry datawell; 3. At ANO, because of the lack of descriptions of
eight plants had advanced computerized programs with component failure, trending of the maintenance
enhanced trending capabilities; and five plants had data could not identify common mode failures
maintenance programs which identified the importance due to aging, improper maintenance, or material
of trending. Other positive findings were in the areasof defects.
technical support (QA and System Engineers), proce-
dures, communications, and recordkeeping. There were only three positive findings on the adequacy

of documentation of completed maintenance work
However, we identified several common areas for packages: at Braidwood, which simply stated that
improvement, which shows that maintenance trending corrective maintenance was documented to identify
programs are not adequate for detecting and mitigating trends; at Indian Point 2, which stated that documenta-
aging. The NRC findings emphasized inadequacies in tion of I&C maintenance was very complete; and at
the maintenance records. To a lesser extent, technical Perry, where the summaries of work performed were
support, procedures, and general inadequacies in the detailed so that the root cause could be determined.
program were also discussed. In the following sections,
we discuss the positive findings and areas noted for In general, newer plants, i.e. plants which went on-line
improvement in the trending programs that we deemed in the 1980's, have an easier task to implement a
to be most significant for managing the effects of aging, trending program because they have the benefit of

recognizing the value of failure trending and collecting
3.5.1.1 Maintenance Records data in a trendable form early in plant life. Many of the

older plants, i.e. plants which went on-line in the 1960's
When performing maintenance, it is essential that and 1970's, simply are forced to ignore their mainte-
information relevant to the status and condition of the nance records before the mid-1980s because of their lack
equipment be recorded, evaluated, and preserved, of detail and usefulness for failure trending. Records
including: before that time were usually maintainedmanually; thus,

retrieving records of component history for trending is
• as-found and as-left conditions, cumbersome.
• specifications for replacement parts,
• key measurements, readings, and tests, and To properly manage aging, equipment and system
• cause, mechanism, and description of failure, performance must be evaluated over several years.

Without adequate records, this task is impossible. The
It was common to find criticism of the maintenance MTI reports show that significant improvement is
records, particularly of corrective maintenance work required to satisfactorily address plant aging.
orders. In fact, of the 44 MTI reports reviewed, 16
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3.5.1.2 Comparison of Plant Performance to Indus- component identification number. The NRC noted that
try Data the method does not account for recurring failures to

certain models or types of equipment. These common
One method of determining the adequacy of a mainte- mode failures could be overlooked if only the equipment
nance program is to compare the performance (failure identification number is used.
rates) of an individual plant's equipment and systems
with industry-wide averages. As part of the Mainte- 3.5.1_3 Technical Support
nance Inspection, the NRC determined whether industry-
wide data were used by the utilities to alert them to At several plants, the task of reviewing data and failure
potential problems. This is an importantareaof manag- events is assigned to a technical support group outside of
ing aging because a larger database, including input the Maintenance Section. The MTI reports describe
from older plants, depicts more completely whether or several variations on how this review is accomplished,
not aging is an important failure mechanism for the including the use of system engineers, an independent
particular equipment, safety evaluation group (ISEG), or the quality assurance

(QA) organization. In all cases, the NRC inspection
Of the 11 MTI reports which evaluated this area, 9 had team evaluated the ability of these support organizations
positive comments. In the 2 following cases, the to perform trending, root cause analysis, and other
inspection team was not satisfied with the utility's use of functions relevant to managing aging.
industry data:

Positive statements were made in 12 of the MTI reports,
1. At DuaneArnold, the system's performance for whereas 6 described weaknesses in this area. From the

negative trends was notevaluated as required by aging perspective, a positive attribute is that the system
the station's procedures. NPRDS and LERs engineer is aware of the failure reports generated on that
were not reviewed _,,y the system engineers, system, and can accurately assess these events over
The plant's response to an upgrade for safety- time. At four plants, the QA section performed trending
related circuit breakers was not timely, consid- of failures on various components, largely from a
ering the general trend of high failure rates on statistical point of view, that is, a detailed engineering
that equipment, review of the failures was not necessarily achieved or

expected. Similarly, the MTI reports identified three
2. At Maine Yankee, the trending and evaluation plants with effective trending programs conducted by an

system was functioning, but it did not use ISEG.
NPRDS.

The NRC inspection team noted the following:
Of the positive findings NRC inspectors noted that INPO
performance indicators (PIs) were used as well as the 1. At Duane Arnold, the evaluation of system
component failureanalysis report (CFAR)available from performance for negative trends was not con-
NPRDS. A quarterly review cycle was typical. A ducted by the system engineer, as required by
CFAR can be a useful tool for detecting aging trends, station procedures.
The standard CFAR contains comparisons of the plant
specific failure rates to industry-wide averages, and 2. At LaSalle, the system engineers were not
identifies those components with significantly higher involved with routine maintenance, and there-
failure rates ( > 1.645 standarddeviations above industry fore, may not detect subtle trends.
average); this information provides an alert level which
triggers furtherengineering analysis. Technical support groups need to be involved with the

maintenance organization to monitor trends, to evaluate
One topic of discussion in several of the MTI reports the potential for common cause failures, and to assist in
related to data trend evaluation was the threshold formulating long-term corrective action.
established by the utilities for taking action. The
general conclusion by NRC at several plants including
Zion, Dresden, and H.B. Robinson, was that it was
inadequate for a trend program to use a failure rate of
two or three events per year, as tracked by the unique
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3.5.1.4 Programs/Procedures 3.5.2 Comparison to NRC Findings

There were positive findings in the MTI reports about It is very useful to compare these findings to the NRC's
computer-based programs that enhanced trending findings, presented by Gody et al.5 on failure trending.
capabilities. Several specific programs were discussed: Of the 31 sites evaluated by the NRC through Fiscal

Year 1989, nearly 25% were rated as poor in mainte-
CHAMPS - Computerized History and Maintenance nance trending, and 29% were rated as poor in the area
Planning System, which is used to trend equipment of technical and engineering support. The NRC noted
failures at four plants. Monthly reports are issued the following:
identifying the components with recurring problems.

• Repetitive failures of equipmentwere not identi-
SIMS - Station InformationManagement System, which fled as a basis for changes in the scope of the
provides very detailed information needed for trending, preventive maintenance program.

PADS - Problem Analysis Data System, which is used • Reports typically indicated gross overall trends
at Zion to flag components with repeat failures or and did not identify repetitive failures over a
rework, long period, subtle trends, or component failure

trends.

DORIS - Daily On-LineRetrieval System, which is used
at Indian Point 2 to trend maintenance. In addition, • Documented information on completed work
other trending programs which the NRC inspectors packages was not adequate to assist in root
found to be positive aspects of the Maintenance Program cause analysis or in analyses of future trends.
included:

• Some programs were fragmented so that a
1. At Braidwood, a newer PWR, an "innovative single reviewer did not see all the information.

trending program", which tracks audit and
surveillance findings, weighs their significance, 3.5,3 Conclusions for Failure Trending
and expresses them as an equation to determine
weak areas. To successfully manage aging, detecting equipment

degradation or increasing failure rates is essential. One
2. At Vermont Yankee, an older BWR, the NRC tool available for detection is trend analysis. The

inspectorsdiscussed "a well-conceived" trending evaluation of the MTI reports revealed that most plants
program, which identifies the need for increased are deficient in failure trending. In general, newer
maintenance, common mode failure analysis, plants have an easier task to implement a trending
and changes in equipment failure rates, program, because they have the benefit of starting to

collect data in a trendable form early in plant life.
The procedures, which need to be in place within the While it is difficult to assess the safety significance of
maintenance program, were only discussed briefly in some areas noted for improvement, it is clear that at
terms of trending. To manage aging, proceduresare an many plants, a lack of commitment to monitor long-term
important means to ensure that a consistent approach is degradation and failure histories of key components,
taken to aging-related problems which will occur systems, and structures makes it unlikely that the
throughout the life of the plant. The MTI reports maintenance program will be effective in detecting and
identified three plants with procedures for trending, and mitigating the effects of aging.
six without adequate procedures.

3.6 Root Cause Analysis
3.5.1.5 Specific Equipment/System Trends

Root cause analysis (RCA) is an importantprogrammatic
Table 3.4 summarizes the specific equipment and technique to prevent or minimize repetitive component
systems which utilities were monitoring for trends failures, and consequently, reduce maintenancebacldogs
indicative of degradation. These are examples only and and outage time. RCA also is important for identifying
do not imply that this is the only trending performed, and correcting age-related degradation.
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Table 3.4 Examples of Positive F'mdings Concerning Failure Trending

A. Component/System Number of Plants (Names)

Heat Exchangers 2 (Indian Point 3, McGuire)
Circuit Breakers 1 (Waterford)
Instrumentation& Controls 5 (Duane Arnold, Limerick, Dresden, Hope

Creek,Perry)
Emergency Diesel Generators 3 (Hope Creek, GrandGulf, McGuire)
Piping 1 (Yankee Rowe)
Electrical Equipment 2 (Grand Gulf, Yankee Rowe)
Valves 5 (Indian Point 2, Clinton, Fitzpatrick,

Fermi, South Texas)

B. Parameters Trended

Oil Analysis 4 (Riverbend, LaSaUe, Fitzpatrick,Dresden)
Vibration 4 (St. Lucie, LaSalle, Fitzpatrick, Dresden)
IST Data 3 (Indian Point 2, Prairie Island, Cooper)

, ' " ", , ''" "' i ,,i ,

According to the EPRI definitions, _lthe failure cause is Failure analysis is conducted after a failure has oc-
the circumstance during design, manufacture, installa- curred, to understand the mode, the mechanism, all
tion, use, or maintenance which has led to failure. The contributing failure causes, and the likely root cause.
circumstance can be a physical process, event or condi-
tion. Examples of failure causes are an improperly 3.6.1 Techniques of Root Cause Analysis
configured moving part (design or manufacture), a
material defect (manufacture), aging or service wear, or There are several methods by which RCA is implement-
operation outside the design envelope (use). There can ed, among which are the Management Oversight and
be more than one failure cause. Risk-Tree Analysis (MORT)33, causal factors analysis,

change analysis, barrieranalysis, fault-treeanalysis, and
The root cause is the fundamental failure cause for an the human performance evaluation system. Some of the
observed condition which, when corrected, prevents its methods, as given by Ferry,_ are:
recurrence. The observed condition can be a degraded
state, a malfunction, or a breakdown. There are four 3.6.1.1 Management Oversight and Risk-Tree
general types of causal factors or events: (MORT) Analysis

1. Hardware (failures of systems, structures, or Within the MORT system, mishap means an unwanted
components due to inherent causes), transfer of energy that produces injury to persons,

damage to property, degradationof an ongoing process,
2. Human (errors in design, fabrication, installa- and other losses. A mishap occurs because of inade-

tion, operation, testing, and maintenance), quate energy barriers and/or controls. The event
follows sequences of planning errors that produce

3. Environmental (internal plant stressors applied failures to adjust to changes in human or environmental
to the component), fairs. The general forms of damaging energy are

kinetic, thermal, electric, chemical, acoustic, biological,
4. External (events external to the plant that result and radiation.

in greater than normal environmental stress).
The MORT diagramis a logic tree with a mishap as the

Often, the root cause is a combination or two or more first and top event and three main headings or branches.
causal factors that synergistically produce a condition. The MORT diagram symbols are similar to those used
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in fault tree analysis, but not identical. The three * Technological changes.
branches are the following: • Personal changes.

• Sociological changes.
• S Factors - specific oversights and omissions • Organizational changes.

associated with the mishap. • Operational changes.

• R Factors - assumed risks which are known but 3.6.1.4 Fault Tree Analysis
uncontrolled, e.g. an earthquake.

The fault-treeanalysis is the technique used most widely
• M Factors - general characteristics of the man- for system safety. An undesired event (a failure) is

agement system that contribute to the mishap, selected and all the possible occurrences that can con-
tribute to the event are diagrammed as a tree. Begin-

3.6.1,2 Causal Factors Analysis ning with an undesired event (mishap or failure), called
the top event, the fault tree analysis reasons back_vard,

The charting sequence of the events and causal factors tracking events that could have led to the unwanted
is an integral tool in the MORT analysis and graphically occurrence. A schematic of the system is used to trace
depicts the entire mishap by showing the relationship of the contributory events.
individual events in sequence and the related causal
factors and conditions impinging on these events. Barrieranalysis is a method which is particularlyuseful

in investigating events related to repetitive breakdowns
3.6.1.3 Change Analysis of established programs.33

Change is both directional and exponential. Directional 3.6.2 Qualitative Insights
meansthat change continues in the same direction unless
there is another change. Exponential means that chang- With respect to the techniques applied at nuclear power
es interact to compound the effects on mishaps. For plants, root cause analysis, sometimes identified as root
example, drivers who increase normal driving speed to cause evaluation (RCE) or component failure evaluation
70 miles per hour in a 55 mile per hour zone will (CFE), is an in-depth analysis of a system or component
probably maintain that speed as long as they can get failure event occurring in a plant. Sometimes, the CFE
away with it (directional). Furthermore, other drivers is a limited evaluation of RCE and as a result, while
will increase their speed to 70 miles per hour because systems or components important to safety are subjected
they see the other drivers getting away with it (exponen- to detailed root cause analysis, other BOP or nonsafety-
tial), systems are assessed by the CFE. In other cases

equipment qualification (EQ) documents are the only
The basic change analysis process was developed by vehicle for performing this evaluation.
Kepner and Tregoe and involves six steps:

Two specific approaches are described in the MTI
a) Look at the mishap situation, reports; namely, system level and component/equipment
b) Consider a similar, but mishap-free situation, level root cause analysis. Root cause analysis on a
c) Compare the two situations, system level uses the term reliability centered mainte-
d) Describe all the differences between the situa- nance (RCM), in which a detailed failure mode and

tions, effect analysis (FMEA) is performed on each system to
e) Analyze the differences for effect on producing understand and characterize the aging within a system.

the mishap. Safety-related systems and power generation systems
f) Integrate the differences into mishap causal have been focussed on by the industry at this time.

factors.

The second approach is at the component or equipment
Changes can be categorized into eight areas: level, where the equipment failure is scrutinized for the

root cause which led to its failure. This can be a life-
• Planned versus unplanned changes, limiting component or device, an aging mechanism
• Actual versus potential or possible changes, affecting several subcomponents, or an administrative
• Changes with time. procedure contributing to the occurrence, or a
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design/material selection of the equipment itself. The NRC cited several examples of excellently per-
Techniques typically used by the utilities to gather data formed and documented cases of root cause analysis; for

for root cause analysis include inspecting, testing and example, at St. Lucie, the modification to battery
monitoring equipment. Inspections are not highly chargers in which the current limiting resistor was

structured nor formally written as procedures, while modified, with the vendor's approval, to install two
testing and monitoring techniques are limited to vibra- adjustable 500 ohm resistors in series, thereby making
tion analysis, chemical analysis ofoil samples, thermog- it easier to adjust output current and voltage.

raphy, surveillance of MOVs using MOVATS or
VOTES, and analysis of infrared temperature profiles. The NRC also noted the thorough and exhaustive failure

analysis performed at Perry after the failure of some

Seal leakage, stress corrosion cracking by chlorides, MSIVs to close or remain closed; this analysis included
shaft wear, and oversizing or undersizing of the equip- a laboratory analysis of parts from the air packs.
ment are some examples of the root causes of mechani-

cal equipment failures. Electrical equipment often At other plants, such as Prairie Island, the System

displayed problems attributed to jamming of mechanical Engineer concept was well established, and system
parts, contact problems, and cracking of battery cells engineers were involved in the root-cause analysis.
leading to leakage of battery fluid. Similarly, I&C

components exhibit set point drift, contact burn-out, and However, there were several instances where utilities
the endoflifeofcertain life-limitingdevices. Table3.5 failed to perform a timely root-cause analysis, and

shows some examples of systems and components that therefore, failed to take corrective actions. Violations
the utilities have subjected to RCA. were cited for failing to perform RCA promptly, at Palo

Verde and Duane Arnold, for leakage and failures in the

Elements that are required to develop a good RCA thermal overloads of the cooling pump motor, and
program, as shown in the MT1 reports, are the follow- associated contacts in the emergency diesel generator

ing: jacket cooling water system. Root-cause analysis often
was not required for balance of plant (BOP) eompo-

• management support with resource allocation, nents.

• dedicated staff, including system engineers,
• trained personnel (including formal training Numerous examples of poor documentation of "As

programs), Found" conditions were noted, such as at Hope Creek,

• procedures delineating a structured approach, where none of 15 work orders reviewed by the NRC
and had a "cause of failure" or "cause code." This was cited

• data management for proper retrieval capability, as a violation by the NRC. Other documentation

problems cited were excessive use of the term "other,"
A good RCA program will provide several advantages "plant aging," "normal wear," design inadequate," and

to the utilities for managing aging, including component "personnel error," as a cause of failure.
or system reliability, recommendations to prevent
recurrence of the same event, identifying common mode Other problems in root-cause analysis were exemplified

failures, predicting the weak links and their service life, by analyses which were of insufficient depth, or were
historical information on aging issues, eliminating the characterized by the NRC as poor, or where the thresh-

backlog of maintenance activities, and better administra- old for performing RCA was too high or ill defined.

rive control of the aging problems in the plant. It Procedures on explaining how to perform a root-cause
should, however, be noted that the effort to achieve analysis were sometimes inadequately detailed. System

these benefits requires a commitment by the plant engineers were sometimes inadequately trained and not
management, adequate resources, and dedicated time. involved in activities such as trending and root-cause

analysis.

3.6.3 Conclusions on Root Cause Analysis
In summary, while the NRC cited several examples of

A summary of the examples relating to RCA cited in the thorough and detailed analyses and proper recording of
MTI reports is as follows. Appendix D, Section D.6 failure cues, as with post-maintenance testing and failure

gives some specific examples: trending, we concluded that root-cause analysis was
another area that required improvement.
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Table 3.5 Some Examples of Components/Systems Considered for
RCA Identitied in the MTI Reports

.....

Systems

Service Water

Reactor Water Cleanup

Uninterruptible Power Supply

Components

Mechanical Electrical I &C
i ii

Pumps Circuit Breakers, Switches-
Diesel Generators /microswitches

Valves Relays Analog Circuits

Snubbers Batteries Transmitters

Heat Exchangers Transformers

3.6.4 Comparison to NRC Findings • System engineers have limited time to monitor
the system for which they are responsible.

While the attributes and deficiencies described in the

previous section are not all inclusive, it is useful to • Reports typically did not identify repetitive

compare the deficiencies to the NRC's findings cited by failures over a long period, subtle trends, or
Gody et al. 5 Specifically, for the plants which were component failure trends. (This could result in

cited as having poor technical and engineering support oversight of problems requiring root cause
of maintenance and also poor maintenance trending, the analysis).

following reasons related to root-cause analysis were
noted: • Documented information on completed work

packages was not adequate to assist in root

• Repetitive failures of equipment were not identi- cause analysis.
fled as a basis for changes in the scope of the

preventive maintenance program. Our findings generally substantiate the NRC's findings.

• Inadequate root cause analyses were performed 3.7 Use of Probabilistic Risk Assessment
when equipment failed.

In Figure 2.1, the Maintenance Inspection Tree, under

• For some preventive maintenance problems, it Part III, Maintenance Implementation, Section 5.0

took more than two years to reach an engineer- involves Work Control. Specifically, sub-section 5.5,
ing resolution. (Presumably failures could have "Perform Work Prioritization," directs the NRC inspec-
continued to occur during this time without the tor to consider whether maintenance prioritization is

root cause being addressed or identified), based on PRA. Also, sub-section 5.7, "Establish
Backlog Controls," lists whether backlog control is

• There is inadequate communication about based on prioritization as an inspection item.

failure analysis between technical support
groups and maintenance groups. Generally, only a few utilities were using PRA. Of

those which were using PRA, even fewer were using it

specifically for maintenance decisions. Some utilities
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were in the process of implementing Reliability Centered

Maintenance (RCM) programs for a limited number of
the most important systems.

The most common use of PRA was for higher level

decision-making, such as scheduling system outages,

justifying limiting conditions of operation (LCOs),
determining the importance of implementing modifica-
tions, and prioritizing their order of implementation. As

expected, for the management of aging, none of the
MTI reports mentioned modeling a plant PRA using
time-dependent failure rates for the basic system compo-

nents. Including time dependent failure modeling is the
only way in which PRA can be used to manage aging.

Current programs under NRC sponsorship to develop
such modeling are still in the developmental stages.
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4.0 INSIGHTS FOR SYSTEMS AND COMPO- • Instrument Air, including compressors, and
NENTS Emergency Diesel Generator Air Start System,

for both BWRs and PWRs.
In the preceding section, the information extractedfrom
the MTI reportswas presented fromthe point of view of Components:
the broad programmatic functions, such as preventive
maintenance, predictive maintenance, and failure tren- • Emergency Diesel Generators (EDGs).
ding analysis. While such a viewpoint is most useful in • Electrical Components: Switchgear, breakers,
assessing the degree to which these functions had been relays, and motor control centers (MCCs)
addressedby the utilities at the time of the inspections, • Motor operated valves, either general or invoiv-
additional insights can be gained by sorting the informa- ing the systems listed above.
tion across these programmatic boundaries and concen- • Check Valves.
trating on the information available for several important
systems and components. As discussed in the previous section concerning pro-

grammatic insights for managing aging, the utilities do
The following systems and components were selected for recognize that their structures, systems, and components
review for several reasons: are susceptible to aging. All the elements to mitigate

aging exist within preventive maintenance programs.
(1) They are significant contributors to the domi- However, many programs were developed in reaction to

nant accident scenarios of PRAs. the issues as they arose, rather than in a proactive
manner. In addition, all the elements for a good PM

(2) They are the subject of several NRC bulletins, program were not always fully developed and imple-
generic letters and information notices, mented at each plant site. Predictive maintenance,

condition monitoring, trending, root cause analysis and
(3) They were often selected for concentration of use of PRA, and reliability methods were in the early

inspection resources during the MTIs and so stages of implementation, whereas post-maintenance
they appearedfrequently as subjects of the MTI testing and preventive maintenance and testing were
reports, more advanced.

(4) They are the subj,':t of previous system and Sorting the information from the MTI reports by systems
component studies under the NPAR program so and components provides a very useful alternative
that the results of the current effort could be perspective. This sort yields a qualitative understanding
compared to the previous results, of aging problems pertaining to specific systems or

components. Preventive maintenance activities to
Systems: mitigate these aging concerns are also discussed.

Because of the nature of these MTI reports described in
* Auxiliary Feedwater for PWRs Section 2.2, no attempt was made to provide any
• Main Feedwater for both PWRs and BWRs. quantitative assessments. However, the findings from
• High Pressure Injection: the NPAR studies on these systems and components are

compared to the current industry practices in managing
• High Pressure Coolant Injection (HPCI) and aging as described in NUREG/CR-5643, "Insights

High Pressure Core Spray (I-IPCS) for BWRs. Gained from Aging Research. 35 Examples of strengths
and weaknesses in specific plant maintenance programs

• High Pressure Safety Injection (HPSI), Safety for systems and components are given in Appendix E.
Injection (SI), and/or Charging System for
PWRs. 4.1 Systems

• Service Water, and safety-relatedportions, such The five systems selected for analysis were chosen
as Essential Service Water. because of their generally recognized importance, as

evident from their appearance in the event trees of the
most important accident scenarios of PRAs. The
systems also are identified in several NRC bulletins,
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generic letters, and information notices. The analysis three-fourths of the pump driver problems occurred with
for each system follows, turbine drives.

4.1.1 Auxiliary Feedwater (AFW) The turbines, as a piece of mechanical hardware, have
proven to be extremely rugged, but the control systems

The AFW System in a PWR provides a safety-related have frequently been unable to cope with the conditions
mechanism for removing stored and decay heat from the demanded (rapid starts from cold conditions). Over half
reactor coolant system by transferring heat through the of the turbine drive problems were attributed to I&C or
steam generators when the Main Feedwater System governor control system failures. Many of these failures
cannot be used to achieve shutdown. The AFW system occurred because of problems with turbine speed
is routinely used at many plants in support of normal control.
startup and shutdown, as well as in response to emer-
gency reactor shutdown. Less than half of all AFW system failures reported to

the NPRDS database were detected as the result of
4.1.1.1 Aging Insights programmaticmonitoring practices. Almost one-fifth of

the system degradation associated with failed compo-
The AFW system is operated in support of normal nents was detected during demand starts. Almost one-
startup and shutdown sequences, in response to plant third of the degradation associated with turbine I&C and
transients (its safety related function), and for testing, governor control failures were detected during demand
During normal operation, it is in standby. The compo- start conditions.
nents of the AFW system are exposed to a variety of
internal environmental conditions, ranging from high 4.1.1.2 Managing Aging
temperature steam to low temperature raw water.

Because AFW systems are one of the most important
Thus, the system is subject to a broad range of aging safety-related systems, utilities have concentrated upon
mechanisms in standby, including erosion, corrosion, providing good maintenanceand surveillance programs
and thermal fatigue. Aging during system operation for these systems to ensure their operational readiness.
occurs from operating the system at relatively low-flow However, there are certain areas where the programs
conditions, which results in accelerated wear of pumps can be improved to mitigate aging problems that are not
from hydraulically unstable conditions, and accelerated prevalent in the first few years of plant operation, but
wear of check valves from the flutter that accompanies which can become prevalent as the plant becomes older.
low-flow operation.

MTi Report Findings
MTI Reports

Preventive Maintenance - No PM programs to specifical-
Only a few relatively minor aging-related problems in ly manage aging were identified. However, some plants
the AFW Systems were noted in the 44 MTI reports, do have some elements of an effective PM program.
Some aging problems include pump seal leakage, valve Typical PM activities include adjusting pump packing,
packing leakage, and set point drift of I&C devices. In checking the operability of pumps and other ASME
one case, vibration-induced failure of the IA system line ISI/IST requiremeats for puraps and valves.
caused the FW regulating valve to fail to perform its
design function. Because many AFW pumps are turbine Predictive Maintenance/Cc>ndition Monitoring - Typical
driven, several cases were reported on the turbine methods used include vibration analysis, oil sampling,
driver, specifically the control system and the governor, thermography, checking pump differential pressure, and

snubbertesting. Although the manufacturer's recommen-
NPAR Study dations specified a weekly test of the overspeed trip

function of the AFW pump turbine, some plants did not
Failure data from NPRDS were reviewed to determine have a program to routinely test this function. Similar-
which components were significant contributors to ly, weekly lubrication and cleaning of the moving parts
historical AFW system problems. Pump drivers were of throttle/trip valves have sometimes been omitted.
the principal source of system degradation. Almost

NUREG/CR-5812 4-2



Post Maintenance Testing - Routine PMT activities are • Check valve testing. In addition to the require-
valve stroking, VOTES or MOVATS diagnostic testing, ments for check valves associated with the IST
and current signatures of MOVs and limit and torque program, advanced, non-intrusive diagnostic
switches, techniques should be used. The pumpdischarge

line should be periodically monitored by opera-
Trending -The trending of test parametersfor predicting tors (i.e., once per shift) or continuously moni-
the AFW system reliability was limited. Oneplant used tored with instrumentation (thermocouples with
the Computerized History and Maintenance Planning remote alarm or readout) to ensure that main
System (CHAMPS) for pump vibration data. feedwater is not backleaking.

Root Cause Analysis - No RCA is performed on compo- • Turbine testing. In addition to performance
nents failed during their normal operation. Superficial testing of turbines done in conjunction with
comments, such as normal wear, were cited to identify pump testing, the turbine governor and speed
the failure mechanism. In one case, a failure modes and control system should be calibrated periodicaUy
effects analysis (FMEA) performed for a turbine overs- (i.e., every refueling). Proper functioning of
peed event was limited to studying the overpressuriza- overspeed trip devices should be verified men-
tion of the turbine governor alone, thly or quarterly.

PRA/Reliability - No use of reliability methods for • Pipe examination. Portions of the AFW system
assessing the system was noted, piping is exposed to stagnant raw water at many

plants (i.e., piping from the backup water
NPAR Study supply). This line is seldom or never used, and

may be subject to considerable corrosion or
The demonstration of the operational readiness of the other degradation (for example, microbiolog-
AFW system depends upon a variety of testing and ically induced corrosion or Asiatic clam infesta-
routine observations, including the following: tion). Programmaticcontrols should be in place

to either examine the pipe periodically or to
• Pump testing. The typical in-service test (IST) prevent degradation.

of an AFW pump is performed at low-flow
conditions (through the minimum flowline). 4.1.1.3 Conclusions for the Auxiliary Feedwater
This testing provides only limited useful infer- System
marion on hydraulic performance, and is dam-
aging to the pump. Periodic (i.e., at each cold The summary and conclusions arising from the specific
shutdown) full flow testing shouldbe performed examples given in Appendix E, Section 1.1 are as
to verify hydraulic performance of the pump, as follows:
well as the full load performance of the pump
driver (motor, turbine, or diesel). The hydrau- Although AFWS are one of the most important systems
lic performance (head and flow) of the pump, in a PWR, there were several significant deficiencies
motor power, and machine vibration should be concerning that system. For example, at Rancho Seco,
monitored and trended, the overpressurization of both trains of AFWS beyond

the design stress values, resulting from the failure of the
• Power operated valve testing. To the extent governor of the AFWS steam turbine-drivenpump and

that IST of the power operated valves of the its mechanical overspeed trip during a post maintenance
AFW system does not demonstrate design basis test, was taken very seriously by the NRC, with a good
operability of a valve, the testing should be portion of the MTI report devoted to that incident.
supplemented by periodic testing under condi-
tions that as closely as practical represent At other plants, such as Surry and Zion, the mechanical
design basis conditions (i.e., differential pres- overspeed device of the turbine-driven pump was either
sure, flow, etc.). Advanced diagnostic tech- never tested or 17 years had elapsed since the last test.
niques, such as motor currentsignature analysis These instances were cited as violations by the NRC.
should be used.
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Similarly, the NRC was concerned over poor mainte- correction instrumentation, cascade switches, and
nance practices such as at D.C. Cook where the vendor controllers were identified as age-sensitive components.
recommendation to adjust the AFWS pump packing
leakage while the pump is operatingwas not incorporat- NPAR Study
ed into the maintenance procedure. This was cited as a
violation because, althoughno problemshad been noted, No aging study of the Feedwater System has been
rotor seizure, scored shaft sleeves, or burned packing performed. However, a preliminarystudy on balance of
could have resulted, plant (BOP) systems indicates that the number of plant

scrams, power reductions, and shutdowns initiated by
Failures of AFWS MOVs to be repositioned after a the failure of this system can increase as the plants
manual reactor trip at St. Lucie Unit 2, as well as a become older.3_
consistent history of external leakage of AFWS dis-
charge check valves from loose disc stops and missing 4.1.2.2 Managing Aging
stop welds at Fort Calhoun, appeared to be aging-
related. MT! Reports

The most prominent positive features notedpertained to Because of its BOP status, there often are no preventive
condition monitoring techniques applied to AFWS maintenance programs dedicated for this system.
pumps, such as vibrational analysis, oil sampling, and However, awareness of aging problems and implementa-
measurement of pump differential pressure, tion of scram reduction programs have promptedutilities

to develop PM programs to ensure its reliable operation.
4.1.2 Feedwater Systems

Preventive Maintenance - Some plants have upgraded the
In a BWR, the Feedwater (FW) System pumps water FW system and the FW control valve important to
from the main condenser to the reactor vessel. In a safety, thereby providing better maintenance and moni-
PWR, the FW system pumps water from the steam toting programs. FW pump bearings are inspected
generators to the reactor vessel. The FWcontrol system regularly. Some use the FW heater performance to
controls the flow of feedwater, and in a BWR it controls ensure plant efficiency.
the speed of the reactor feed pump turbines and the
position of the feed pump bypass valve. High pressure Predictive MaintenanceCondition Monitoring - Some
F3Vheaters represent the last stage of feedwaterheating plants have selected this system for reliability centered
before entering the vessel, maintenance programs, and therefore, as the subject of

predictive maintenance techniques.
4.1.2.1 Aging Insights

Post Maintenance TestingTrendingRoot Cause Analy-
MTI Reports sis/PRA - Only limited activities were noted for these

aspects of the PM program.
Unlike the AFW System, the FW Systems have shown
significant aging problems, including wall thinning of NPAR Study
piping systems induced by erosion/corrosion (Generic
Letter 89-08), valve leakage from poor maintenance, No aging study of this system has been performed.
pump seal leakage (a chronic problem), loose disc stops Therefore, no comparison can be made to NPAR results.
of check valves, bearing oil leakage, blockage of FW
regulator valves from debris, o-ring failure in the FW 4.1.2.3 Conclusions for Feedwater Systems
heater control valve, and alignment problems with the
FW speed increaser. The FW system is classified as a The specific insights shown in Appendix E, Section
BOP system and operates continuously under hostile E. 12, lead to the following conclusions concerning the
environmental and operating conditions, whereas the most significant insights. Leakage of MFW pump seals,
AFW system is a standby system. Because of its BOP either oil or water, was the most common aging-related
classification, maintenance performed on components failure or degradation in the MFW system observed by
within this system sometimes receive inadequate atten- the NRC. MF'W flow control valves were sometimes
tion. In the FW control system, capacitors, d_sity noted for their high frequency of maintenance.
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At at least one plant, an Important-to-Safety category Dominant-failure mechanisms include wear, fatigue,
was established, which included Feedwater pumps and setpoint drift, or out-of-calibration instrumentation.
control valves. At plants which had a Reliability
Centered Maintenance program, MFW was often In PWR plants, aging is a concern for the HPIS. The
included. NPRDS and Nuclear Power Experience (NPE) databases

show that about 21% to 28 % of the failures are aging-
Condition monitoring techniques for monitoring pipe related. The most frequent failures that may be age-
wall thinning from erosion and corrosion were applied related are electrical and mechanical control malfunc-
to many different lines on the BOP side, such as extrac- tions for pumps and valves. Boron crystallization from
tion steam and heater drains. Rotating equipment leaking packing and seals or faulty heat tracing have
sometimes identified as being subject to vibration caused valves and pumps to malfunction. Leaking of
monitoring included the MFW pump turbines and the borated water on to carbon steel parts of HPIS compo-
condensate pumps. MFW pumps also were subjected to nents and on adjacent systems has caused corrosion. Of
oil sampling, special concern is a potential for fatigue failure of the

stainless steel pipe and nozzles resulting from loose
On the negative side, deficiencies were noted in the thermal sleeves or valve seat leakage.
documentation of maintenance records. The records

were sometimes ineffective for trending and root cause MTI Reports
analyses. The root cause analyses were sometimes
superficial, citing symptoms, not causes. Problems related to HPCS and/or HPCI pumps include

worn parts in the pump outputbreaker, excessive grease
4.1.3 High Pressure Injection Systems (HPIS) at lower motor 'bearings, and oil leakage in the bearing

housing. MOV related failures include corrosion of the
The two main BWR high pressure injection systems valve body and packing leaks. Oil leakage from the
(HPISs) are high pressure coolant injection (HPCI), gear reducer, damaged flexible conduit, binding and
which includes a steam turbine-driven pump, or high broken instrument sensing lines and trip coil burnout in
pressure core spray (HPCS), which includes a motor- 4.16 kv breakers are among other aging problems. In
driven pump with a dedicated diesel generator. The the case of SI pumps, heavy buildup of boron at the
main purpose of the HI'IS is to permit injection of upper seal has been reported at several plants.
coolant into the reactor vessel at reactor pressure up to
1120 psia for a wide variety of transients and accidents. NPAR Study
The PWR HPIS provides high pressure injection of
borated water by means of motor-driven pumps to The most commonly failed BWR HPIS components
prevent uncovering of the core for small LOCAs and to included valves, valve operators, instrumentation and
delay the point at which core uncovery would occur for control (I&C), pumps, turbines, pipe, and pipe supports.
intermediate sized LOCAs until the intermediate and low The most common failure modes for the components
pressure injection systems can begin injection into the identified above include degraded operation (valves,
core. The HPIS can also be used to cool the core valve operators, and turbines), loss of function (I&C),
following a reactorshutdown when heat removal by the low injection flow (pumps), leakage (pipe), and failure
steam generator cannot be achieved. For some plants, to operate (pipe supports). The failure data bases
the HPIS provides normal primary coolant system indicate 46 to 68% of the failures were not detected by
charging and provides seal injection water for the surveillance testing. Approximately 11.4% of the
reactor coolant pumps, failures in the LER database resulted in a failure of the

system to operate, and 8.4% of the failures in the
4.1.3.1 Aging Insights NPRDS database resulted in a complete loss of system

function. The components that most often caused a
In BWR plants, the system stressors which contribute to complete loss of function were valve operators, valves,
age-related degradation include testing, operation, circuitbreakers, mechanical controllers, bistable switch-
environment (pressure, temperature, humidity, radia- es, and the turbine.
tion), vibration, dirt, foreign material, water hammer,
improper lubrication, and improper maintenance. The effect of component failure on the PWR system's

performance was determined from the NPRDS data.
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Approximately57% of the failures caused eitherdegrad- failure analysis, planningpreparation, scheduling, PMT,
ed operation, loss of redundancy or loss of channel, and communications among the responsible plant staff.
which implies reduced reliability if the system were
called on to perform its safety function. Because of PredictiveMaintenance/ConditionMonitoring-Diagnos-
component redundancy, only 0.7% of the failures tic testing of MOVs has been introduced in some plant
actually caused a loss of system function. The relative PM programs. Insulation resistance testing, vibration
frequencies of HPIS components failures _ce deter- monitoring, stator winding and bearing temperature
mined from the NPE data. Valve failures were the monitoring, thermography, and lube-oil analysis are
dominant failure. Also, a probabilistic risk analysis of methods used to monitor pumps and valves. Some
the system showed that the failure of valves to open plants are developing RCM programs for this system.
contributed the most to system unavailability. The
Nuclear Power Experience (NPE) listed mechanical Post-Maintenance Testing - Valve stroking, verification
disability as the most frequent potential cause of aging of limit switch and torque switch settings and output,
related failure. Others were local I&C failures, setpoint and use of the VOTES and MOVATS methods are some
drift, subcomponent sticking, short/ground, and weld of the means used to assure the operability of valves.
failures. No other component was specifically mentioned for

PMT.

Loose thermal sleeves have lead to a through wall
fatigue crack in one plant and cracks with up to 25% TrendingRoot Cause Analysis- There were no programs
penetration in five other plants. The cracks occurred in or poorly structured programs in these two areas.
the weld at the safe end and were caused by thermal
fatigue resulting from makeup flow cycling on and off PRA/Reliability Modeling - Because these systems are
and initiation of high pressure injection flow. Thermal typically modelled in the plant PRA, some plants have
sleeves have been redesigned to prevent loosening, and used their PRA results to prioritize maintenance aetivi-
a continuous makeup flow is maintained to prevent ties on HPI components.
thermal cycling, which thereby prevents cracking.
Leaking valves have lead to thermal fatigue and cracks NPAR Study
in the base metal, welds, and the heat affected zone of
the elbow between the hot leg and the first check valve Improved preventive maintenance programs were
at two plants. The leaking valves allowed cold water to identified as one area under utility control that could
flow into the hot section of the injection line causing result in improved HPIS reliability. The preventive
stratified flow that led to the fatigue failure. Enhanced maintenance programs applied to BWR HPISs vary
ultrasonic testing was required to detect t:_ecracks after widely from plant to plant. The following factors should
leakage was observed, be included in a pre_:entive maintenance program:

4.1.3.2 Managing Aging (1) A quality system that requires records on all
maintenance of safety-related systems and

Because this system is one of the emergency core components and verification of installation and
cooling systems (ECCS), like the AFW System, these changes in status following calibration.
systems are subjected to a maintenance program appro-
priate for a safety-related system. However, most (2) A HPIS room free of contamination to improve
activities are primarily dictated by plant technical ease and accuracy of maintenance and inspee-
specifications, vendor recommendations or other regula- tion.
tory requirements arising from 10CFR50, Appendix B.
No dedicated program to manage aging of HPI systems (3) Inspection of the equipment room each shift to
was noted in the MTI reports, check for leaks.

MTI Reports (4) Measurement of motor current while cycling a
valve following maintenance work on the valve

Preventive Maintenance - Several reports cited poor PM or valve operator.
programs for systems. However, some plants have been
upgrading their MOV PM program by enhancing the
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Valves and valve operators were listed within the top 4.1.3.3 Conclusions for High Pressure Injection
two or them most commonly failed components in all Systems
four data sources for this study. Wear is the leading
cause of failure for these components. NRC IE Bulletin From the specific examples concerning the HPI systems
85-03 and Generic Letter 89-10 recognize the need for presented in Appendix E, Section 1.3, the following
better methods for analyzing MOV performance and conclusions can be drawn:
detecting MOV problems. Diagnostic equipment
developed in response to the NRC concerns expressed in As with the Main Feedwater system, oil leakage was a
IE Bulletin 85-03 and Generic Letter 89-10 may meet common problem with HPI pumps at either PWRs or
this need. BWRs. Leakage also was noted on MOVs, including

heavy buildup of boric acid resulting from degradation
In PWR plants, a preventive maintenance program of the stem and packing.
should be in place for the HPIS. The PM program
should include periodic testing, monitoring, and inspect- Good maintenance practices were noted at some plants,
ing to detect degradation and replacement or repair such as the HPCI Maintenance ImprovementProgram at
before failure. Technic_d specifications require quarterly Dresden, which included an MOV upgrade and preven-
inservice testing of pumps and valves in accordance with tive maintenance program, and enhancement of failure
Section XI of the ASME Boiler and Pressure Vessel analysis and post maintenance testing. Examples of
Code. Pump testing should be supplemented with satisfactory maintenance and documentation for the HPI
electrical characteristic measurement of the motor to systems also were noted. In many cases, condition
detect degradation of electrical insulation and other monitoring techniques, such as MOVATS were applied
electrical components. The Aging Assessment Guidefor to HPI MOVs, and vibration analysis was performed on
Motors contained within NUREG/CR-5643 provides HPI pumps.
guidance applicable to the pump motors.

Some e._amplesof poor maintenance practices included
Valves are the most troublesome component of the a cover gasket for a limit switch/torque switch being in
HPIS. The stroke time tests required for Section XI are a degraded condition on a Component Cooling Water to
not effective in monitoring aging. The Aging Assess- chargingpump MOV. The valve was an environmental-
merit Guides for Motor-Operated Valves and Check ly qualified (EQ) component. Also, some IEEE stan-
Valves also contained within NUREG/CR-5643, provide dard maintenance practices were not implemented for
guidance for inspection and maintenanceof these valves, motors in the Safety Injection System at one plant. In
Also, the diagnostic testing required by Generic _r some cases, vendor recommendations also were inade-
89-10 will help insure the operational readiness of the quately incorporated.
motor-operated valves.

Root cause analyses were either inadequately performed
Malfunctions and failures of pump and valve control or not performed at all. At Hatch, no root cause failure
circuits have been the leading problems with HPIS analysis had been performed after a HPCI MOV failure.
operation. These circuits should be tested periodically
to demonstrate they are functioning properly. In general, although the High Pressure Injection systems

are important for mitigating many accident scenarios,

Frequent visual inspections to detect and repair leaks there were several significant maintenance-related
will avoid the problems of boron crystal build-up in deficiencies noted by the NRC, such as inadequate
pumps and valves and boric acid corrosion of carbon maintenance practices and post maintenance testing
steel parts. Careful monitoring of thermal sleeve criteria, and failure to conduct root cause analyses.
integrity and valve leakage and implementing operating
practices that reduce thermal cycles will prevent crack- 4.1.4 Service Water System
ing of the pipes aridnozzles from thermal fatigue. This
monitoring should be supplemented by enhance ultrason- Service water systems (SWSs) in nuclear reactors
ic testing of the welds and high stressed areas of the perform vital safety functions, as the final link between
base metal, the reactor and the ultimate heat sink (river, lake,

cooling pond). The systems also provide essential
cooling to safety-related equipment, such as emergency
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diesel generators and emergency core cooling systems, of the heat exchangers, followed by corrosion of valves.
Depending on the design, all or part of the system will In recirculating types of SW systems (spray ponds or
be exposed to raw water. Therefore, the SWS compo- cooling towers), corrosion was the largest failure cause,
nents (pumps, valves, pipes, heat exchangers) are predominantly affecting valves and sensors.
subject to a wide range of corrosion mechanisms.

Failure of valve operators has been a major problem
4.1.4.1 Aging Insights with SW systems, but the cause is generally related to

corrosion. Heat exchanger failures occur predominantly
The SWS is subject to several age-related degradation by plugging from biofouling, but corrosion also is a
problems. A study issued in 1988 by the NRC's Office significant mechanism. Large pipes degrade from
for the Analysis and Evaluation of Operational Data corrosion; small pipes also are susceptible to plugging
(AEOD)37indicated thatthe SWS at U.S. nuclearplants from biota or sedimentation. Sensors fail by corrosion
has a degraded performance rate of 0.4 per reactor year and by buildup of deposits.
and a complete system failure rate of 1.5 x l0e per
reactor year. Mechanisms related to age-related degra- 4.1.4.2 Managing Aging
dation caused approximately 60% of the SWS degrada-
tion events. The principal degradationmechanisms were Because the SW system is a highly important, safety-
corrosion, biofouling, and wear. related system, the components within this system also

are subjected to a PM program. However, the system
MTI Reports uses raw water from an outside source, which is typical-

ly very harsh and deteriorates components faster than
A major problem experienced at several plants has been expected. Again, its continuous operating status during
pipe wall thinning from erosion and corrosion. At the plant's normal operation accelerates the aging
Salem, through-wall leaks at the welded joints in some process. Utilities are chemically treating the water to
carbon steel piping and corrosion and erosion of stain- prevent corrosion and taking other preventive measures
less steel piping stimulated a program to replace the to avoid microbiologically-influenced corrosion.
system piping with 6% molybdenum stainless steel. The
system piping also was rerouted to reduce turbulence. MTI Reports

Other significant component failures were noted. At Preventive Maintenance - Some plants are upgrading
Limerick, the absence of chemical treatment of the ESW their SW systems to improve performance. However,
spray pond resulted in system valves and piping becom- there are several negative points cited in the MTI
ing filled with scale and sludge. At Indian Point 3, a reports, including: delay in inspecting, cleaning and
10" SW return line from a containment fan cooler failed rebuilding certain system valves, faulty fasteners result-
due to the presence of chlorides, ing in loose pump motor conduit, additional PM activi-

ties needed to halt further system degradation, improper
Examples of some other age-related problems include recoating of SW piping, use of an air-operated wrench
chloride-induced stress corrosion; pump shaft wear to make up system joints in violation of plant proce-
caused by packing problems; severe corrosion of dures, sludge and scale contamination resulting from a
couplings, valve bodies, and pump surfaces; seal and lack of chemical treatment of the SW spray pond, and a
packing leaks in pumps and valves; accumulationof dirt 3-year-old outstanding work order on a system check
at relay and switch contacts; and vibration of the system valve. Fifty percent of the IEEE Maintenance Good
caused by water hammer. Practices for SW pumpswere not performed at one plant

and some plants did not incorporate vendor maintenance
NPAR Study recommendations.

In open (once-through) SWS types, corrosion was the Predictive MaintenanceCondition Monitoring/PMT -
largest contributor to failure. Biofouling has been a SW systems were incorporated into RCM programs at
major concern at some plants, from infestation of Calvert Cliffs, Ginna, and D.C. Cook. Advanced
species such as Asiatic clams and Zebra mussels. In monitoring techniques (vibration, bearing temperature)
closed types of SW systems (intermediate heat exchange- were incorporated into the PM program at Ginna, H.G.
rs), the largest cause of functional failure was biofouling Robinson, and Indian Point 3. Differential pressure
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measurements were taken quarterly at McGuire, three 4.1.4.3 Conclusions for the Service Water System
material test loops were installed at Salem to monitor
various system parameters. Video tape records were From the specific examples concerning the Service
made of check valve internals. System check valves Water System presented in Appendix E, Section 1.4, the
were not inspected for wear anddegradation,procedures following conclusions can be drawn:
for check valve inspection did not contain specific data,
including the lack of specific dimensions to be checked Several plants were well aware of problems in their
and the use of the results to adjust PM frequency. At Service Water systems caused by corrosion and erosion
Cooper, post-maintenancetesting on system components and had either begun or planned to take corrective
was not consistently performed, and there were no actions. The most notable was at Salem, where through-
maintenance records for two SW MOVs. wall leaks at weld joints in carbon steel piping, and

corrosion and erosion of stainless-steel piping caused the
Trending/Reliability/PRA - No significant activities in utility to begin replacing SW piping with 6% molybde-
these areas were noted in the MTI reports, num stainless steel and to reroute lines to reduce turbu-

lence. Completion was scheduled for 1995. Poor
Root Cause Analysis - The RCA of the failure of a SW material conditions involving rust on SW piping and
heat exchanger at H.B. Robinson was thorough and supports, were noted at several plants. Water leakage
accurate. Recurring failures of SW control valves were was observed on some valves.
identified by maintenance technicians rather than by
engineering evaluation. At Cooper, equipment failed The SW system was included in the Reliability Centered
because plant procedures did not specify when to Maintenance programs at several plants. Also, several
perform RCA. At Indian Point 3, a RCA did not plants monitored the vibration of the SW pumps. At
correctly identify the cause of SW pipe failure as due to Fitzpatrick, the internals of SW system check valves and
chlorides in the service water. At Limerick, flow adjacent piping were videotaped during assembly, using
conditions in SW piping were not correctly modeled, state-of-the-art fiber optic equipment.
and root cause analysis of SW system corrosion did not
identify all the failed components. At Vermont Yankee, Poor maintenance practices were noted at some plants,
although trendingindicated an increase in the failure rate such as at Salem, where SW header piping was recoated
for a SW pump, plant or corporate managementwas not with Belzona-R Mastic, with insufficient curing time for
notified, the ambient temperature. No chemical treatment was

being applied to the ESW spray pond at Limerick, so
NPAR Study that ESW piping and valves became filled with sludge

and scale. Examples of failure to incorporate industry-
Effective root cause analysis is essential to understand recommended maintenance practices were cited, such as
the causative factors before implementing strategies to failure at H.B. Robinson to incorporate half of the IEEE
mitigate aging. For the aggressive and varied degrada- standard maintenance good practices for motors. At
tion factors found in SWS, it is importantto differentiate Shearon Harris, North Anna, and H.B. Robinson, some
degradation caused by corrosive chemistries from vendorrecommendations for SW pumpsand components
degradation caused by biological species [i.e., microbio- were not incorporated.
logically-influenced corrosion (MIC)].

Acceptance criteria for condition monitoring and inspect-
A necessary element to minimize degradation in any ing check valve internals were inadequately specified at
type of SWS is effective control of water purity and H.B. Robinson and McGuire. At Robinson, neither a
chemistry. Where confirmed biological agents are surveillance nor a PM program existed for the discharge
active, a biocontrol program (chemical, thermal) is check valves of the SW booster pump. At other plants,
required. Environmental regulations can limit the extent examples of inadequate or ambiguous post-maintenance
to which some of these solutions can be pursued, and a testing specifications also were cited.
careful consideration of alternatives is necessary to
select the most cost-effective solution. Any changes to Several examples were noted of inadequate root cause
the control program should be accompanied by monitor- analysis involving SW components. At Cooper, a
ing for induced stressors (i.e., removal of nickel from wetted service solenoid pilot valve, which was identified
Cu/Ni heat exchangers by a chlorination biocide), as an example of equipment degradation, did not result
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in a root cause analysis, because there was no clear M'I7 Reports
trigger mechanism beyond that identified in plant
procedures. At Indian Point 3, the failure analysis of a Typical age-related problems include contaminatedair
ten-inch containment penetration of the SW return line with hydrocarbons, dessicants, and moisture. Several
from a fancooler unit did not identify that it was caused valve internals have become either corroded or sticky
by chlorides in the service water, with gummy substances from hydrocarbons. In several

cases, while blowing down the lines, substantialamounts
Generally, the MTI reports suggested that while there of water were found in the line. Poor air quality or
were many examples of inadequate maintenance activi- excessive leakage have been noted. Crimped tubing,
ties for SW systems, utilities were conscious of SW as clogged filters, and wet dessicants, caused by delayed
a problem system which warranted increased attention, and improper preventive maintenance, also were oly
Presumably,some of this awareness has been sparked by served.
NRC Generic Letter 89-1338'39concerning bio-fouling of
safety-relatedequipment. NPAR Study

4.1.5 Instrument Air and Emergency Diesel Gener- Few events occurred in which a total loss of air took
ator Air Start Systems and Compressors place. Partial loss or degraded system operation were

most common. Several cases led to reactor scrams and

Air systems are used in nuclear power plants to actuate some introduced transients into safety systems they
or control equipment that is vital to normal plant opera- serve. Moisture and particles in the air system, and
tion as well as to shutdown the plant safely during an hydrocarboncontamination caused numerous failures of
abnormal or emergency condition. Aging degradation components in the air system. Data were obtained from
occurs in the compressed air system and becomes an six nuclear plants and sorted to determine the distribu-
increasing factor as the system ages. The external tion of air system failures among the major components.
systems most often affected by IA degradation are
containment isolation, main feedwater/main steam,
auxiliary feedwater and BWR scram systems. Because The components experiencing the most failures due to
aging processes affect the compressed air system and its aging degradationwere compressors, air system valves,
components, an aggressive preventive maintenance dryers and filters.
program should be followed to mitigate these effects.
The air system usually includes the compressors, filters, (1) Compressors. Failures were largely attributed
dryers, and distribution piping, to wear from normal service. Degraded opera-

tion resulted from failing to load/unload proper-
4.1.5.1 Aging Insights ly, and leakage.

Air systems were originally not classified as important (2) Valves. Wear and corrosion accounted for
to safety. Dedicated accumulators for particular safety more than half of the failures associated with air
functions and fail-safe assumptions in the design allowed system valves, and resulted in an inability to
the utilities to categorize these systems as non-safety, open or close manual and power operated
An AEOD study found that inadequate and faulty design valves. Seat leakage also was a common failure
assumptions on fail-safety position and leaking of mode.
accumulatorcheck valves have prompted the utilities via
Generic Letter 88-14 _ to improve the reliability of these (3) Air Dryers. The dominant failure mechanisms
systems, are blocking or clogging, corrosion, deteriora-

tion, and contamination. These mechanisms
resulted in the delivery of compressed air with
a higher dewpoint than specified.

(4) Filters. Blocking and clogging were the major
failure mechanisms on the pre-filters and after-
filters. This severely diminished the air flow in
several cases.
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4.1.5.2 Managing Aging preclude high differential pressures (dp). This pressure
and its associated instruments should be monitored; an

In response to NRC Generic Letter 88-14, utilities are unusually low dp could indicate a broken filter screen.
upgrading their air systems and developing better
preventive maintenance programs. Air Compressors: Oil samples should be taken to

determine if water intrusion or particulate buildup has
MTI Reports occurred. Such sampling will effectively supplement

bearing vibration and temperature monitoring.
Preventive Maintenance - Lack of regular PM for filters,
dryers, and compressors resulted in many age-related lnter,:oolers and Aftercoolers: Periodic inspection and
problems. Recently, plants implemented specific cleaning of the heat exchanger tubes will ensure that
programs aimed at upgrading system reliability and heat transfer capability has not been affected due to
assuring fail-safe capability, added biweekly blowdown corrosion buildup.
of the system, and included the IA system in the IST
program to check system operability. Driers: The outlet dewpoint should be checked, prefer-

ably by on-line instrumentation. The drier skid contains
Predictive MaintenanceCondition Monitoring- Several several important valves used for switching towers or
plants have considered including the IA system within an blowing down excess moisture. Proper operation and
RCM program, alignment of these valves is necessary to assure proper

IA system operation.
PMT_rending/RCA/PRA - There were no specific
activities in these areas. Valves: In the distributionof air to the plant, solenoid

operated valves and manual valves are used. These
NPAR Study should be cycled periodically for freedom of movement.

At various locations in the distribution system, blow-
(l) Frequent monitoring, including system walkdo- down valves should be operated to remove desiccant

wns and visually inspecting key equipment, fines and moisture.
should be a routine part of the maintenance
program for the IA system. The frequency of 4.1.5.3 Conclusions for the Instrument Air and
inspections and walkdowns on air receivers, Emergency Diesel Generator Air Start Sys-
piping, aftercoolers, and valves should be tents
increased as the system ages.

The specific examples cited in Appendix E, Section 1.5,
(2) Degraded pressure operation is the most com- for the air systems, lead to the following conclusions:

mon failure mode seen in the air system.
Emergency procedures for response to and Very significant aging-related problems were noted in
recovery from degraded air system events the EDGAS at Surry. The problems were the deteriora-
should be developed, along with procedures for tion of the compressor valve caused by moisture and
the response to and recovery from the complete unavailability of replacement valves, which, therefore,
loss of air. required that the six air compressors be replaced. There

was no program for monitoring or controlling EDG air-
(3) Periodic testing for gradual loss of pressure starting quality, and there was a high likelihood that the

should be performed to test the performance of air-start receivers were full of rust and scale from years
safety grade accumulators, check valves, and of wet service. Also at Surry, the leakage in the
isolation valves under these conditions. Instrument Air system header was 47 CFM, which the

NRC considered excessive. The utility had not serviced
(4) Air system valves should receive more mainte- all accumulators to eliminate blow-by, nor had it walked

nance, particularly IA/SA cross connection down the system to identify and repair all leaks.
valves, or low pressure isolation valves. Problems were also noted in the system supplying IA to

the containment at Surry. The drier filters had not been
Air Intake and Filter: Interior surfaces should be free of replaced since installation seven years earlier, and the
rust and dirt. Filters should be changed periodically to
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system could not maintain the required dew point of Station Air compressors and premature degradation of
35 °F, even under optimum conditions, compressors.

Problems were noted, such as those at Palisades, where Generally, the IA and EDG Air Start Systems were
an emergency diesel generator could not be started inadequately maintained at several plants. Also, some
because the air compressor would not operate. Replace- experts have noted that periodic air sampling programs
ment of the motor thermal overload, which had tripped are not commonly in use and that there is no agreed
and would not reset, did not correct the problem, upon standard for air quality.

At ANO, the NRC noted that there was a lack of 4.2 Components
awareness of plant aging of non-safety related equip-
ment, as shown by the problems with the IA system, The data were sorted for the following components:
such as the numerous spare parts whose shelf life had
expired. In addition, components containing similar (1) Emergency Diesel Generators
parts still were in use without having had any refurbish- (2) Electrical Components: Switchgear, Breakers,
ment, even though the parts they contained had been in Relays and Motor Control Centers (MCCs)
service longer than the parts in storage. This deficiency (3) Motor Operated Valves
was attributed to an equipment trending program for (4) Check Valves
BOP components that had not been implemented.

As for the systems selected, the components were
Other important deficiencies were noted, such as those chosen because of their generally recognized impor-
at Shearon Harris where there were no formal preven- tance, as shown by their contribution to the dominant
tire or corrective maintenance, operations, or surveil- accident scenarios of PRAs. Also, the components have
lance procedures for the Rotary Air Compressor, even been the subject of several NRC bulletins, generic
though that compressor was supplying 100% of the letters, and information notices. NPAR studies have
station IA requirements and the vendor recommended been performed for all of the above components. A
regular PM for both the compressor and air drier, comparison to the NPAR results also are presented.
Similarly, at H.B. Robinson, no PM had been estab-
lished for the refrigerant air drier at the dischargeof one 4.2.1 Emergency Diesel Generators
of the IA system compressors, nor were important
vendor requirements incorporated into the PM procedure The EDG system typically consists of at least two diesel
for the compressor itself. Specifically, the vendor generators, rated at 2,500 to 10,000 hp each. The
manual stated that establishing a wear rate for the teflon potentially serious consequences of an aging related
wear and seal rings "...cannot be overemphasized..." failure of these EDG systems has directed renewed
Worn rings can result in contact between the piston and attention to improvements in testing, maintenance, and
the cylinder, management to reduce aging stressors and improve

reliability. Certainpractices for testing and engine load
Deficiencies also were noted in post maintenance testing management can minimize the effect of aging. The air-
and failure trending. At St. Lucie, only major non- start system, which is part of the EDG system, was
safety related equipment, such as IA compressors, was discussed in Section 4.1.5.
subject to PMT. There were no test methods and only
vague instructions, such as "...test run and check for 4.2.1.1 Aging Insights
seal leakage..." The acceptance criteria were "...run a
sufficient amount of time to determine if it performs its Aging is a concern of EDG systems. The evaluation of
intended function..." multiple data bases showed that more than 50% of the

failures were attributed to aging. Different aging
On the positive side, examples of rigorous and thorough mechanisms are present, related to the operating status
root cause analyses were cited, such as at Cooper, of the system. While in standby, the aging mechanisms
where an IA drier post-filter housing had ruptured, are:
causing a loss of air pressure to the MSIVs and a
subsequent reactor trip. At Waterford, root cause * corrosion,
analyses had been conducted for low flow of the IA and • set point drift,
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* chemical attack from fuel and lube oils, and last half century. Accelerated degradation because of
* environment, dust, microbial growth cold starts during surveillance testing was identified by

the NRC as a problem in Generic Letter 84-1504' This
While the system is operating, the aging mechanisms problem was later addressed indirectly in Regulatory
include: Guide 1.155 42which concerns Station Blackout, through

the establishment of target reliability levels for EDGs.
• vibration,
• thermal and mechanical shock, MTI Reports
• excessive operating loads, and
• operating environment. Preventive Maintenance - Most PM activities based on

vendorrecommendation and good maintenancepractices
Operational aging stressors are enhanced by the syner- are being performed in the nuclear industry. Some of
gistic influences of current technical specification these activities include periodic inspections, insulation
requirements with respect to cold starts and engine resistance testing (meggering), checking oil leaks,
loading, surveillance testing, and air-start system checks.

MTI Reports Predictive MaintenanceCondition Monitoring - Exhaust
gas monitoring, chemical analysis of water vapor in the

A large percentage of failures of the EDG occurs in the lube oil, oil analysis, and vibration testing are among the
air start system, which was discussed in Section 4.1.5. techniques being used to monitor the EDG condition.
Other age-related problems include oil leaks in the
cylinder heads, degradation of the motor for the jacket PMT/Trending/RCA/PRA - Only limited activities in
cooling pumps, water leakage in the jacket water heat specific areas were noted. Examples of lack of PMT
exchanger, and degraded starting logic circuits. Several after the calibration of process switches led later to the
problems are related to the generator and associated failure of the system. Root cause analysis and trending
components, such as valves, gauges, and tubing, areas were generally weak. However, some plants did

include the EDGs in their RCM programs.
NPAR Study

NPAR Study
The effect of each EDG failure on system performance
was determined from the NPAR data base developed for The operational readiness of the EDG system can best
the EDG system. Over half of the failures were judged be assured by monthly condition monitoring and by
to be related to aging and about one-third resulted in the changing certain harmful engine management practices.
loss of function. Failures typically did not occur in The monthly testing program should be redirected to
either the engine or the generator, but occurred chiefly monitor data on about 25 EDG operating parametersthat
in the supporting instruments and mechanical compo- could indicate degraded performance or impending
nents of the engine sub-systems. The contribution from component failure. NUREG/CR-505743 identifies the
failures of I&C components was about 30%, while the complete list of parameters and their chief uses for the
lubrication, fuel oil, cooling and starting subsystems recommended monitoring program. The test program
each contributed about 10% to the additional failures and engine managementshould include pre-lubrication,
observed. Failures directly attributable to the engine slow loading, longer run times, and post-test gradual
and generator were less than 15%. load reduction and cooldown practices.

4.2.1.2 Managing Aging Changes in the EDG system management that would
result in the most beneficial engine improvements for

Because EDGs serve a vital role in the safety of nuclear aging mitigation and corresponding reliability improve-
power plants, specifically in the loss of off-site power ments are to:
and station blackout scenarios, maintenance and opera-
bility checks are performed regularly to keep these • signiflcantly reducethenumberofsystem starts,
components in operationally ready condition. Most PM • gradually add load to the system during test
activities are based on good practices applied to the sequences, about 10-20 minutes,
diesel engines used in non-nuclear applications for the
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• reduce test loads to 90% of continuous or the flow switch had been incorrectly bypassed for at least 8
plant emergency EDG load, whichever is less, months, thereby preventing the flow of heated oil to the

• increase EDG start time to 25-30 seconds, upper engine block and bearing cylinder to aid in fast
• eliminate short run times and excessive idle startup. The system engineer stated that if the flow

time, and switch is bypassed, under certain conditions, the engine
• include trending of the more importantengine would be stressed, accelerating aging and possibly

and generator operating parameters in the causing harder starts, but that it would still start.
management program.

Poor PM practices were noted at several plants. At
Seals, gaskets, and other components with short quali- Palisades, a violation was cited because the threads of
fled life should be replaced at prescribed intervals, the terminal lugs for an EDG excitation panel were not
Cleaning, lubricating, and calibrating instruments and fully engaged. At Dresden, the EDG excitation field
sensors should be performed periodically. However, breakers were not included in the PM program. Also,
periodic intrusive inspections, including component at Cooper, a violation was cited because there had been
disassembly, should be reconsidered. Reliability may be no Quality Control inspection of critical reassembly
improved by discontinuing such practices and using the steps and clearance measurements.
monitoring and trending data and analysis results to
identify maintenance needs. Furthermore, there were several examples where vendor

recommendations had not been incorporated. At Salem,
4.2.1.3 Conclusions for Emergency Diesel Genera- one of the EDG cylinder heads was removed without a

tots special lifting ring (identified in the technical manual)
design,_ to accommodate the non-vertical angle.

For emergency diesel generators, the NRC identified Important information was missing from the manual
one notable preventive maintenance practice in the showing torquing and clearance specifications. At
programat Millstone 1 for dewatering the EDG fuel-oil Clinton, 30% of mechanical and 47% of electrical PM
storage tanks to control oxidation and bacterial growth, tasks recommended by the vendor had not been incorpo-
Also, at Indian Point 2, based on the positive results rated. At Cooper, an EDG intercooler was so corroded
from a very extensive 12-year PM, recommended by the that the vendor recommended replacement. The vendor
vendor, on one of the EDGs, the utility decided to manual recommended draining and flushing every 4 to
perform a modified, reduced PM on the other two 6 months, yet this was not iv, the utility's PM procedure,
EDGs, even though they were not yet due for the 12- nor had the other coolers been inspected.
year PM.

Root cause analysis was another area with some serious
In the area of condition monitoring, the emergency deficiencies. At Palo Verde, the utility had identified
diesel generators were frequently selected for lube oil numerous failures of elbow fittings and drain plugs from
analysis. However, in one case, oil samples were taken corrosion in the EDG jacket water system. After
from a stopped engine, downstreamfrom a filter, rather replacing several parts, more of the same parts failed
than from a running engine, before filtration, which had not been identified as subject to corrosion.

The NRC cited as a violation the failure to take aggres-
The NRC observed examples of adequate PMT, such as sive action to resolve the problem. At Duane Arnold,
those at Calvert Cliffs where each component of the the NRC also cited as a violation the failure to take
protective relaying of the EDG logic circuits, 480 V prompt corrective actions and perform a root cause
breakers, and the battery systems was subjected to PMT. analysis for problems with the thermal overloads of the

EDG jacket cooling pump motors and associated con-
A good example of the Component Engineer concept tacts, which protect the motors from excessive fault
was notedat IndianPoint 3 where, for complicated tasks currents. Violations also were cited for configuration
such as PM on an EDG, several component engineers control, such as at Palisades, where an incorrect revision
may be involved, with one engineer assigned responsi- of a drawing was used to modify circuit hardware in an
bility for the entire task. EDG control panel.

Some negative aspects included a potential accelerated Although the emergency diesel generators are critical for
aging effect on one of the EDGs at Palisades, where a loss of offsite power, there were several serious deft-

NUREG/CR-5812 4-14



ciencies at some plants, which were cited by the NRC as arcing during tripping or closing. In several cases,
violations. Increased attention to EDG maintenance is control coils burnt up due to jamming of mechanical
warrantedat several plants, elements in the assembly, rather than due to aging of the

coils. Other age-related events in relays include set
4.2.2 Electrical Components: Breakers, Switchg- point drift, short or open coils, binding or degradation

ears, Relays, and MCCs of contacts, and misalignment. Most problems associat-
ed with breakers relate to switch contacts, trip latch

Breakers and switchgears are part of the electrical mechanisms, overcurrent trip devices, racking mecha-
distribution systems in a power plant. Relays and nisms, linkages, coils, and closing release latches.
breakers serve important roles to feed electrical power
to various electrical and electro-mechanical equipment Operational data on nuclear plant components shows
which are vital for plant safety. Motor Control Centers there have been significant failures of molded-case
(MCCs) are low voltage (less than 600 volts) controllers circuit breakers, relays, and magnetic contactors used in
that start and stop, provide continuous power to, and MCCs. The combination of circuit breakers and relays
protect motors that drive pumps and motor operated contribute to about 50% of all reported MCC failures.
valves. Typically, a motor controller unit consists of a
molded case circuit breaker, a magnetic contactor, a 4.2.2.2 Managing Aging
transformer, relays and thermal overload devices. Age-
relateddegradationof these subcomponents has affected Aging degradation within electrical equipment, such as
safety system availability and operation, breakersand relays causes component failure more often

than degraded operation, as might be the ease for the
4.2,2.1 Aging Insights rotating or mechanical equipment. The primary modes

of failure are either failure to make the contacts or to

The most frequent cause of failure was the buildup of open the circuit at the time of the demand. Because of
dirtor other foreign substances that caused the electrical this characteristic, aging effects must be mitigated in
device to stick. More failures occurred in systems that these electrical devices in their incipient stage.
function intermittently rather than continuously. The
starter contactor may fail to close due to a non-uniform MTI Reports
magnetic driving force caused by impeded armature
motion. Most age-related failures are attributed to the Preventive Maintenance: Typical PM activities include
circuit breakerand relay subcomponents. Setpoint drift cleaning, inspecting, and lubricating moving parts,
and contactsurface degradationaretwo dominant failure replacing or refurbishing worn parts, installing new
modes, parts, calibrating relays and meggering coils. Since

these devices remain in one state (either open or closed)
MTI Reports for a considerable length of time, intrusion of humidity,

cabinet temperature, and other environmental conditions
Breakersand switchgears (starting from molded case to can be detrimental to their ability to operate. Preventive
4.1 kv or higher size units) are more often cited with maintenance activities include cleaning and inspecting
age-related problems, such as dust contamination, current carrying parts for overheating, binding or
corrosion of cabinet handles or other metallic parts, oil friction of moving elements, contact surface burning or
and water leaks, and corrosion or pitting of contact pitting, and for uneven erosion of arc chutes or other
surfaces. In the case of MCCs, molded case breakers internal parts. In several cases, vendor recommenda-
and relays are most often cited as problem areas, tions were not followed because of personnel shortages,
Sticking of start units and other mechanicallinkages also protective devices were not included in the PM, and
was noted in MCCs and some relay units. Drifts in systematic procedures were not followed while perform
relay setpoints also were identified, ing the PM.

NPAR Study Predictive Maintenance/Conditton Monitoring: Ther-
mography was the only method cited in the MTI reports

The NPAR study has been limited to smaller size for condition monitoring of breakers.
breakers and relays, and safety-related MCCs. Most
breaker problems are typically identified as a result of
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Post-Maintenance Testing: Typical PMT activities equipment, such as at Rancho Seco, where the physical
include cycling the unit after the maintenance before its condition of switchgear appeared to be excellent, and
returnto service. Sometimes, a contact resistanc_ test interior plant electrical controls were free of moisture
is performed on auxiliary switches before and after the and foreign material. Also, at Sequoyah, PM proce-
calibration, dures had been revised to inspect for cracks and to

replace main toggle link pins in 6900 VAC circuit
Trending/RCA/PRA: No significant activities in these breakers. The pi_ had a significant failure rate early in
areas were noted, plant life. The utility also determined that no silicon

bronze bolts were used to splice bus bars in GE MCCs.
NPAR Study

Good PM practices also were noted. Specifically, at
Several tests are useful in assessing the performance Shearon Harris, approximately one-half of the switch-
characteristics of the MCC, such as: gear received PM at every refueling outage. At Water-

ford, the GE Type AK-25 reactor trip breakers were
* Performing a continuity test following repair or returned for refurbishment every five years in response

replacement of a component, to GE's warning that the bearing grease may solidify
after about seven years, possibly affecting breaker

* Checking mechanical andelectrical properties of response time. The utility also trends the response
contactors, including verifying pickup and times. Also, at Sequoyah, the procedure for PM on
dropout voltages. 6900 VAC switchgear included nearly all the beneficial

steps recognized by industry, except for the anti-pump
• Verifying circuit breaker and motor thermal circuit, space heaters, blow out coil, and potential

overload trip setpoints and comparing the timing transformer compartments. A similar assessment was
with manufacturer's data. made of the PM procedure at Shearon Harris for medi-

um voltage switchgear. Examples of satisfactory PM
• Testing time delay relays, where applicable, procedures for breakers and switchgear were cited at

several other plants as well.
• Performing a final energized operational test of

each control device. A few positive examples of post maintenance testing,
failure trending, and root cause analysis also were cited,

A recent study on breakers and relays_ found that the but not in significant numbers to draw conclusions.
current activities for mitigating aging in breakers and
relays are not effective for detecting significant aging There were some examples of untimely responses to
degradation. Infrared thermographic measurement of aging concerns and neglect of circuit breaker mainte-
auxiliary, control, protection, and timing relays, and for nance. For example, at Duane Arnold, the NRC cited
molded case and metal-clad circuit breakers is recom- a violation because the utility had not adequately re-
mended. Vibration signature analysis for auxiliary, sponded to a 1979 manufacturer's service advice letter
control, and timing relays, and for both molded case and concerning the premature wear of Tuf-LOC Teflon-
metal-clad circuit breakers also is suggested. Inrush coated fiberglass sleeve bearings in 4160 VAC breakers.
currentsignature for timing relays, dropout voltage, and The components affected included the RHR and Reactor
trip duration for breakers, can detect aging problems. Recirculation pumps, and other safety related compo-
In addition to these non-intrusive methods, inspecting nents. At Dresden, the NRC also cited a violation for
mechanical parts for any sign of deterioration is highly untimely responses to failures of SBM switches used in
recommended. 4160 VAC breakers and cubicles.

4.2.2.3 Conclusions for Electrical Components: At Dresden, despite a maintenanceprocedure specifying
Breakers, Switchgear, Relays and MCCs that 4160 VAC breakers be inspected and overhauled

every five years or 500 operations, other untimely
As shown by the specific examples from the MTI responses also were noted. Breakers for two of the
reports, which appear in Appendix E, Section 2.2 of this ContainmentCooling Service Water pumpshad last been
report, the NRC noted some examples of good respon- overhauled in 1976. Several other examples of safety-
siveness by the utilities to aging concerns of electrical related and offsite power-related breakers not being
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maintainedsince the 1970s were cited by the NRC as a performed after an Isolation Condenser Makeup MOV
violation, failed.

Also at Dresden, the NRC noted that the emergency To summarize, while the NRC cited examples of good
diesel generatorexcitation field breakersand the Reactor maintenance practices for electrical components, several
Protection System breakers were not included in the PM examples of comparativelyserious maintenance deficien-
program. The NRC described in detail deficiencies in cies were noted for safety-related and important to
the PM procedure for 4160 VAC metal-clad switchgear safety, i.e., offsite power-related, electrical components.
at the Hatch plant. As with other systems and components, it appears that

there was significant room for improvement in the
Other negative PM practices included the failure to maintenance practices for electrical components at
mitigate the effects of corrosion of a 4160 VAC bus several plants.
connecting a transformer to bus switchgear at Prairie
Island, which resulted in severe overheating of the lower 4.2.3 Motor-Operated Valves (MOVs)
bus bars. The NRC cited a violation because a noncon-

formance report had not been issued. Motor-operated valves (MOVs) are used extensively in
nuclear power plants in safety-related and balance-of-

At Palo Verde, the NRC expressed concern over the plant systems. The most commonly used types of
availability of replacementreactor trip breakers or parts. MOVs are gate, globe, and butterflyvalves. Failures of
Also, at IndianPoint 2, the NRC expressed concern that MOVs have resulted in significant maintenance efforts
several breakers were left uncovered long after their and, on occasion, have compromised the operational
removal from the cubicles, which was contrary to readiness of critical safety-related systems. Several
Westinghouse recommendations and to the utility's diagnostic monitoring systems have been developed
procedures, specifically for detecting MOV aging and service wear

effects (degradation), failures, and switch setting prob-
Examples of procedural deficiencies were noted at other lems.
plants, such as at Fitzpatrick, where procedures for one
type of I&C relay were applied to another type as well, 4.2.3.1 Aging Insights
and also at H.B. Robinson, where a very simple check-
list was extensively used for PM of 4160 VAC switch- MOVs fail to perform in five ways:
gear.

* Failure to open
In the area of predictive maintenance and condition s Failure to close
monitoring, the NRC cited deficiencies, such as those at s Plugged (limited or no flow through a normally
LaSalle, where an EDG output breaker did not close in open valve)
the required 13 seconds, and the cause was attributed to s Reverse (internal) leakage
worn parts. The utility did not inspect the other EDGs s External leakage
and the HPCS EDG output breakers.

Several MOV sites are susceptible to aging-related
Several plants had no program for testing molded-case degradation. These sites and the corresponding aging
circuit breakers. Also, several plants were noted for mechanisms are:
failures of Siemens Allis 345 kV switchyard type
breakers, which affect availability of offsite power. * Motor Operator Gearbox Assembly" Wear or

distortion of gears and shafts; fastener loosen-
Finally, in failure trending and root cause analysis, some ing; wear of stem nuts; loosening of stem lock
plants were cited for falling to respond to trends noted nuts; change of spring pack response; wear of
in safety-related switchgear and for inadequate root drive sleeves, clutch mechanisms, seals; wear
cause analysis. The latter pertained to Dresden, where and corrosion of bearings; and degradation and
the root cause analysis for a failure of a LPCI pump hardening of lubricants.
motor breaker did not identify inadequate maintenance
frequency as a root cause, and also no analysis had been s MotorOperatorSwitches: Pittingand corrosion

of contacts; wear of gears and cams; breakdown
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of insulation (electrical); loosening of fasteners; MOVs as well as all position-changeable MOVs in
and hardening of grease, safety-related systems. Table 4.1 lists from GL 89-10

33 common MOV misadjustments, and degraded condi-
• Electric Motor Assembly; Wear and corrosion tions discovered by utilities from their experiences,

of bearings; and insulation breakdown (electri- including their efforts to comply with Bulletin 85-03.99
cal).

4.2.3.2 Managing Aging
• Valve: Wear and corrosion of obturators (disc,

plug, ball, gate), obturator guides, valve seats; Managing aging in MOVs is a significant concern for
wear and distortion of valve stems, and stem utilities. Most of their efforts concentrate on a good PM
packing; deterioration of bonnet seals; erosion program and surveillance testing to assure operability.
and corrosion of valve body; loosening of Safety-related MOVs are subjected to periodic stroke
fasteners, testing.

MOVs also are known to be adversely affected by Preventive Maintenance: At each refueling outage,
inappropriate maintenance, such as incorrect torque of plants perform the PM on MOVs, which includes
stem packing, incorrect switch settings (torque switch, cleaning electrical components, lubricating moving parts
limit switch, torque bypass switch), insufficient or and checking their condition, cleaning and lubricating
excessive lubrication, incorrectly installed spring pack the valve gear box, operating torque switches, and
(e.g., incorrect pre-load, gap) and others, meggering the motor insulation. In several cases,

periodic overhaul programs include replacing worn
MT! Reports parts, lubricating the assembly, and testing the equip-

ment. In one plant, lubricants recommended by the
Activities associated with MOV problems are extensive, manufacturer (EXXON Nebula EP.0 and EP-1) were
specifically in the areas of assuring the operational mixed with another lubricant (lithium-based Mobil
readiness of safety-related valves. Aging-related prob- Mobilux EP.0) in violation of EQ requirements.
lems include corrosion of body parts and fasteners,
packing leak at the flanges, backseating of valves, worn Predictive MaintenanceCondition Monitoring/PMT: To
or broken integnal parts, motor burnouts, and malfunc- assure the operability of MOVs, plants were noted as
tioning torque switches. Since valves do not continuous- using MOVATS (current signature analysis), VOTES,
ly operate, environmental conditions can cause exposed valve stroke timing, and valve leak testing and colored
surfaces to degrade. Other age-related problems can photographs of internal parts. More recently developed
affect the timing of valve actuation and cause water methods include the motor current signature analysis
hammer in piping systems. (MCSA) method by Oak Ridge National Laboratory. 45

NPAR Study Trending/RCA/PRA: Very few eases were reported of
any activity in these areas.

Since 1980, numerous NRC Inspection and Enforcement
(IE) Notices and Bulletins have been issued that identify NPAR Study
MOV problems and recommend courses of action (see
references). Bulletin 85-03 (issued November 1985) and Disassembly and Inspection: The condition of valves
its supplement (issued April 1988) recommend that and motor operators can be adequately determined by
utilities develop and implement a program to ensure that disassembly and inspection; however, the difficulties
switch settings for MOVs in several specified safety- encountered are, for example, scheduling additional
related systems are selected, set, and maintained so that maintenance work during already busy outages and ae-
the MOVs will be capable of operating under design- counting for additional radiation exposure to malnte-
basis conditions for the life of the plant. In June 1989, nance personnel. Thus, several non-intrusive MOV
the NRC issued Genetic Letter (GL) 89-10 "Safety- diagnostic techniques were developed.
Related Motor-Operated Valve Testing and Surveil-
lance," which supersedes the recommendations in Available Monitoring Methods: The issuance of Bulletin
Bulletin 85-03 and its supplement. GL 89-10 extends 85-03, its supplement, and GL 89-10 has accelerated the
the scope of Bulletin 85-03 to include all safety-related development and commercialization of MOV monitoring
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Table 4.1. Summary of Common Motor-Operated Valve Deficiencies, Misadjustments, and Degraded Conditions
(from NRC Generic Letter 89-10)

, ,,,, , i

1. Incorrect torque switch bypass setting 19. Misadjustment or failure of handwheel de-clutch
mechanism

2. Incorrect torque switch setting 20. Relay problems (incorrect relays, dirt in relays,
deterioratedrelays, miswired relays)

3. Unbalanced torque switch 21. Incorrect thermaloverload switch settings

4. Spring pack gap or incorrect spring peak preload 22. Worn or broken bearings

5. Incorrect stem packing tightness 23. Broken or cracked limit switch and torque switch
components

6. Excessive inertia 24. Missing or modified torque switch limiter plate

7. Loose or tight stem-nut locknut 25. Improperly sized actuators

8. incorrect limit switch settings 26. Hydraulic Iockup

9. Stem wear 27. Incorrectmetallic materials for gears, keys, bolts,
shafts, etc.

10. Bent or broken stem 28. Degraded voltage (within design basics)

11. Worn or broken gears 29. Defective motor control logic

12. Grease problems (hardening, migration into 30. Excessive seating or backseating force application
spring pack, lack of grease, excessive grease,
contamination, non-specified grease)

13. Motor insulation or rotor degradation 31. Incorrect reassembly or adjustment after mainte-
nance and/or testing

14. Incorrect wire s_.e or degraded wiring 32. Unauthorized modifications or adjustments

15. Disk/seat binding (includes thermal binding) 33. Torque switch or limit switch binding

16. Water in internal parts or deterioration therefrom

17. Motor undersized (for degraded voltage condi-
tions or other conditions)

18. Incorrect valve position indication
, j._.,

systems. Several of these systems have recently been quantitative informationrelated to the condition of the
modified to provide specific capabilities needed to motor, the motor operator, and the valve across a wide
resolve GL 89-10. range of levels, including:

MOV monitoring systems operate by making measure- s mean values
ments of one or more MOV parameters and providing s gross variations during a valve stroke
graphical displays (signatures) for manual and/or s short-timeduration events (transients)
automated analyses. These signatures provide detailed • periodic events
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switches properly; however, they also provide informa- thrust would suggest that the increase in running load
tion useful in assessing MOV aging and service wear. was due to the valve (e.g., from increased packing
The sensitivity and selectivity available from these tightness or from increased rubbing within the valve)
systems provide the capability to identify both the type rather than from within the motoroperator. Conversely,
and location of MOV problems, so that corrective if the levels of stem thrust are normal, increased friction
actions can be carded out quickly and efficiently, from gears and bearings within the motor operator may

be the cause. In that regard, the MOV diagnostics
These systems generally monitor one or more of the provided by these commercial systems are strongly
following parameters: based on concurrent analyses of several signatures.

• Valve stem position, torque, and thrust, These systems canbe used efficiently to respondto most
• Spring pack displacement of the deficiencies, misadjustments, and degraded
• Time of actuation of all control switches conditions listed in GL 89-10. The diagnostic accuracy
• Motor current, voltage, and power of these systems, however, are all dependent (in varying
• Actuator vibration degrees) on the skill of the person using the system. It
• Actuator output torque is likely that a few of the deficient conditions listed in

GL 89-10 will be detected only by on-site inspections (in
While many of the commercial MOV diagnostic systems some cases, involving disassembly). Such conditions
monitor similar parameters (e.g., motor current, spring include: grease problems, water in internal parts,
pack displacement), they use different transducers and incorrect valve position indication, broken or cracked
signal conditioning equipmentand providevarying levels switch components, and incorrect metallic materials,
of signature analysis (interpretation). except in those cases where these deficiencies adversely

affect one or more of the parametersmonitored by these
Only one MOV measurable parameter, motor current, is systems.
monitored by all commercial systems because it may be
monitored remotely and nonlntrusively. Motor current The MOV monitoring systems should be useful for
provides much information related to the condition of resolving MOV issues that concern the NRC and the
the motor, operator, and valve (although the level of nuclear industry. In the last few years, there has been
informationextracted from MOV motor current signals a dramatic increase in the number of systems available
varies from system to system), and in their capabilities. With their continued use and

development, the ability to identify and quantify MOV
Valve stem thrust also is commonly monitored. Most aging and the effect of service wear will improve.
systems use sensors that either monitorstem thrust (stem These systems not only give the utilities a means for
strain) directly or monitor the reaction forces in other determining MOV operability, but offer the tools
structures (e.g., yoke, bolts). Monitoring stem thrust necessary for carrying out predictive maintenance.
using one of these techniques is generally more accurate
than an indirect method, such as deriving stem thrust 4.2.3.3 Conclusions for Motor-Operated Valves
from other measurements, because the relationship
between stem thrust and other measurable parameters According to the MTI reports, the N'RC paid a great
(such as spring pack displacement, motor current) can deal of attention to utility maintenance practices for
vary over time due to such changes as lubrication and MOVs, particularly focusing on the responses to Bulletin
gear mesh friction. 85-03 and Generic Le_r 89-10. Some significant

insights on aging could be gleaned from the MTI
Because each MOV measurable parameter provides reports.
different (and complementary) information, the simulta-
neous monitoringof more than one of these parameters Thus, as noted previously for the AFW system in
can give additional diagnostic details unavailable from Appendix E, Section 1.1, at St. Lucie, following a
any one measurement. For example, an unusually high manual reactor trip, both AFW system MOVs for the
running current may indicate increased running loads, discharge side of the motor-driven pumps could not be
although the precise source of the increase may be repositioned because in one case, the stem and nut were
difficult to determine from motor currentmeasurements galled and seized together, and in the other case,
alone. A simultaneously observed increase in stem because the drive pinion gear on the limit switch had
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worn to the point that it did not mesh with the drive- mode failure of melamine torque switches, other nega-
sleeve bevel gear. rive MOV maintenance practices were noted. At South

Texas, the prioritizationscheme for MOV maintenance
At both LaSalle ar.d Prairie Island, the NRC cited emphasized personnel availability rather than technical
violations for failure to promptly respond to a 10 CFR justification for deferring PM. The utility also failed to
21 notification by Limitorque about common mode recognize the connection between PM deferrals for
failure of melamine MOV torque switches. The cause MOVs and an increased rate of MOV failure to function
of the failure was post-mold shrinkage, affected by upon demand.
temperature and age.

Examples of poor MOV maintenancepractices were as

At Fermi, the utility concluded that the practice of follows. At Waterford, three environmentaUy-qualified,
"power" or coast-in backseating was only potentially safety-relatedMOVs inside the reactorbuilding (contain-
harmful to large, fast-acting valves, ment) were lubricated with a mixture of two different

types of greases, contraryto the instructions in the plant
Several plants were cited as having good reliability- lubrication manual, which specified only one type of
centered maintenance for MOVs. At San Onofre, the grease; this was cited by the NRC as a violation. Also,
implementation of a PM program for MOVs and a at South Texas, the NRC noted that the limit
diagnostic testing program had significantly reduced switch/torque switch compartment of an EQ MOV was
MOV failures since 1987. At Zion and Dresden, the not sealed because the cover gasket had been totally
MOV overhaul programs included a complete inspec- compressed and hardened. Supplementalholes had been
tion; resistance testing of the motor; lubrication of the punched in the gasket so it would fit in the existing bolt
main gear case, the limit switch compartment and the pattern.
valve stem; and proper setting of the torque and limit
switches. At Zion, there had been a 40% reduction in The most common deficiency in predictive maintenance
MOV failures in one year as a result of the program, and condition monitoring was not applying diagnostic

techniques, such as MOVATS and VOTES, to an
Good examples of MOV preventive maintenance practic- adequate sample of MOVs. Specifically, at several
es also were cited at Maine Yankee, Waterford, H.B. plants, MOVATS testing was not applied to any safety-
Robinson, and Fermi. At Waterford, the scope of the related valves not covered by Bulletin 85-03, nor to any
MOV program, which the NRC considered to be BOP valves. Also, inadequate monitoring was noted at
significantly above the industry norm, included both River Bend, where contrary to the requirements for
safety-related and BOP valves, prompt inspectionand retorquingof the yoke and bonnet

bolts on an RHR test return MOV, a run-out check with
The NRC focused extensively on predictive maintenance dial indicators to check for bent stem at the time of
and condition monitoring of MOVs. Almost every plant stroking was not performed; this was cited as a viola-
used some condition monitoring technique, such as tion.
MOVATS, for their MOVs. At Indian Point 3, engi-
neering personnel took colored photographs of many The most common deficiency in PMT was inadequate
MOV internals during the previous outage, showing specification of test requirements and/or acceptance
whether the operators had two- or four-limit switch criteria. In some cases, PMT applicable to the scope of
rotors, an approved torque switch, and correct jumper work was not performed.
wires. Some plants also were using the VOTES tech-
nique, which indirectly measures stem thrust by measur- An adverse trend of MOV failures involving Limitorque
ing yoke strain through the entire valve stroke, operators and Masoneilan valves was notedat Sequoyah.

In over 9 years, 284 Masoneilan valves with stem
The same techniques of MOVATS and VOTES were rotation problems were identified.
used for post-maintenance testing at several plants. A
few examples of positive failure trending programs and Finally, the NRC cited the failure of several BWRs to
root cause analyses involving MOVs also were cited, conduct root cause analysis following MOV failures.

The failures involved the HPCI, Isolation Condenser
In addition to the violations cited for slowness to Makeup, and RHR systems.
respond to MOV aging concerns regarding common-
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Much progress was being made in the area of MOV • Body Assembl_ Erosion, corrosion and rup-
maintenance at the time of the MTIs, generally spurred ture of valve bodies; loosening and breakage of
by the need to respond to NRC Bulletin 85-03, and fasteners
subsequently, to NRC Generic Letter 89-10. Diagnostic
testing of MOVs was proceeding both for predictive • Internals: Wear, erosion and corrosion of hinge
maintenance and post-maintenance testing. However, pins, seats and discs; wear and fracture of hinge
some poor maintenance practices were noted, and pi_ and arms; loosening, overtightening and
failures to conduct root cause analysis for some impor- breakage of disc nuts; presence of foreign
tant MOV failures detracted from the overall positive material
outlook.

• Seals___2Deterioration of cap gaskets
4.2.4 Check Valves

MT! Reports
The function of a check valve is simply to open to
permit flow in one direction and to close to prevent flow Mechanisms of age-related degradation include pitting,
in the other direction. Most check valves are self- erosion/corrosion of valve body , loose springs, damaged
actuating, that is, they require no external mechanical or rubber seat, leaking valves, stuck open disc, and block-
electrical signal to either open or close. Thus, most age of flow path by accumulation of boric acid. Corro-
check valves have no capability to be actuated other than sion and separationof the hinge pins, hinge arms, discs,
by changing the direction of flow through the valve, and disc nut pins resulting from the turbulent flow of
Several types of check valves are commonly used, such fluid have caused check valves to fail prematurely.
as the swing-check, piston-lift, ball, stop-check, tilting-
disc, and duo-check designs. These valves are used NPA_RStudy
extensively in nuclear power plant safety systems and
balance-of-plant systems. Since 1980, numerous NRC Failures of check valves have been attributed largely to
Inspection and Enforcement 0E) Notices and Bulletins severe degradation of internal parts (e.g., hinge pins,
have been issued that identify check valve problems and hinge arms, discs, and disc nut pins) resulting from
recommend courses of action. Check valve failures instability (flutter) of check valve discs under normal
have resulted in significant maintenance efforts and, on plant operating conditions. The instability of check
occasion, have resulted in water hammer, overpressu- valves may be a result of misapplication(using oversized
rization of low-pressure systems, and damage to flow valves) and exacerbated by low flow condition_,and/or
system components. Several diagnostic monitoring upstream flow disturbances.
methods are now available for detecting the aging of
check valves and service wear efforts (degradation), The nuclear industryitself also recommends that nuclear
check valve failures, and undesirable operating modes, power plants establish a preventive maintenance program

to ensure the reliability of check valves. The mainte-
4.2.4.1 Aging Insights nance programshould include periodic testing, surveil-

lance monitoring, and/or disassembly and inspection.
Check valves fail to function in five ways:

4.2.4.2 Managing Aging
• Failure to open
• Failure to close _use check valves contain simple passive compo-
• Plugged (limited or no flow through a normally nents, very little maintenance can be done to mitigate

open valve) aging effects. Most activities are done to verify opera-
s Reverse (internal) leakage bility. Full-flow and back-flow testing of check valves
• External leakage have been specified by the NRC in Generic Letter 89-

04.26, 27

Several check valve sites are susceptible to aging-related
degradation. These sites and the corresponding aging
mechanisms are:
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MTI Reports 4.2.4.3 Conclusions for Check Valves

Among the problems with check valves were leakage During the MTIs, much attention was paid to the
from instrument air accumulators and stuck-open utility's maintenance of cheek valves, in light of NRC
flappers. Information Notice 86-01 concerning failures of check

valves. The NRC also had issued Generic Letter 89-04,

Preventive Maintenance: The activities included in the which provided guidance on developing acceptable in-
PM program are periodic inspection, acoustic monitor- service testing programs.
ing, leak testing, and stroke testing of the valves.
Because of their passive nature, no structured PM In the MTI reports reviewed, there were only a few
program was noted that is applicable to all check valves, specific insights on aging. At D.C. Cook, 4 out of 29

check valves showed minor pitting, one showed signs of
PredictiveMaintenance/ConditionMonitoring/PMT/Tre- erosion and corrosion, and one with a centerline split
nding/RCA/PRA: In general, only limited activity was disc had a loose spring, an eroded stem hinge, and a
occurring in these areas. Trial use of techniques for damaged rubber seat insert. At Limerick, 10 to 20
acoustic emission monitoring had begun at some plants, percent of the cheek valves of the Essential Service
Utilities had responded in particular to NRC Information Water system had restricted disc travel caused by the
Notice 86-01_. buildup of corrosion.

NPAR Study In response to the NRC notices, some plants had intensi-
fied their cheek valve maintenance programs. However,

Disassembly and Inspection: Utilities periodically at Sequoyah, a Main Steam swing cheek valve was
disassemble and inspect to respond to NRC recommen- inspected and showed degradation, and two of the
dations. While disassembly and inspection provides remaining three valves required replacement of parts.
adequate information on valve condition, there are Instead, the valves were repaired by weld buildup, and
several disadvantages, including, for example, the need subsequently failed, mainly from large weld-induced
to schedule additional maintenance work during already stresses.
busy outages, additional radiation exposure to mainte-
nance personnel, and the possibility that errors in valve Numerous examples of positive condition monitoring
reassembly can go undetected (for valves that cannot be activities in response to the NRC notices were cited by
tested with flow). Thus, several non-intrusive check the NRC. For example, at Calvert Cliffs, the utility was
valve diagnostic techniques have been developed, actively involved in resolving industry and plant con-

cerns about check valves. The Nuclear Industry Check
Monitoring Methods: The monitoring methods for check (NIC) Valve Group was evaluating non-intrusive tech-
valves can provide diagnostic information that is useful niques for testing. Out of 400 cheek valves at both
in determining the condition of the valve (e.g., integrity Calvert Cliffs units, 30 were to be acoustically moni-
of internal parts), and its operating state (stable or unsta- tored in 1991. Similarly, at River Bend, an acoustic
ble). These methods use different transducers and monitoring program was being developed for check
principles of operation; hence, they provide different valves, and the utility was working with EPRI and other
capabilities and suffer from different limitations, utilities to evaluate degraded performance of check
Monitoring methods are summarized in Table 4.2, along valves in the laboratory using the acoustic emission
with selected diagnostic capabilities and limitations, monitoring (AEM) program. A few examples of

positive post maintenance testing and failure trending
None of the methods examined can, by themselves, activities also were cited.
monitor the position and motion of valve internals and
valve leakage; however, the combination of acoustic On the negative side, poor condition monitoring praetic-
emission with either of the other methods yields a es were noted at several plants. At Fermi, the NRC
monitoring system that succeeds in determining vital cited a violation because procedural inadequacies
operational information on cheek valves. Table 4.2 resulted in failure to full stroke test four testable check
summarizes some of the methods available for monitor- valves in the RHR and Core Spray systems. The test

ing check valves, actuator provided only a partial stroke. Full-flow testing
was performed by other procedures. Also, in the
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Table 4.2. Selected Diagnostic Ca mbilities and Limitations of Check Valve Monitoring Methods 1
,, , ....

Monitors
Detects Detects disc

valve Detects fluttering Sensitivity position Works
internal internal (no Non- to ambient throughout with

Method leakage impacts impacts) intrusive conditions= full range of all fluids

disc travel j
'_ ' iii i ' ' " "

Acoustic Yes Yes No Yes Sensitiveto No Yes
emission externally

generated
noise/
vibration

,,, , ,

Ultrasonic No Yes Yes Yes Unknown Not in all No - low
inspection (indirectly) cases density

becauseof fluid (e.g.,
limited view- airor

ing steam)may
angleoftrans-result
ducer in severe

attentuation

ofsignals
, , ,, ,, , , ,,, ,,

Internal No Yes Yes No - re- Sensitiveto Yes Yes

Permanent (indirectly) q u ire s nearbyexter-
Magnet installationhalmagnetic
Techniques of perma- fields(e.g.,

nentmag- frommotors)
netinside
the valve

, ,, ,,, , , ,, ,,

External No Yes Yes Yes DC Method - Yes Yes

AC and DC (indirectly) Sensitive to
Magnetic nearby exter-
Techniques hal magnetic

fields (e.g.,
from motors)

t Radiographyand pressure noise analysis methods are not summarized in this table. This table does not reflect other
attributessuch as cost, ease of use.

2 Temperatureand radiationeffects are unknown.

Standby Liquid Control System, closure of check valves In post maintenance testing, another example of the
was not being tested despite the requirements of the violation cited at Fermi was the acceptance of an RHR
ASME Code Section XI for testing valves which are check valve by operations personnel without a stroke test

required to close to prevent reverse flow. Similar following maintenance. The valve subsequently did not
examples were cited at H.B. Robinson, where three stroke and had been incorrectly reassembled. Adequate
MSIV Instrument Air accumulator check valves, re- instructions had not been provided.

quired to maintain the MSIVs in the closed position,
were not included in the ASME Code Section, XI testing A few deficiencies in trending failures of check valves

program, and at Sun'y, where check valves, which were cited, such as at Rancho Seco, where there were

ensure operability of backup accumulators for air- incomplete or missing entries of information for
operated valves required for safe shutdown, were not NPRDS-reportable failures pertaining to Instrument Air
included in the IST program, check valves. Also, at Fitzpatrick, during a check valve

inspection, when an adverse condition was found, the
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Comment and Apparent Cause portions of the tracking
form were left blank.

Finally, regarding root cause analysis, a violation was
cited by the NRC at Rancho See.o, because a nonconfor-
mance report had not been written after debris had
caused two InstrumentAir check valves to fail during a
special test. The problem had not been recognized for
its generic implications, nor the risks of using sealing
tape on threaded joints.

To summarize, the MTI reports suggest that utilities
have increased their maintenance of check valves.

Progress had been made, particularly in condition
monitoring, with many plants implementing such
programs for check valves. In a few cases, acoustic
monitoring techniques were specifically mentioned.
However, these programs were at an early stage of
development at the time of the MTIs and so their
effectiveness was unknown. Additional efforts in failure

trending and root cause analysis would be beneficial as
well.
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5.0 GENERAL SUMMARY AND CONCLU- technical support, poor control of vendor manuals, and
SIONS lack of incorporationof vendor recommendations.

The NRC staff assessed the maintenance programs at 5.1.3 Predictive Maintenance and Condition Moni-
every nuclear power plant site in the country. In the toring
process, a large database was made available which,
after extracting and reorganizing, could be presented in In general, the use of advanced condition monitoring
a perspective useful to those concerned with managing techniques was in the early stages of implementation at
aging-related degradationof nuclearpower plant systems most plants at the time of the MTIs. However, in many
and components. The information lends itself more to eases, an impressive trend of increasing use of such
qualitative rather than quantitative evaluation; therefore, techniques could be seen. A good example ofa utility's
the focus of this report is on providing qualitative initiative was the MESAC or micro-electronic surveil-
assessments of the programmatic areas, and on discuss- lance and calibration system designed and developed at
ing this information for systems and components. A the Braidwood station to dynamically test instrument
summary of the conclusions follows, systems. Examples were cited at two plants, where

condition monitoring techniques were successfully used
5.1 Programmatic Areas to identify degraded equipment, so that replacements

could be scheduled rather than following an unexpected
5.1.1 Specific Aging Insights failure. The most common techniques were thermogra-

phy, analysis of lube oil, and vibration monitoring of
While some utilities appeared to assume a proactive rotating equipment.
stance to prevent aging-related failures of both safety-
related and important balance-of plant systems and Examples of violations cited were of failures to conduct
components, others seemed to be taking a passive or timely testing of circuit breakers, MOVs, and turbine-
reactive stance. Differing maintenance philosophies, driven Auxiliary Feedwater pumps; also there were
financial resources, and lack of regulatory requirements potential deviations from the testing and acceptance
have affected plant management's attention to aging criteria of the ASME Boiler and Pressure Vessel Code
concerns. It did not appear that any utility had a Section XI.
separate program to address the management of aging.
From reviewing the 44 MTI reports, it can be concluded 5.1.4 Post-Maintenance Testing
that, at the time of the inspections, the management of
aging as a forward-looking program was in its early Some utilities relied upon the surveillance tests (required
stages of implementation, by the Technical Specifications) to satisfy PMT require-

meats, particularly for I&C components. The NRC
5.1.2 Preventive Maintenance usually considered this method to be acceptable except

for complex mechanical and electrical components, such
Degradation caused by aging can only be effectively as pumps and circuit breakers, where such testing was
managed if the basic preventive and corrective mainte- considered an operational test, rather than a specific test,
nance programs are suitably designed and implemented, which focused on the actual maintenance work per-
All utilities have maintenance programs, many of which formed.
are well designed with noteworthy practices. For
example, two plants, Clinton and Perry, implemented a Other problems noted included the lack of specific PMT
13-week "rolling" maintenance schedule in which an requirements, lack of involvement of System Engineers
entire safety division of systems and components are in setting PMT requirements, and poor documentation of
removed simultaneously for maintenance and periodic PMT results.
surveillance testing. Other good practices were the
initiation of Reliability Centered Maintenance programs, At least two examples of PMT-related violations were
procedure reviews, and the development and use of cited. V_qaileexamples of well documented and imple-
computerized maintenance databases. Most weaknesses mented PMT programs were noted, it can be concluded
identified were in implementing these programs, includ- that PMT was a weak area at many plants at the time of
ing failure to complete the required maintenance prompt- the MTIs.
ly, failing to follow procedures, lack of engineering
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5.1.5 Failure Trending programs for a limited number of the most important
systems.

To successfully manage aging, detecting equipment
degradation or increasing failure rates is essential. One PRA was most commonly used for more higher level
of the tools available to maintenance management is decision making such as scheduling system outages,
trend analysis. The ev',duatioa of the MTI reports justifying limiting conditions of operation (LCOs),
revealed that most plants were deficient in some way in determining the importance of implementing modifica-
this area. Poor description,.,of the cause of failure of tions, and prioritizing the order of implementation for
particular components was one of the most common those selected. Because such modeling still is in the
problems inhibiting failure trending analysis. While it development stages in the nuclear power industry, no
difficult to assess the safety significance of some nega- mention was made in any of the 44 MTI reports of
tive findings, it is clear that at a substantial number of modeling of a plant PRA using time-dependent failure
plants, a lack of commitment to monitor long-term rates for the basic system components, which is the only
degradation and failure histories of key components, way in which PRAs can be used to manage aging.
systems, and structures makes it unlikely that the
maintenance programwill be effective in detecting and 5.2 Systems and Components
mitigatingthe effects of aging.

5.2.1 Systems
5.1.6 Root Cause Analysis

5.2.1.1 Auxiliary Feedwater
The NRC cited several cases of very well performed and
documented cases of root cause analysis, as well as a The most prominent positive features noted pertained to
few eases where System Engineers were involved in the condition monitoring techniques applied to the AFWS
process. However, more deficiencies were cited than pumps, such as vibrational analysis, oil sampling, and
positive examples, pump differential pressure measurements.

There were several instances where utilities failed to Although the AFWS is generally considered to be one of
take timely action to perform a root cause analysis, and the most important systems in a PWR, there were
thereby failed to take corrective actions, There were several serious deficiencies, such as the incident at
numerous examples of poor documentation of "As Rancho Seco following a post-maintenance test on the
Found" conditions, as well as examples of analyses governor of the AF'3VSsteam turbine-driven pump and
which were not sufficiently deep, or were characterized the overspeed trip, in which both trains of the AFWS
by the NRC as poor, or where the threshold for initiat- were overpressurized beyond their design stress values.
ing analysis was too high or ill defined. Procedures
sometimes had inadequate details on how to perform a Other examples of never testing the AFWS turbine-
root cause analysis, and system engineers were inade- driven overspeed device, or of allowing scheduled tests
quately trained and not actively involved in trending and to elapse (17 years), were noted, as well as failure to
root cause analysis, incorporate important recommendations from the vendor

about leakage of the pump packing. Some specific
While the NRC cited several examples of thorough and aging-related failures of AFWS MOVs and check valves
detailed analyses and proper recording of the causes of also were cited.
failure, as with post-maintenance testing and failure
trending, it can be concluded that root cause analysis 5.2.1.2 Feedwater Systems
was another generally weak area at the time of the
MTIs. At at least one plant, an Important-to-Safety category

had been established, which included Feedwater pumps
5.1.7 Usage of Probabilistic Risk Assessment and control valves. At other plants, the MFW was often

included in the Reliability Centered Maintenance pro-
Only a few utilities were identified as actively using gram.
PRA, of which even fewer were using it specifically in
the maintenance process. Some utilities were imple- Techniques for monitoring the thinning of the pipe wall
menting Reliability Centered Maintenance (RCM) due to erosion and corrosion were applied to many
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different lines on the BOP side, such as extraction steam Examples of poor maintenance practices were cited,
and heater drains. Rotating equipment sometimes such as lack of chemical treatment of an Emergency
identified as being monitored for vibration included the Service Water spray pond that caused piping and valves
MFW pump turbines and the condensate pumps. Lube to become filled with sludge and scale. Failing to
oil of MFW pumps also was sampled, incorporate maintenancegood practices recommendedby

industry, and also vendor recommendations were cited.
On the negative side, leakage from the MFW pump, Inadequately specified acceptance criteria for condition
either of oil or water at the seals, was the most common monitoring and inspecting internals of check valves, and
aging-related failure or degradation in the MFW system for post-maintenance testing specifications of other
observed by the NRC. MFW flow control valves were components also were noted. Root cause analyses were
sometimes noted for their high frequency of mainte- inadequately performed in some cases for SW compo-
nance. Deficiencies were noted in the documentationof nents.
maintenance records, which were sometimes ineffective
for trending and root cause analyses. The root cause In summary, the MTI reports showed that while there
analyses were sometimes superficial, citing symptoms, were many examples of inadequate maintenance activi-
not causes, ties for SW systems, utilities were conscious of SW as

a problem system which warranted increased mainte-
5.2.1.3 High Pressure Injection Systems nance attention.

Good maintenancepractices were noted at some plants, 5.2.1.5 Instrument Air and Emergency Diesel Gener-
such as the HPCI Maintenance ImprovementProgram at ator Air Start Systems and Compressors
Dresden, which included an MOV upgrade and preven-
tive maintenanceprogram, andenhanced failureanalysis Very significant aging-related problems were noted at
and post-maintenance t_ting. Condition monitoring Surry in the EDGAS, which were caused by moisture-
techniques, such as MOVATS, were applied to HPI induced deterioration of compressor valves and the
MOVs in many cases and vibration analysis performed unavailability of replacements. These problems forced
on HPI pumps, replacement of the six air compressors. There was no

programto monitor or control EDG starting air quality.
On the negative side, at one plant, some IEEE standard Leakage from the InstrumentAir system header was 47
maintenance practices for motors in the Safety Injection CFM, which the NRC considered excessive. The drier
System were not implemented. Incorporation of vendor filters of the Containment IA system had not been
recommendations also was inadequate in some cases, replaced since installation 7 years earlier, and the system
Examples were noted where root cause analyses were could not maintain the required dew point (35°F), even
either inadequately performedor notperformed at all, as under optimum conditions.
in the case of a HPCI MOV failure. Oil leakage was
noted on HPI pumps at both BWRs and PWRs, and At Palisades, an emergency diesel generator could not
leakage was observed on MOVs. be startedbecause the air compressor would not operate.

At ANO, there were numerous IA system parts in
Although High Pressure Injection systems are important storagewhose shelf life had expired, indicating a lackof
for mitigating many accident scenarios, therewere some awareness of aging of non-safety related equipment.
serious maintenance-related deficiencies. Similar partswere in service even longer than the parts

in storage. At Shearon Harris, even though the Rotary
5.2.1.4 Service Water Systems Air Compressor was now supplying 100% of stationIA

requirements, there were no formal preventive or
Several plants were well aware of problems in their corrective maintenance, operations, or surveillance
Service Water systems caused by erosion and corrosion, procedures. At H.B. Robinson, important vendor
and had either begun or planned to take corrective recommendations concerning the wear rate for the
actions, such as at Salem, where the SW piping will be Teflon wear and seal rings of the IA compressors had
replaced with 6% molybdenum stainless steel piping by not been incorporated into the PM procedure. At St.
1995. The SW system was included in the Reliability Lucie, only major non-safety related equipment such as
Centered Maintenance program at several plants. IA compressors were subject to PMT, and the instruc-
Several plants monitored vibration in the SW pumps, tions and acceptance criteria were vague.
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On the positive side, examples of rigorous and thorough 5.2.2.2 Electrical Components: Breakers, Switchgear,
root cause analyses were cited, such as at Cooper, Relays and Motor Control Centers (MCCs)
following the ruptureof an IA drier post-filter housing
which ultimatelycaused a reactor trip, and atWaterford, The NRC noted some examples of good responsiveness
where there was low flow of the IA and Station Air to concerns about aging of electrical equipment, such as
compressors and prematuredegradation of the compres- at Sequoyah where PM procedures had been revised to
sor. inspect for cracks and to replace main toggle link pins

in 6900 VAC circuit breakers. The pins had a signifi-
The IA and EDGAS systems were inadequately main- cant failure rate early in plant life.
rainedat several plants at the time of the MTIs.

Good preventive maintenance practices were noted at
5.2.2 Components plants such as at Shearon Harris, where approximately

one-half of the switchgear received PM at every refuel-
5.2.2.1 Emergency Diesel Generators ing outage, and at Waterford, where reactor trip break-

ers were refurbished every five years in response to the
Some notable PM practices concerning EDGs were manufacturer's warning that the grease may solidify.
identified, such as at Indian Point 2, where, based on
very positive results of a 12-year PM on one of the On the negative side, some examples of slow response
EDOs, a modified 12-year PM was performed on the to aging concerns and the neglect of circuit breaker
remainingtwo EDGs, even though they were not due for maintenance were identified, as at Duane Arnold where
the 12-year PM. At Indian Point 3, a Component a violation was cited for an inadequate response to a
Engineer was assigned as the head of a team of engi- vendor's 1979 service advice letter about premature
neers to conductPM on the EDGs. The EDGs were one wear of Tuf-LOC Teflon-coated fiberglass sleeve
of the components frequently selected for analysis of bearings in 4160 VAC breakers. The components
lube oil. affected included the RHR and Reactor Recirculation

pumps. At Dresden, violations were cited because
On the negative side, at Palisades, a flow switch had breakers for two of the Containment Cooling Service
been incorrectly bypassed for at least 8 months. Under Water pumps had not been overhauled since 1976.
certain conditions, upon starting, the engine could be Other safety-related breakers had not been maintained
stressed causing accelerated aging and, possibly, harder since the 1970s. Also at Dresden, the emergency diesel
starts, generator excitation field breakers and the Reactor

Protection System breakers were not included in the PM
Several plants were cited for violations concerning poor program. At 1%io Verde, the NRC expressed concern
PM practices, including the lack of full thread engage- over the availability of spare reactor trip breakers or
ment for the terminal lugs of an EDG excitation panel, parts.
the lack of a QC inspection of critical reassembly steps
and clearance measurements of an EDG at Cooper, and Procedural deficiencies also were noted, such as at H.B.
the omission from the PM program of the EDG excita- Robinson, where a very simple checklist was used to
tion field breakers at Dresden. There were examples of conduct PM of 4160 VAC switchgear. An example of
failure to incorporate vendor recommendations, poor predictive maintenance and condition monitoring

was cited at LaSalle, where the output breakers of the
In root cause analysis, violations were cited for failing other EDGs and the HPCS EDG were not inspected,
to take aggressive actions to resolve the problems with following failure of one EDG output breaker to close in
the EDG jacket cooling water systems at Palo Verde and the required 13 seconds. Several plants had no program
Duane Arnold. to test molded case circuit breakers.

Although emergency diesel generators are critically Some plants were cited for failing to respond to trends
important for the loss of offsite power conditions, there noted in safety-related switchgear, and also for inade-
were several deficiencies at some plants which the NRC quate root cause analysis: an example of the latter was
identified as violations. Increased attention to EDG the failure of an Isolation Condenser Makeup MOV at
maintenance is warrantedat several plants, based upon Dresden. At several plants, 345 kV switchyard type
the MTI reports.
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breakers,which affect availability of offsite power, had failures of MOVs to operate on demand was not recog-
failed, nized.

While the NRC cited examples of good maintenance Post-maintenance testing and/or acceptance criteria were
practices for electrical components, they also found sometimes inadequately specified or the testing was not
several examples of comparatively serious maintenance applicable to the scope of work performed. The NRC
deficiencies for safety-related and important to safety, noted failures to conduct root cause analysis following
i.e., offsite power-related, electrical components. MOV failures at several BWRs, and which involved the
Increased attention to maintenance practices for electri- HPCI, Isolation Condenser Makeup, and RHR systems.
cal components may be warranted at several plants.

Much progress was being made in MOV maintenance,
5.2.2.3 Motor Operated Valves which was generally spurredby the need to respond to

NRC Bulletin 85-03, and subsequently to NRC Generic
The NRC paid a great deal of attention to utility mainte- _r 89-10. Diagnostic testing of MOVs was proceed-
nance practices for MOVs, particularlyfocusing on the ing both for predictive and post-maintenance testing.
responses to Bulletin 85-03 and Generic Letter 89-10. However, some poor maintenance practices were noted,

and failures to conduct root cause analyses for some
A specific example of aging of MOV component parts important MOV failures detracted from the overall
was cited by the NRC at St. Lucie where, following a positive outlook.
manual reactor trip, both AFWS discharge MOVs for
the motor-driven pumps could not be repositioned; in 5.2.2.4 Check Valves
one case, because the stem and nut were galled and
seized together, and in the other case, because the pinion The NRC also focused on utility maintenance of check
gear of the limit switch drive had worn to the point that valves. The utilities were responding to NRC Informa-
it was not meshed with the drive sleeve bevel gear. tion Notice 86-01 concerning failures of check valves.
Both LaSalle and Prairie Island were cited for violations At Limerick, 10-20% of Essential Service Water check
because of failure to promptly respond to a 10 CFR 21 valves had restricted disc travel due to buildup of
notification about common mode failure of melamine corrosion, In response, some plants had intensified their
MOV torque switches caused by post-mold shrinkage maintenance programs.
affected by temperature and age.

Numerous examples of positive condition monitoring
At San Onofre, Dresden, and Zion, PM programs techniques were evident, such as at Calvert Cliffs, where
specifically aimed at MOV failure rates. These pro- the utility was actively involved in resolving industry
grams included complete inspection, motor resistance and plant concerns about check valves. The Nuclear
testing, lubrication of the main gear case, the limit Industry Check (NIC) Valve Groupwas evaluating non-
switch compartment, and the valve stem, and proper intrusive testing techniques. Out of 400 check valves at
setting of torque and limit switches, both units, 30 were to receive acoustic emission moni-

toring in 1991. River Bend also was working with
Almost every plant applied some form of condition EPRI on an acoustic emission monitoring program.
monitoring technique, such as MOVATS or VOTES, to
their MOVs. The most common deficiency was not Several plants had poormonitoring practices. At Fermi,
applying such techniques to an adequate sample of a violation was cited forprocedural inadequacies, which
MOVs. MOVATS testing was often not applied to any resulted in a failure to full-stroke test four testablecheck
safety-related MOVs not covered by Bulletin 85-03 nor valves in the RHR and Core Spray systems. In the
to any BOP valves. Standby Liquid Control System, closure of check valves

was not being tested, despite the requirements of the
Poor MOV maintenance practices included mixing two ASME Code Section XI for testing of valves which
different greases, which was a violation at Waterford. prevent reverse flow. Other examples involving the
At South Texas, the MOV maintenance schedule ap- failure to test MSIV Instrument Air Accumulator check
pearedto be based on the availabilityof personnel rather valves and other safe shutdown required valves were
than technical justificati,,n for deferring PM deferral, noted at H.B. Robinson and at Surry.
and the connection between PM deferral and increased
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Poor post-maintenance testing practices, which the NRC Maintenance programs enable users to institute both I
deemed a violation, were noted at Fermi where opera- preventive and predictive procedures. Preventive
tions personnel accepted an RHR check valve without a maintenance seeks to forestall failures by keeping
stroke test following maintenance. The valve subse- equipment in good condition. To this end, parts may be
quently did not stroke, and had been incorrectly re.as- lubricatedor replaced at regularly scheduled intervals to
sembled, because of inadequate instructions, ensure that the unit continues to run smoothly. Predic-

tive maintenance works on the assumption that break-
Deficiencies in failure trending were noted at some downs will occur even with regular replacement of
plants such as at Fitzpatrick, when an adverse condition parts. Therefore, actual operating conditions - includ-
was found during the inspection of check valves; the lag, for example, temperature, vibration, shaft align-
Comment and Apparent Cause portions of the tracking ment, and oil pressure - are continuously monitored and
form were left blank. At Rancho Seco, the NRC cited analyzed to catch problems before they prove fatal. In
as a violation the failure to recognize the risk signifi- this way, it can be determined when equipment overhaul
cance of using sealing tape on threaded joints, which or replacement is needed.
resulted when two IA check valves failed during a
special test due to debris. Brian Feeley, marketing manager at Ecta, stressed the

importance of working with an in-house expert when de-
To summarize, the utilities have increased their attention veloping a list of necessary preventive-maintenance tasks
to check valve maintenance. Progress has been made, at a factory. 'It is the pipefitter, the electrician, the
particularly in condition monitoring, with many plants foreman - or sometimes, the operator - who will know
implementing such programs for check valves. In a few the type of test needed to keep the equipment function-
cases, acoustic monitoring techniques were specifically ing,' he said.
mentioned. However, these programs were at an early
stage of development, and so their effectiveness is Emonitor is used at the Quantum Chemical Corp.
unknown. Additional efforts in failure trending and root (Cincinnati) petrochemical plant in Morris, Ill. The
cause analysis would be beneficial, plant manufactures a variety of plastics. Maintenance

technicians using handheidcomputers take over 175,000
5.3 Comments Concerning the NRC Maintenance vibration measurements on critical equipment in the

Rule plant annually.... Vibration data gathered by plant
technicians have helped prevent expensive machine

The new NRC Maintenance Rule 10CFR50.65, "Re- failures. For example, a loose tie rod on a compressor
quirements for Monitoring the Effectiveness of Mainte- was found by vibration analysis before it could damage
nance at Nuclear Power Plants," was approved and the compressor. On another occasion, vibration of a
issued on June 28, 1991, and has a five-year implemen- gear box that runs an agitator pinpointed two worn
tation period. This rule is performance-based and bearings and gears that were replaced by Quantum
requires an assessment of the effectiveness of a plant's technicians. Ordinarily, the gear box is shipped out of
maintenance program. Condition monitoring and the use the plant for repair and the entire gear train is replaced,
of industry-wide data are required for safety-related a much more expensive and time-consuming procedure.
SSCs as well as certain nonsafety-related SSCs. Regula-
tory Guide 1.160 for monitoring the effectiveness of
maintenance has since been issued. This guide in turn According to Clemmons, maintenance software is a
endorses guidance developed by the industry as provided valuable tool. 'For example, we perform bearing
in NUMARC 93-01. dissections to find out why bearings wear out and store

the information on the computer,' he said. Instead of
having to rely on the bearing manufacturer for informa-

5.4 Final Comments tion on part failure, Clemmons and his colleagues are
able to draw upon their own findings in the field.

In many ways, maintenance in a nuclear power plant is
really no different from maintenance at any industrial To better trace potential problems, the next stage in the
facility, as exemplified by excerpts from a recent article development of maintenance software will focus on
in M_hanical Eneineerine magazine:47 coordinating equipmentdata. 'The maintenance depart-

meat of the future will have a completely integrated
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maintenancedatabase, including infraredthermography, evolve to a form of reliability-centered maintenance in
ultrasonic testing, and metal thickness testing,' said the nuclear industry, the approach that was originally
Entek president Tony Shipley. User-friendliness will developed in the aircraft industry and which relies on
also be a key concern, because the programs must reviewing failure data to set maintenance and replace-
remain simple enough for novice technicians to use. ment frequency.

The relevance of these comments to the maintenance of Another example of the type of thinking taking place in
nuclear power plants is very clear. Improvements in the nuclear industry, also from the EPRI article, was
preventive and predictive maintenance programs, expressed by Don Eggett, program manager for nuclear
including failure trending and root cause analysis, plant aging and license renewal at Commonwealth
together with the development of an integrated mainte- Edison. He states that "theactivities that will need to be
nance database, will significantly improve the safety of carded out to meet the requirements of 10CFR50.65 -
nuclear power plant operations, the maintenance rule = will aid in facilitating the plans

we're developing and implementing with LCM or aging
In fact, according to a recent article in the EPRI Jour- management. They just can't function separately. Any
hal,48a new strategy to incorporate effective measuresto existing, effective maintenance program that manages
address age-related degradation of safety systems and age-related degradation should see only minimal impact
equipment covered under federal regulations that govern from the requirements of the maintenance rule. This
the renewal of licenses is being implemented at manyof would be true of any utility. We believe the rule will
the 111 nuclear power plants, as several reactors ap- just make our company's aging - management program
proach the expiration of their currentoperating license, that much stronger."

The concept, known either as life-cycle management In summary, we believe that by using many positive
(LCM), life optimization, or aging management, ranges features of maintenance programs highlighted in this
from a philosophy to a methodology, but as many as 20 report, and by improving the management of aging, the
plants have established programs and begun planning, effectiveness of maintenance programs would be en-
LCM seeks to coordinate the work of diverse, ongoing hanced, and with that, further improvement in the level
plant activities within a planningframework that extends of safety would be achieved.
for five to ten scheduled outages, or more, into the
future. LCM involves improving and making greater
use cf the extensive computer databases that contain
details of plant configurations, operating histories, and
maintenance and performance records of systems,
structures, and components. Also, it extends the
application of systematic screening and evaluation,
preventive maintenance prioritization and strategic
scheduling, condition monitoring, and collection and
analysis of wear and repair data to all SSCs that are
important to plant safety, reliability, and economics.

The article quotes Gerald Neils, an executive engineer
at Northern States Power, who ways that LCM "...is
going a little further than required by the regulators to
turn over the rocks to see if there are any worms under
them...CLCM) requires a change in attitude and an
acknowledgement that most of the existing maintenance
programs - such as check-valve maintenance, erosion-
corrosion pipewall thinning measurements, motor-
operated valve maintenance, and others that the NRC
compels us to do - we should perhaps be doing more
thoroughly than the NRC insists, as part of a long-term
maintenance strategy." According to Neils, LCM will
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APPENDIX A
CODING SCHEME DEFINITIONS

Area of Findin_

SSLF Storage Shelf Life
STRG Storage Conditions
CRSN Corrosion

LKG Leakage
CTMN Contamination
VIB Vibration
IST In-Service Testing
MCN Material Condition

MDF Material Defects (cracks)
DFN Definitions, wording
MFN Malfunction

SPPT Spare parts
PRGM Program
MTP Maintenance Practices or Procedures
RTM Response Timeliness
MGR Management Response
CMPE Component Engineering
SYE System Engineering
CMC Communications

RCM Reliability Centered Maintenance
ITP Inspection Practices
TFP Testing Practices or Procedures
EVAL Engineering Evaluation
EQLF Environmentally qualified lifetime
DSNENG Design Engineering
MINF Manufacturers' information

TDG Trending
ISI In-Service Inspection
OUTAGERA'I E Outage rate
UDVM Under development, linked to maintenance
PLS Planning Stages
NOA No Activity, no current actions
UDVN Under development, not linked to maintenance
NRC Used by NRC during MTI
CMPM Complete, used for maintenance
CMPN Complete, not used for maintenance
LTUS Limited Usage
VFP Failure to Perform
FTIR Failure to Implement Results
DCM Documentation
LUB Lubrication program
CNST Consistency
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Systems

CHAS Containment Hydrogen Analyzer
CRDM Control Rod Drive Mechanism

EDGAS Emergency Diesel Generator Air Start
IAS Instrument Air System
SAS Service Air System
EDGLO Emergency Diesel Generator Lube Oil
CACR Containment Air Cooing Recirculation
ACCRDM Air Cooling Control Rod Drive Mechanism
CVCS Chemical & Volume Control System
EDGFO Emergency Diesel Generator Fuel Oil
ECCS Emergency Core Cooling System
SGS Steam Generators
CRCW Circulating Water
SDV Scram Discharge Volume
ICM Isolation Condenser Makeup
ELCT Electrical
I&C Instrumentation & Control

AFW Auxiliary Feedwater
EFW Emergency Feedwater
CNDS Condensate

CCW Component Cooling Water
SCCW Secondary Component Cooling Water
VDC DC Electrical system
RAD Radiation Protection System
VLPM Vibration and Loose Parts Monitoring
MFW Main Feedwater

ELTG Emergency Lighting
SCWS Screen Wash System
SRLS Safety Related Systems - general
SIS Safety Injection System
CNDSVAC Condenser Vacuum
RHR Residual Heat Removal
CRD Control Rod Drive

HPCI High Pressure Coolant Injection
HVAC Heating, Ventilating and Air Conditioning
RRS Reactor Recirculation System
VAC AC Electrical system
CLRC Containment Leak Rate Control

SWS Service Water System
NSW Normal Service Water
CRHVAC Control Room HVAC

SLC Standby Liquid Control
BOP Balance of Plant

CS Core Spray
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EDGCWS Emergency Diesel Generator

i Cooling Water System
ICW Intake Cooling Water
RPS Reactor Protection System

Components

MOVS Motor-operated Valves
VLVS Valves - general
CVS Control Valves - general
CHVS Check Valves

TCV Temperature Control Valves
SRV Safety Relief Valve
AOV Air-operated Valve
FUSE Fuse

CTGS Coatings
BKRS Breakers

MSSVS Main Steam Safety Valves
RAT Reserve Auxiliary Transformers
MOVTSW Motor-operated Valve Torque Switch
MSAV Main Steam Atmospheric Valves
MSIVPT Main Steam Isolation Valve Poppet
MSIV Main Steam Isolation Valve

VLVPKG Valve Packing
DMPR Damper
XMFR Transformer

SWGR Switchgear
CMPR Compressor
MG Motor Generator Set
DCP DC Panels

LOHX Lube Oil Heat Exchanger
STMTB Steam Turbine
MCCS Motor Control Centers

BATCHGRS Battery Chargers
INSTR Instrumentation
SNBRS Snubbers
SFPF Spent Fuel Pool Filters
PMP Pump
BPMP Booster Pump
RLY Relay
BATS Batteries

EFPMP Electric Fire Pump
DFPMP Diesel Fire Pump
EDGCTPNL Emergency Diesel Generator Control Panel
XMTRS Transmitters
MNEXFN Main Exhaust Fan

PMPPKG Pump Packing
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FLTR Filter

CMPNTS Components
MCCBS Molded Case Circuit Breakers

NTRGN Nitrogen
CNTMTRADMNTR Containment Radiation Monitor

HYDRMTRS Hydromotors
STNR Strainer
DUCT Duct
TNKS Tanks
FCV Flow Control Valve
FLWXMTRS Flow Transmitters
480V/"I'HOL 480V Thermal Overload
TSTSW Test Switch

RRPS Reactor Recirculation Pump Seal
BUS Bus

Structures

DW Drywell
RXPED Reactor Pedestal
CNPT Containment Penetrations
TPS Tunnel Penetration Seal

Other

ASMEXI ASME B&PV Code Section XI
GNRL General

EQ Equipment Qualification
WPKG Completed Work Packages
CID Component Identification Codes
DTB Data Base (Inaccuracies or Omissions)
NPRDS Nuclear Plant Reliability Data System
QA Quality Assurance
NCRS Non Conformance Reports
PRSNL Personnel

THM Thermography or infra-red imaging
OSMP Oil Sampling
EDGEXH EDG Exhaust Gas

BATVLT Battery Voltage
HXq'TD Heat Exchanger Terminal Delta Temp.
PPDP Pump Differential Pressure
MOVATS Motor Operated Valve Analysis Test System
PHOTO Photographs
SPA Shock Pulse Analysis
UST Ultrasonic Testing
ACM Acoustic Monitoring
AEM Acoustic Emission Monitoring
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TSMMP Thermal Shield Movement Monitoring Program
CRSN/ERSN Corrosion/Erosion Monitoring
PWTHM Pipe Wall Thickness Measurement
FRG Ferrography
STBLT Strobe Light
LKGCNTRL/OW Leakage Control Oil and Water
RXPR Reactor Pressure
PRS Pressure

TMP Temperature
FLW Flow

STPT Setpoint
ECT Eddy Current Testing
VIS Visual
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APPENDIX B

SAMPLE askSam OUTPUT FOR CALVERT CLIFFS UNITS 1AND 2

CATEGORY[AGI-ATB-MCN-SGS][AGI-ATB-MTP-GNRL] CODE[CALCLFS-O3/90-AGI-OI-PAGE{04}]

Integrity of plant steam generators and fuel have remained high resulting in low
radiation contamination and health physics problems. Minimal shutdowns

resulting from inadequate maintenance.

CATEGORY[AGI-ATB-MCN-BOP-TURB] CODE[CALCLFS-03/90-AGI-02-PAGE{04}]

Housekeeping at turbine building elevation is superb.

CATEGORY[AGI-DFC-MCN-GNRL] CODE[CALCLFS-O3/90-AGI-O3-PAGE{09}]

Visual condition of plant equipment rooms, floor curbs and miscellaneous bolting
could be upgraded. Curbing for flood protection in equipment rooms was cracked

and chipped. Missing bolts and washers on equipment supports. (Evaluated as
part of NRC Bulletin 79-02 and 79-14).

CATEGORY[AGI-DFC-LKG-LHSI-PMPS] CODE[CALCLFS-03/90-AGI-04-PAGE{II}]

Recurring problem with low head safety injection (LHSI) pumps main flange casing
leaks. New gaskets had failed to solve the problem.

CATEGORY[AGI-DFC-MDF-CRHVAC-DUCT] CODE[CALCLFS-03/90-AGI-05-PAGE{II}]
Small holes and seam separation noted in ductwork flexible connectors for post
LOCA fans.

CATEGORY[AGI-DFC-MCN-CVCS-TNKS] CODE[CALCLFS-03/90-AGI-06-PAGE{13}]

Bladders in the CVCS suction stabilizer and discharge desurge tanks had failure
rate significantly higher than industry average. Possible causes were:

i. Bladder storage conditions and shelf life control.
2. Bladder installation.

3. Precharge pressure being low.

4. Length of time in service.
Seven recommendations made to improve bladder performance.

CATEGORY[AGI-DFC-PRGM-GNRL] CODE[CALCLFS-O3/90-AGI-07-PAGE{20}]

Plant aging considerations have not received a high priority for action since
other Performance Improvement Program changes have dominated utility resources.

CATEGORY[AGI-DFC-CRSN-SWS-VLVS] CODE[CALCLFS-O3/90-AGI-OS-PAGE{30}]
Service Water System (SWS) strainer shift valves for ECCS pump room coolers

internal parts were severely corroded.

CATEGORY[AGI-DFC-MTP-I&C-PPG] CODE[CALCLFS-03/90-AGI-09-PAGE{31,APX 2}]

Air tubing for a MFW heater control valve had been disconnected at the valve

operator and left unplugged by I&C personnel. Protection of open piping under 2
in. diam. is not specified, contrary to good industry practice.

CATEGORY[AGI-DFC-SPPT-CS-PMPS] CODE[CALCLFS-03/90-AGI-10-PAGE{48}]

It was noted that a lack of availability of spare parts for the mechanical seal

of i Containment Spray pump contributed to a nearly year long pump outage.

CATEGORY[AGI-DFC-MCN-4KV-BKRS] CODE[CALCLFS-03/90-AGI-II-PAGE{49}]

An air gap of approximately 1/8 in. exists between the track and concrete floor
for all 4KV switchgear buses which has caused misalignment between the breakers

and MJ switches. However, no operational or emergency condition safety concerns

were associated with the track sagging problem.
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APPENDIX B (Cont'd)

CATEGORY[PMF-ATB-PRGM-GNRL] CODE[CALCLFS-03/90-PMF-01-PAGE{05}]
Electrical and I&C maintenance staff had well developed corrective and

preventive maintenance program. Mechanical maintenance procedures were adequate
but could be improved.

CATEGORY[PMF-ATB-PRGM-GNRL] CODE[CALCLFS-O3/90-PMF-O2-PAGE{16}]
The NRC team determined that the utility had performed a meaningful self
assessment in the maintenance area and initiated improved control, performance,
and documentation of maintenance work activities.

CATEGORY[PMF-ATB-MTP-GNRL] CODE[CALCLFS-03/90-PMF-03-PAGE{17}]
In the event a procedure is found deficient, workers are instructed to get the

procedure changed prior to proceeding with the work. Although the interim
effect is to slow the work, in the long term better procedures and work control
will result.

CATEGORY[PMF-OBS-MINF-GNRL] CODE[CALCLFS-O3/90-PMF-O4-PAGE{20}]
Vendor manual control system is maintained by the engineering library and are

controlled and updated as new info is received. Engineering reviews the

manuals for applicability. The system is relatively new.

CATEGORY[PMF-ATB-MTP-NRC-INFO] CODE[CALCLFS-03/90-PMF-05-PAGE{28}]
Presently, procedures for integrating regulatory information into the

maintenance process are being followed.

CATEGORY[PMF-ATB-MTP-ELCT-GNRL] CODE[CALCLFS-O3/90-PMF-O6-PAGE{32}]
Preventive maintenance (PM) on 480V breakers, protective relaying on the

emergency diesel generator (EDG) logic circuits and battery systems was

performed satisfactorily.

CATEGORY[PMF-ATB-MINF-MECH] CODE[CALCLFS-03/90-PMF-07-PAGE{47}]
Vendor technical manuals for mechanical maintenance were properly controlled.

CATEGORY[PMF-DFC-MINF-MFW-HTRCV] CODE[CALCLFS-03/90-PMF-08-PAGE{47}]
During maintenance of a MFW heater control valve, a new piston O-ring was

supplied instead of the old style piston cup seal ring, for the valve actuator.

Engineering had not been properly notified about the change, but a Drawing
Change Request was properly issued subsequently.
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APPENDIX B (Cont'd)

CATEGORY[PCM-VLN-TTP-I&C-RCS-MNTRS] CODE[CALCLFS-03/90-PCM-01-PAGE{NOV}]

Surveillance test procedure for reactor coolant system (RCS) subcDoled margin
monitor did not include testing of alarm portion of the channel.

CATEGORY[PCM-ATB-PRGM-CHVS] CODE[CALCLFS-O3/90-PCM-O2-PAGE{I4}]

Utility is actively involved in resolving industry and Calvert Cliffs concerns
regarding check valves, as identified in INPO Significant Operating Event

Report (SOER) 86-03 and NRC Info Notice 86-01. Nuclear Industry Check (NIC)
Valve Group is testing and evaluating non-intrusive testing techniques for check

valves. Thirty check valves will be subjected to acoustic monitoring in 1991,
of 400 valves at both units. Periodic testing for forward and reverse flow,

where applicable.

CATEGORY[PCM-DFC-OSMP-GNRL] CODE[CALCLFS-O3/90-PCM-O3-PAGE{19}]
Lube oil sampling program does not define which components should be running

before sample is taken. Although each component sampled has a run history,
there is no direct correlation between oil sampling and running time.

CATEGORY[PCM-ATB-VIB-GNRL] CODE[CALCLFS-03/90-PCM-04-PAGE{19}]
Vibration data of rotating equipment is recorded monthly. Engineering Safety

Features Actuation System (ESFAS) equipment, which is normally idle, is run

monthly to take vibration data.

CATEGORY[PCM-DFC-MTP-THM] CODE[CALCLFS-03/90-PCM-05-PAGE{30}]

The lack of programs and equipment used for predictive maintenance, such as
infrared thermography techniques, is a weak area.

CATEGORY[PCM-ATB-IST-ELCT-BATS] CODE[CALCLFS-03/90-PCM-06-PAGE{32}]
Electrolyte level, pilot cell specific gravity, temperature cell voltage and

battery voltage were within the procedure and Tech Spec limits.

CATEGORY[PCM-DFC-IST-ELCT-BATCHGRS] CODE[CALCLFS-03/90-PCM-07-PAGE{35}]
Present test procedure for battery chargers applies bus load in a step profile
which is not the same as the 180 amp instant load the charger would see under
actual conditions of return from a station blackout.

CATEGORY[PCM-OBS-DTB-GNRL] CODE[CALCLFS-03/90-PCM-08-PAGE{39}]
The data base for the predictive maintenance program is based on generic failure

data instead of plant specific data. Effect of using generic data has not been

analyzed.

CATEGORY[PCM-DFC-TTP-I&C-PZR-SRVS-PORVS] CODE[CALCLFS-O3/90-PCM-O9-PAGE{39}]

Test procedure for acoustic monitor for one power operated relief valve (PORV)
and one safety valve (SRV) did not verify indication and alarm for the
instrument channel.
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APPENDIX B (Cont'd)

CATEGORY[PMT-ATB-MTPuELCT-GNRL] CODE[CALCLFS-03/90-PMT-01-PAGE{32}]

Post maintenance testing (PMT) of 480V breakers, protective relaying of the
emergency diesel generator (EDG) logic circuits, and battery systems was

performed for each component. Subsystem testing of the 480V breakers an_ EDG
logic circuits was postponed until t e system test.

CATEGORY[PMT-DFC-MTP-MOVS] CODE[CALCL}S-03/90-PMT-02-PAGE{44}]
A non-conformance report (NCR) documented that a PMT did not give adequate
assurance that two MOVs can deliver the design torque under design conditions.

CATEGORY[TDA-OBS-PRGM-GNRL] CODE[CALCLFS-03/90-TDA-01-PAGE{13}]

Independent Safety Evaluation Unit (ISEU) performs investigations and trending
of problems encountered in maintenance.

CATEGORY[TDA-OBS-PRGM-NPRDS] CODE[CALCLFS-O3/90-TDA-O2-PAGE{13}]

Component Failure Analysis Report (CFAR) of the ,_uclear Plant Reliabilty Data
System (NPRDS) is used by the utility to analyze components with high failure
rates at Calvert Cliffs to industry averages.

CATEGORY[TDA-ATB-EVAL-CVCS-TNKS] CODE[CALCLFS-03/90-TDA-03-PAGE{13}]
Component Failure Analysis Report indicated that Chemical and Volume Control

System (CVCS) bladders in suction stabilizer and discharge desurge tanks had a
high failure rake.

CATEGORY[TDA-ATB-PRGM-CHVS] CODE[CALCLFS-03/90-TDA-04-PAGE{14}]
An extensive component history is maintained for all SOER 86-03 check valves

which is periodically updated and some maintenance is trended.

CATEGORY[TDA-DFC-PRGM-GNRL] CODE[CALCLFS-03/90-TDA-O5-PAGE{23}]

A trending program based on NPRDS had been initiated. However, no plan of

action to implement the results of the program had been developed by the
utility, henc£ the program usefulness is limited.

CATEGORY[TDA-DFC-DTB-GNRL] CODE[CALCLFS-03/90-TDA-06-PAGE{34}]
Historical records are not easily retrievable and the information is not
considered suitable for reference. Systems instituted in last 6 months are

starting to document and trend work orders, maintenance requests and
nonconformance reports. NPRDS activities have been expanded.

CATEGORY[TDA-DFC-MTP-GNRL] CODE[CALCLFS-O3/90-TDA-O7-PAGE{53,54}]

At the time of the inspection, there was no procedure defining a maintenance
trending program. A computerized historical data system using the nuclear

maintenance system was recently implemented. Manual acquisition of early data
needs to be enhanced.

B_



APPENDIX B (Cont'd)

CATEGORY[RCA-ATB-MGR-GNRL] CODE[CALCLFS-03/90-RCA-01-PAGE{13}]

Management attention is now given to root cause analysis, due to better
reporting of work accomplished, better retrieval of component history, and other

changes. Meaningful failure analyses can now be performed because.appropriate
data is available.

CATEGORY[RCA-DFC-FTIR-GNRL] CODE[CALCLFS-O3/90-RCA-O2-PAGE{23}]

Two RCA reports of components with high failure rates were ruviewed and found to
be satisfactory, with a detailed analysis and recommended actions. However, no

plan to implement these recommended actions had yet been developed, although the

reports were completed in late 1989.

CATEGORY[RCA-ATB-PRGM-ELCT-I&C] CODE[CALCLFS-03/90-RCA-O3-PAGE{32}]

Approximately 95% of Electrical/I&C personnel have completed latest course in
RCA and had a good understanding of their task effort in RCA.

CATEGORY[RCA-ATB-EVAL-GNRL] CODE[CALCLFS-O3/90-RCA-O4-PAGE{35,50}]
Where RCA has been performed with maintenance personnel paricipation, the work
was well documented and proper corrective action taken to resolve the areas that

maintenance was assigned. Electrical and I&C personnel also properly

understood their requirements in the RCA program.

CATEGORY[RCA-DFC-PRGM-GNRL] CODE[CALCLFS-03/90-RCA-05-PAGE{35}]

Specific guidance in performing and documenting RCA was not defined. Corrective
actions have been taken.

CATEGORY[RCA-DFC-EVAL-LKG-SIS-PMPS] CODE[CALCLFS-03/90-RCA-O6-PAGE{48}]
RCA had been weak in determining longer term solutions to recurrent problems

with flange leaks for both Unit i low head safety injection (LHSI) pumps, rather
than simply replacing the gaskets.

CATEGORY[PRA-DFC-MTP-GNRL] CODE[CALCLFS-O3/90-PRA-01-PAGE{05}]
Utility management has not established specific goals for use of PP_ concepts in
the maintenance area.

CATEGORY[PRA-OBS-RCM-SWS/SIS/HPSI/LPSI/AFW/IAS]

CODE[CALCLFS-03/90-PRA-O2-PAGE{16,24}]
Several safety system analyses using RCM methodology have been completed but

results were not scheduled for implementation until end of 1990. Systems are

the Salt Water and Service Water, Safety Injection including the High/Low
Pressure Injections, the Auxiliary Feedwater, and the Instrument Air Drier
System.

CATEGORY[PRA-DFC-MTP-GNRL] CODE[CALCLFS'O3/90-PRA-03-PAGE{37}]
For maintenance performed during operations, a five level priority is used.

During outages, a three level priority is used. Prioritization is based

mainly on operational conditions, Tech Spec requirements, and safety
significance (both for NSSS and BOP equipment). Prioritization does not

specifically include PRA criteria.

CATEGORY[PRA-DFC-MTP-RCM] CODE[CALCLFS-03/90-PRA-O4-PAGE{22}]
The RCM program was conducted for 4 plant systems. However, the results had not

been used for several months, and no specific plans for implementation were
provided. Hence, the PM program could not be updated.
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APPENDIX C

QUANTITATIVE ANALYSIS OF INSIGHTS DERIVED FROM
MAINTENANCE TEAM INSPECTION REPORTS

1.0 Discussion

As noted in Section 2.2 of this report, there were seven (7) general categories into which the
information extracted _om the MTI reports could be placed:

AGI - Specific aging-related insights or management responsiveness to aging concerns.

PMF - Preventive maintenance and incorporation of
manufacturers' information.

PCM - Predictive maintenance and condition monitoring techniques.

PMT - Post maintenance testing.

TDA - Failure trending analysis.

RCA - Root cause analysis or failure analysis.

PRA - Use of Probabilistic Risk Assessment (PRA), by the utilities for maintenance
and by the NRC for inspection, and/or prioritization of maintenance activities.
This was also considered to include Reliabilty Centered Maintenance (RCM).

The categories above were the ones which were considered to have a direct bearing on the management
of aging concerns, except for the PRA category which is an indirect influence. They are in general
agreement with the terminology associated with maintenance, as described in an EPRI Draft Report
concerning nuclear power plant common aging terminology (Ref. C.1).

The next step in categorizing a finding was to consider whether the NRC determined it to be
a positive or negative aspect of the utility's maintenance program. This resulted in the following sub-
categories:

ATB - Positive aspect or attribute.

OBS - Observation or neutral aspect.

DFC - Negative aspect or deficiency.

FLR - Failure, usually a direct reference to a specific system or component.
I

VLN - Violation.

As also noted in Section 2.2 of the report, it was decided to provide a count of the positive
aspects, the observations, and the negative aspects, failures and violations for each of the major

C-1



groupings. To show whether or not there was any direct correlation between the quality of the
maintenance programs with the age of the plant or type of reactor, the count is presented for each of
the major groupings in the ascending order of older to newer plant for each reactor type such as
Westinghouse PWRs, Combustion Engineering (CE) and Babcock & Wilcox (B&W) PWRs, and
General Electric (GE) BWRs. An overall listing of all plants in ascending order, regardless of reactor
type, is also presented for each major grouping.

2.0 Analysis Results

With proper consideration of the limitations concerning the data described in Section 2.2, the
authors believe that the quantitative data resulting from this study appearing in Tables C1-1,2,3 to C7-
1,2,3 provide some limited insights into the effects of maintenance on aging-related degradation. The
data did not show any clear relationship to the age of the plants and so the authors do not believe that
any firm conclusions should be drawn from the data set. For this reason, the data are only presented
as an appendix to this report.

To illustrate the point concerning the lack of a clear relationship to the age of the plants, the
data for three of the categories, i.e. Specific Aging Insights, Predictive Maintenance/Condition
Monitoring, and Post Maintenance Testing is analyzed below.

2.1 Specific Aging Insights - Ouantitative Analysis

Westinghouse PWRS

Referring to Table C1-2 for the AGI categorizations of the 19 Westinghouse PWR sites, the
overall data seems to be relatively flat, with one or two plants rising above the average, in either
attributes or deficiencies. It does not appear that age of the plant had any particular relatior_ship to the
number of attributes or deficiencies identified.

CE and B&W PWRS

Table C1-2 shows the AGI categorizations of the 11 sites, only one of which, ANO, contains a
B&W unit. As with the Westinghouse PWRS, the data appears to be relatively flat, with only one or
two plants as outliers in the deficiency category. Again, it does not appear that age of the plant had any
particular relationship to the number of attributes or deficiencies defined.

GE BWRS

Finally, the AGI categorizations for 17 GE BWR sites in Table C1-3 again show no particular
pattern, with only one plant considered a slight outlier in the deficiency category.

Conclusions

It appears that regarding any identified aging-related degradation of systems, components or
structures, the MTI reports show no particular relationship of a plant's age to the number of attributes
or deficiencies existing.
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2.2 Predictive Maintenance and Condition Monitoring - Quantitative Insights

Unlike the numerical findings related to tile Aging category in the previous section, there was
a greater balance between the number of deficiencies versus the number of positive aspects. In a few
cases, the number of positive aspects noticeably outweighed the number of deficiencies. If one considers
the listing of all plants regardless of reactor type in Table C3-1, it appears that some of the very oldest
plants were making a conscious effort to apply predictive maintenance and condition monitoring
techniques, as indicated by the larger ratio of positive aspects to deficiencies. This of course is what one
would expect: that the need for condition monitoring is considered by plant management to become a
higher priority as a plant ages.

2.3 Post Maintenance Testing, Quantitative Insights

Westinghouse PWRs

In reviewing the data of Tables C4-1 to CA-3, there were indications that the old plants were
doing a satisfactory or above average job in PMT. However, as with most of the other categories so far,
there does not appear to be a measurable trend based on age of the plant.

CE and B& W PWRs

There seemed to be an unusually high number of PMT deficiencies amongst these plants
compared to other NSSS design plants. However, this can only be related to the performance of the
individual utility, since the NSSS supplier normally has no role in PMT activities. Again, the pattern
does not seem to be a function of plant age.

General Electric B WRs

For these plants, no discernible trend appears in the data as a function of plant age. The older
plants did not seem to be performing significantly better or worse than the others. Overall, there was
no discernible trend based on age of the plant.

3.0 Reference

1. Electric Power Research Institute, "Nuclear Power Plant Common Aging Terminology - Draft
Report for Trial Use and Comment," Palo Alto, CA, May 1991.
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Table CI-I: Aging Insights - Quantitative Analysis
All 44 Plant Sites

ANALYSIS FOR AGI

PLANT DATE ATB OBS DFC FLR VLN
YKROWE 7-61 3 0 3 I 0
HADNCK 1-68 6 0 I 0 0
SONGSI23 1-68 I 0 4 . 0 0
NMPI 12-69 0 0 I 0 0
DRES23 6-70 0 1 5 0 2
GINNA 7-70 2 0 3 0 0
HBRBSN 3-71 3 0 6 0 0
MLSTN1 3-71 1 0 1 0 0
PLSDS 12-71 3 0 12 0 0
VY1 11-72 2 0 3 0 0
SY12 12-72 2 0 14 2 0
MYI 12-72 4 0 I 0 0
FTCLHNI 9-73 2 0 4 0 0
ZIONI2 12-73 0 0 6 0 0
PRIEISL 12-73 4 0 2 0 1
COOPER1 7-74 1 0 6 1 2
PB23 7-74 0 2 1 0 1
IF2 8-74 0 0 7 1 0
ANOI2 12-74 I 0 6 I 0
DAECI 2-75 2 0 3 1 3
RANSECOI 4-75 2 0 2 0 0
CALCLFS 5-75 2 0 9 0 0
FITZI 7-75 2 0 4 0 1
DCCKI2 8-75 0 0 I 1 0
HATCH12 12-75 3 " 1 3 0 0
MLSTN2 12-75 I 0 1 0 0
IP3 8-76 0 I 0 0 0
STLCI2 12-76 2 0 5 1 0
SLMI2 6-77 0 0 2 0 0
NOANNAI2 8-78 4 0 4 0 0

SQYHI2 7-81 7 0 6 0 I
MCGUIRE 12-81 4 0 7 0 0
LASLL 1-84 2 0 3 0 0
GRGLF1 7-85 0 0 2 0 0
WSES3 9-85 5 0 3,. 0 O
PVI23 1-86 0 I I 1 0
LIMI 2-86 0 0 6 0 0
MLSTN3 4-86 1 0 I 0 0
RIVBNDI 6-86 I 0 6 I 0
HPCRK 12-86 2 1 0 0 0
CLPWST 4-87 2 0 8 2 0
SHI 5-87 0 0 9 0 0
PERRY1 11-87 1 0 3 0 0
FERMI2 1-88 2 0 6 0 0
BDWD 7-88 4 0 2 0 0
SOTXSI2 8-88 4 0 6 0 0
TOTALS 88 7 189 13 II
GRAND SUM OF OBSERVATIONS 308
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Table C1-2: Aging Insights - Quantitative Analysis - PWRs

ANALYSIS FOR AGI

WESTINGHOUSE DATE ATB 0BS DFC FLR VLN
YKROWE 7-61 3 0 3 1 0
HADNCK 1-68 6 0 I 0 0
SONGS123 1-68 1 0 4 0 0
GINNA 7-70 2 0 3 0 0
HBRBSN 3-71 3 0 6 0 0
SYI2 12-72 2 0 14 2 0
ZIONI2 12-73 0 0 6 0 0
PRIEISL 12-73 4 0 2 0 1
IP2 8-,,-74 0 0 7 1 0
DCCKI2 8-75 0 0 I I 0
IP3 8-76 0 1 0 0 0
SLMI2 6-77 0 0 2 0 0
NOANNAI2 6-78 4 0 4 0 0
SQYHI2 7-81 7 0 6 0 1
MCGUIRE 12-81 4 0 7 0 0
MLSTN3 4-86 1 0 1 0 0
SHI 5-87 0 0 9 0 0
BDWD 7-88 4 0 2 0 0
SOTXSI2 8-88 4 0 6 0 0
TOTALS 45 1 84 5 2
GRAND SUM OF OBSERVATIONS 137

ANALYSIS FOR AGI

CE AND B&W DATE ATB 0BS DFC FLR VLN
SONGSI23 1-68 1 0 4 0 0
PLSDS 12-71 3 0 12 0 0
MY1 12-72 4 0 1 - 0 0
FTCLHNI 9-73 2 0 4 0 0
AN012 12-74 I 0 6 I 0
RANSEC01 4-75 2 0 2 0 0
CALCLFS 5-75 2 0 9 0 0
MLSTN2 12-75 1 0 1 0 0
STLCI2 12-76 2 0 5 1 0
WSES3 9-85 5 0 3 0 0
PV123 1-86 0 1 1 1 0
TOTALS 23 1 48 3 0
GRAND SUM OF OBSERVATIONS 75
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Table C1-3: Aging Insights -Quantitative Analysis -BWRs

ANALYSIS FOR AGI

GEN ELECTRIC DATE ATB OBS DFC FLR VLN
NMPI 12-69 0 0 1 0 0
DRES23 6-70 0 1 5 0 2
MLSTNI 3-71 1 0 1 0 0
VYI 11-72 2 0 3 0 0
PB23 7-74 0 2 1 0 1
COOPER1 7-74 1 0 6 1 2
DAECI 2-75 2 0 3 1 3
FITZI 7-75 2 0 4 0 1
HATCH12 12-75 3 1 3 0 0
LASLL 1-84 2 0 3 0 0
GRGLFI 7-85 0 0 2 0 0
LIMI 2-86 0 0 6 0 0
RIVBNDI 6-86 1 0 6 1 0
HPCRK 12-86 2 1 0 0 0
CLPWST 4-87 2 0 8 2 0
PERRY1 11-87 1 0 3 0 0
FERMI2 1-88 2 0 6 0 0
TOTALS 21 5 61 5 g
GRAND SUM OF OBSERVATIONS 101
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Table C2-1: Preventive Maintenance Insights - Quantitative Analysis
All 44 Plant Sites

ANALYSIS FOR PMF
PLANT DATE ATB OBS DFC FLR VLN

YKROWE 7-61 4 0 0 0 0
HADNCK 1-68 7 0 4 0 0
SONGS123 1-68 0 0 1 0 0
NMPI 12-69 0 1 0 0 0
DRES23 6-70 6 1 6 0 1
GINNA 7-70 6 0 2 0 0
HBRBSN 3-71 3 0 3 0 0
MLSTNI 3-71 2 0 0 0 0
PLSDS 12-71 3 0 2 0 1
VYI 11-72 0 0 3 0 0
SYI2 12-72 0 0 2 0 1
MY1 12-72 4 2 6 0 0
FTCLHNI 9-73 0 0 2 0 0
ZION12 12-73 1 0 1 0 0
PRIEISL 12-73 1 0 2 0 1
COOPER1 7-74 2 0 6 0 1
PB23 7-74 0 1 1 0 0
IP2 8-74 2 0 7 0 0
ANO12 12-74 0 2 0 0 0
DAECI 2-75 0 0 4 0 0
RANSECOI 4-75 1 0 5 0 1
CALCLFS 5-75 6 1 1 0 0
FITZI 7-75 2 1 2 0 0

' DCCKI2 8-75 0 1 0 0 0
HATCH12 12-75 0 0 1 0 0
MLSTN2 12-75 1 0 0 0 0
IP3 8-76 1 0 2 0 0
STLCI2 12-76 0 0 8 0 0
SLMI2 6-77 0 0 3 0 0
NOANNAI2 6-78 1 0 7 0 0
SQYHI2 7-81 3 0 5 0 0
MCGUIRE 12-81 I0 0 1 0 0
LASLL 1-84 0 0 I 0 0
GRGLFI 7-85 0 0 3 0 0
WSES3 9-85 2 0 6 .. 0 2
PVI23 1-86 0 0 1 0 0
LIMI 2-86 0 0 0 0 0
MLSTN3 4-86 0 0 0 0 0
RIVBNDI 6-86 3 0 4 0 0
HPCRK 12-86 2 1 1 0 0
CLPWST 4-87 1 1 7 0 0
SH1 5-87 1 0 4 0 0
PERRY1 11- 87 9 3 1 0 0
FERMI2 1-88 4 0 1 0 3
BDWD 7-88 4 0 2 0 0
SOTXSI2 8-88 3 0 6 0 1
TOTALS 95 15 124 0 12
GRAND SUM OF OBSERVATIONS 246
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Table C2-2: Preventive Maintenance Insights - Quantitative Analysis - PWRs

ANALYSIS FOR PMF

WESTINGHOUSE DATE ATB OBS DFC FLR VLN
YKROWE 7-61 4 0 0 0 0
HADNCK 1-68 7 0 4 0 0
SONGS123 1-68 0 0 1 0 0
GINNA 7-70 6 0 2 0 0
HBRBSN 3-71 3 0 3 0 0
SYI2 12-72 0 0 2 0 1
ZION12 12-73 1 0 1 0 0
PRIEISL 12-73 1 0 2 0 1
IP2 8-74 2 0 7 0 0
DCCKI2 8-75 0 1 0 0 0
IP3 8-76 1 0 2 0 0
SLM12 6-77 0 0 3 0 0
NOANNAI2 6-78 1 0 7 0 0
SQYHI2 7-81 3 0 5 0 0
MCGUIRE 12-81 I0 0 1 0 0
MLSTN3 4-88 0 0 0 0 0
SHI 5-87 1 0 4 0 0
BDWD 7-88 4 0 2 0 0
SOTXSI2 8-88 3 0 6 0 1
TOTALS 47 1 52 0 3
GRAND SUM OF OBSERVATIONS 103

ANALYSIS FOR PMF

CE AND B&W DATE ATB OBS DFC FLR VLN
SONGS123 1-68 0 0 1 0 0
PLSDS 12-71 3 0 2 0 1
MY1 12-72 4 2 6 0 0
FTCLHNI 9-73 0 0 2 0 0
ANOI2 12-74 0 2 0 0 0
RANSECOI 4-75 1 0 5 0 1
OALCLFS 5-75 6 1 1 0 0
MLSTN2 12-75 1 0 0 0 0
STLCI2 12-76 0 0 8 0 0
WSES3 9-85 2 0 6 0 2
PVI23 1-86 0 0 1 0 0
TOTALS 17 5 32 0 4
GRAND SUM OF OBSERVATIONS 58
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Table C2-3: Preventive Maintenance Insights - Quantitative Analysis - BWRs

ANALYSIS FOR PMF

GEN ELECTRIC DATE ATB OBS DFC FLR VLN
NMPI 12-69 0 1 0 0 0
DRES23 6-70 6 1 6 0 1
MLSTNI 3-71 2 0 0 0 0
VYI 11-72 0 0 3 0 0
PB23 7-74 0 1 1 0 0
COOPERI 7-74 2 0 6 0 1
DAECI 2-75 0 0 4 0 0
FITZI 7-75 2 I 2 0 0
HATCH12 12-75 0 0 1 0 0
LASLL 1-84 0 0 1 0 0
GRGLFI 7-85 0 0 3 0 0
LIMI 2-86 0 0 0 0 0
RIVBNDI 6-86 3 0 4 0 0
HPCRK 12-86 2 1 1 0 0
CLPWST • 4-87 1 1 7 0 0
PERRY1 11-87 9 3 1 0 0
FERMI2 1-88 4 0 1 0 3
TOTALS 31 9 41 0 5
GRAND SUM OF OBSERVATIONS 86
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Table C3-1: Predictive Maintenance and Condition Monitoring
Quantitative Analysis - All 44 Plant Sites

ANALYSIS FOR PCM

PLANT DATE ATB OBS DFC FLR VLN
YKROWE 7-61 5 0 1 0 0
HADNCK 1-68 4 0 0 0 0
SONGS123 1-68 4 0 0 0 0
NMPI 12-69 0 2 0 0 0
DRES23 6-70 1 1 1 0 0
•-GINNA 7-70 4 0 0 0 0
HBRBSN 3-71 3 0 5 0 0
MLSTNI 3-71 0 1 0 0 0
PLSDS 12-71 2 0 2 0 0
VYI 11-72 1 0 0 0 0
SYI2 12-72 2 0 2 0 1
MYI 12-72 1 0 0 0 0
FTCLHNI 9-73 1 1 3 0 0
ZIONI2 12-73 1 2 0 0 2
PRIEISL 12-73 1 0 4 0 0
C00PERI 7-74 1 1 3 0 0
PB23 7-74 0 1 0 0 0
IP2 8-74 1 0 1 0 0
AN012 12-74 1 1 1 0 0
DAECI 2-75 0 0 1 0 0
RANSECOI 4-75 0 0 1 1 0
CALCLFS 5-75 3 I 4 0 1
FITZI 7-:75 3 1 0 0 0
DCCKI2 8-75 1 1 0 0 0
HATCHI2 12-75 0 1 2 0 1
MLSTN2 12-75 0 0 0 0 0
IP3 8-76 0 7 0 0 0
STLCI2 12-76 2 0 2 0 0
SLMI2 6-77 2 0 0 0 0
NGANNAI2 6-78 3 0 5 0 0
SQ1TI12 7-81 9 0 7 0 0
MCGUIRE 12-81 8 1 3 0 0
LASLL 1-84 0 2 2 0 0
GRGLFI 7-85 0 0 0 0 0
WSES3 9-85 1 0 3 • 0 0
PVI23 1-86 0 0 2 0 0
LIMI 2-86 0 2 0 0 0
MLSTN3 4-86 1 0 0 0 0
RIVBNDI 6-86 7 0 1 0 1
HPCRK 12-86 1 0 2 0 0

" CLPWST 4-87 3 1 0 0 0
SH1 5-87 2 3 6 0 0
PERRY1 11-87 1 2 0 0 2
FERMI2 1-88 5 0 2 0 1
BDWD 7-88 6 1 6 0 0
SOTXSI2 8-88 2 0 1 0 0
TOTALS 93 33 73 1 9
GRAND SUM OF OBSERVATIONS 209

C-IO



Table C3-2: Predictive Maintenance and Condition Monitoring -
Quantitative Analysis - PWRs

ANALYSIS FOR PCM

WESTINGHOUSE DATE ATB 0BS DFC FLR VLN
YKR0WE 7-61 5 0 1 0 0
HADNCK 1-68 4 0 0 0 0
SONGSI23 1-68 4 0 0 0 0
GINNA 7-70 4 0 0 0 0
HBRBSN 3-71 3 0 5 0 0
SYI2 12-72 2 0 2 0 1
ZION12 12-73 1 2 0 0 2
PRIEISL 12-73 1 0 4 0 0
IP2 8-74 1 0 1 0 0
DOCK12 8-75 1 1 0 O 0
IP3 8-76 0 7 0 0 0
SLMI2 6-77 2 0 0 0 0
NOANNAI2 6-78 3 0 5 0 0
SQYHI2 7-81 9 0 7 O 0
MCGUIRE 12-81 8 1 3 0 0
MLSTN3 4-86 1 0 0 0 0
SH1 5-87 2 3 6 0 0
BDWD 7-88 6 1 6 0 0
SOTXSI2 8-88 2 0 1 0 0
TOTALS 59 15 41 0 3
GRAND SUM OF OBSERVATIONS 118

ANALYSIS FOR PCM

CE AND B&W DATE ATB OBS DFC FLR VLN
SONGS123 1-68 4 0 0 0 0
PLSDS 12-71 2 0 2 0 0
MY1 12-72 1 0 0 0 0
FTCLHNI 9-73 1 1 3 0 0
ANOI2 12-74 1 1 1 0 0
RANSEC01 4-75 0 0 1 1 0
CALCLFS 5-75 3 I 4 0 1
MLSTN2 12-75 0 0 0 0 0
STLCI2 12-76 2 0 2 0 0
WSES3 9-85 1 0 3 0 0
PV123 1-86 0 0 2 0 0
TOTALS 15 3 18 1 1
GRAND SUM OF OBSERVATIONS 38
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Table C3-3: Predictive Maintenance and Condition Monitoring -
Quantitative Analysis - BWRs

ANALYSIS FOR PCM

GEN ELECTRIC DATE ATB 0BS DFC FLR VLN
NMPI 12-69 0 2 0 0 0
DRES23 6-70 1 1 1 0 0
MLSTNI 3-71 0 1 0 0 0
VYI 11-72 1 0 0 0 0
PB23 7-74 0 1 0 0 0
COOPERI 7-74 1 ! 3 0 0
DAECl 2-75 0 0 1 0 0
FITZI 7-75 3 I 0 0 0
HATCH12 12-75 0 1 2 0 1
LASLL 1-84 0 2 2 0 0
GRGLF 1 7-85 0 0 0 0 O
LIMI 2-86 0 2 0 0 0
RIVBNDI 6-86 7 0 1 0 1
HPCRK 12-86 1 0 2 0 0
CLPWST 4-87 3 1 0 0 0
PERRY1 11-87 1 2 0 0 2
FERMI2 1-88 5 0 2 0 1
TOTALS 23 15 14 0 5
GRAND SUM OF OBSERVATIONS 57
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Table C4-1: Post Maintenance Testing - Quantitative Analysis
All 44 Plant Sites

ANALYSIS FOR PMT

PLANT DATE ATB 0BS DFC FLR VLN
YKROWE 7-61 2 0 0 O 0
HADNCK 1-68 2 0 0 0 0
SONGS123 1-68 0 0 2 0 0
NMPI 12-69 0 0 0 0 0
DRES23 6-70 1 0 0 0 0
GINNA 7-70 3 0 0 0 0
HBRBSN 3-71 0 0 2 0 0
MLSTNI 3-71 0 0 2 0 0
PLSDS 12-71 0 0 0 0 1
VYI 11-72 0 0 1 0 0
SYI2 12-72 0 0 1 0 0
MY1 12-72 4 0 0 0 0
FTCLHNI 9-73 0 1 2 0 0
ZION12 12-73 0 0 2 0 0
PRIEISL 12-73 1 0 0 0 0
COOPER1 7-74 0 0 5 0 0
PB23 7-74 0 1 0 0 0
IP2 8-74 2 0 0 0 0
AN012 12-74 0 0 1 0 0
DAECI 2-.75 0 0 I 0 0
RANSEC01 4-75 0 0 3 0 1
CALCLFS 5-75 1 0 1 0 0
FITZI 7-75 1 0 3 0 0
DCCKI2 8-75 0 0 0 0 0
HATCH12 12-75 1 0 2 0 0
MLSTN2 12-75 0 0 1 0 0
IP3 8-76 1 1 1 0 0
STLCI2 12-76 0 0 6 0 0
SLMI2 6-77 1 1 0 0 0
NOANNAI2 6-78 3 0 4 0 0
SQIq412 7-81 2 0 1 0 0
MCGUIRE 12-81 1 0 1 0 0
LASLL 1-84 0 0 1 0 0
GRGLFI 7-85 1 0 0 0 0
WSES3 9-$5 0 0 3. 0 0
PVI23 1-86 0 0 0 0 - 0
LIMI 2-86 0 0 0 0 0
MLSTN3 4-86 0 0 2 0 0
RIVBNDI 6-86 0 0 0 0 0
HPCRK 12-86 1 0 0 0 0
CLPWST 4-87 0 0 2 0 0
SH1 5-87 0 1 0 0 0
PERRY1 11-87 1 0 0 0 0
FERMI2 1-88 1 0 3 0 1
BDWD 7-88 1 0 1 0 0
SOTXSI2 8-88 I 0 2 0 0
TOTALS 32 5 56 0 3
GRAND SUM OF OBSERVATIONS 96
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Table C4-2: Post Maintenance Testing - Quantitative Analysis - PWRs

ANALYSIS FOR PMT

WESTINGHOUSE DATE ATB OBS DFC FLR VLN
YKROWE 7-61 2 0 0 0 0
HADNCK 1-68 2 0 0 0 0
SONGSI23 1-68 0 0 2 0 0
GINNA 7-70 3 0 0 0 0
HBRBSN 3-71 0 0 2 0 0
SYI2 12-72 0 0 1 0 0
ZIONI2 12-73 0 0 2 0 0
PRIEISL 12-73 1 0 0 0 0
IP2 8-74 2 0 0 0 0
DCCKI2 8-75 0 0 0 0 0
IP3 8-76 1 1 1 0 0
SLMI2 6-77 1 1 0 0 0
NOANNAI2 6-78 3 0 4 0 0
SQYHI2 7-81 2 0 1 0 0
MCGUIRE 12-81 1 0 1 0 0
MLSTN3 4-86 0 0 2 0 0
SHI 5-87 0 1 0 0 0
BDWD 7-88 I 0 I 0 0
SOTXSI2 8-88 1 0 2 0 0
TOTALS 20 3 19 0 0
GRAND SUM OF OBSERVATIONS 42

ANALYSIS FOR PMT

CE AND B&W DATE ATB OBS DFC FLR VLN
SONGS123 1-68 0 0 2 0 0
PLSDS 12-71 0 0 0 0 1
MY1 12-72 4 0 0 0 0
FTCLHNI 9-73 0 1 2 0 0
ANOI2 12-74 0 0 1 0 0
RANSECOI 4-75 0 0 3 0 1
CALCLFS 5-75 1 0 1 0 0
MLSTN2 12-75 0 0 1 0 0
STLCI2 12-76 0 0 6 0 0
WSES3 9-85 0 0 3 0 0
PVI23 1-86 0 0 0 0 0
TOTALS 5 1 19 0 2
GRAND SUM OF OBSERVATIONS 27
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Table C4-3: Post Maintenance Testing - Quantitative Analysis - BWRs

ANALYSIS FOR PMT

GEN ELECTRIC DATE ATB OBS DFC FLR VLN
NMPI 12-69 0 0 0 0 0
DRES23 6-70 1 0 0 0 0
MLSTNI 3-71 0 0 2 0 0 !
VYI 11-72 0 0 1 0 0
PB23 7-74 0 1 0 0 0
COOPER1 7-74 0 0 5 0 0
DAECI 2-75 0 0 1 0 0
FITZI 7-75 1 0 3 0 0
HATCHI2 12-75 I 0 2 0 0
LASLL 1-84 0 0 1 0 0
GRGLFI 7-85 1 0 0 0 0
LIMI 2-86 0 0 0 0 0
RIVBNDI 6-86 0 0 0 0 0
HPCRK 12-86 1 0 0 0 0
CLPWST 4-87 0 0 2 0 0
PERRY1 11-87 1 0 0 0 0
FERMI2 1-88 I 0 3 0 I
TOTALS 7 1 2O 0 1
GRAND SUM OF OBSERVATIONS 29
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Table C5-1: Failure Trending - Quantitative Analysis
All 44 Plant Sites

ANALYSIS FOR TDA

PLANT DATE ATB 0BS DFC FLR VLN
Iq<ROWE 7-61 2 2 3 0 0
HADNCK 1-68 7 0 5 0 0
SONGSI23 1-68 2 0 I 0 0
NMPI 12-69 1 0 1 0 0
DRES23 6-70 6 0 7 0 0
GINNA 7-70 I 0 2 0 0
HBRBSN 3-71 1 0 7 0 0
MLSTNI 3-71 2 0 0 0 0
PLSDS 12-71 2 0 1 0 0
VYI 11-72 I 0 I 0 0
SYI2 12-72 0 0 1 0 0
MY1 12-72 2 O 4 0 0
FTCLHNI 9-73 0 0 2 0 0
ZIONI2 12-73 I 0 1 0 0
PRIEISL 12-73 I 0 4 0 3
COOPER1 7-74 1 1 12 0 0
PB23 7-74 3 0 2 0 0
IP2 8-74 3 1 7 0 0
ANOI2 12-74 0 0 7 0 0
DAECI 2-75 I 0 I 0 0
RANSEC01 4-75 0 0 4 0 0
CALCLFS 5-75 2 2 3 0 0
FITZI 7-75 3 0 6 0 0
DCCK12 8-75 1 0 0 0 0
HATCH12 12-75 1 1 0 0 0
MLSTN2 12-75 1 O 1 0 0
IP3 8-76 3 O I 0 0
STLCI2 12-76 4 0 1 0 0
SLMI2 6-77 1 0 1 0 0
NOANNAI2 6-78 1 0 1 0 0
SQYHI2 7-81 2 0 5 0 0
MCGUIRE 12-81 4 0 4 0 0
LASLL 1-84 3 0 8 0 0
GRGLFI 7-85 4 0 5 0 0
WSES3 9-85 2 0 2. 0 0
PVI23 1-86 0 0 2 0 - 0
LIMI 2-86 1 0 0 0 0
MLSTN3 4-86 0 0 1 0 0
RIVBNDI 6-86 6 0 8 0 0
HPCRK 12-86 4 0 0 0 1
CLPWST 4-87 2 0 2 0 0
SHI 5-87 0 0 0 0 0
PERRY1 11-87 3 0 0 0 0
FERMI2 1-88 5 0 5 0 1
BDWD 7-88 6 0 2 0 0
SOTXS12 8-88 9 0 3 0 0
TOTALS 105 7 134 0 5
GRAND SLS[ OF OBSERVATIONS 251
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Table C5-2: Failure Trending - Quantitative Analysis - PWRs

ANALYSIS FOR TDA

WESTINGHOUSE DATE ATB OBS DFC FLR VLN
YKROWE 7-61 2 2 3 0 0
HADNCK 1-68 7 0 5 0 0
SONGS123 1-68 2 0 1 ' 0 0
GINNA 7-70 1 0 2 0 0
HBRBSN 3-71 1 0 7 0 0
SYI2 12-72 0 0 1 0 0
ZION12 12-73 1 0 1 0 0
PRIEISL 12-73 1 0 4 0 3
IP2 8-74 3 1 7 0 0
DCCKI2 8-75 1 0 0 0 0
IP3 8-76 3 0 1 0 0
SLMI2 6-77 1 0 1 0 0
NOANNAI2 6-78 1 0 1 0 0
SQIq_I2 7-81 2 0 5 0 0
MCGUIRE 12-81 4 0 4 0 0
MLSTN3 4-86 0 0 1 0 0
SHI 5-87 0 0 0 0 0
BDWD 7-88 6 0 2 0 0
SOTXSI2 8-88 9 0 3 0 0
TOTALS 45 3 49 0 3
GRAND SUM OF OBSERVATIONS I00

ANALYSIS FOR TDA

CE AND B&W DATE ATB OBS DFC FLR VLN
SONGS123 1-68 2 0 1 0 0
PLSDS 12-71 2 0 1 0 0
MY1 12-72 2 0 4 ' 0 0
FTCLHNI 9-73 0 0 2 0 0
AN012 12-74 0 0 7 0 0
RANSECOI 4-75 0 0 4 0 0
CALCLFS 5-75 2 2 3 0 0
MLSTN2 12-75 1 0 1 0 0
STLCI2 12-76 4 0 I 0 0
WSES3 9-85 2 0 2 0 0
PVI23 1-86 0 0 2 0 0
TOTALS 15 2 28 0 0
GRAND SUM OF OBSERVATIONS 45
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Table C5-3: Failure Trending -Quantitative Analysis -BWRs

ANALYSIS FOR TDA

GEN ELECTRIC DATE ATB OBS DFC FLR VLN
NMPI 12-69 1 0 1 0 0
DRES23 6-70 6 0 7 0 0
MLSTNI 3-71 2 0 0 . 0 0
VYI 11-72 1 0 1 0 0
PB23 7-74 3 0 2 0 0
COOPER1 7-74 1 1 12 0 0
DAECl 2-75 I 0 I 0 0
FITZI 7-75 3 0 6 0 0
HATCH12 12-75 1 1 0 0 0
LASLL 1-84 3 0 8 0 0
GRGLFI 7-85 4 0 5 0 0
LIMI 2-86 1 0 0 0 0
RIVBND1 6-86 6 0 8 0 0
}{PORK 12-86 4 0 0 0 1
CLPWST 4-87 2 0 2 0 0
PERRY1 11-87 3 0 0 0 0
FERMI2 1-88 5 0 5 0 1
TOTALS 47 2 58 0 2
GRAND SUM OF OBSERVATIONS 109
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Table C6-1: Root Cause Analysis - Quantitative Analysis
All 44 Plant Sites

ANALYSIS FOR RCA

PLANT DATE ATB OBS DFO FLR VLN
YKROWE 7-61 O 0 2 0 0
HADNCK 1-68 1 0 1 0 0
SONGSI23 1-68 0 0 I 0 0
NMPI 12-69 1 0 0 0 0
DRES23 6-70 2 0 4 0 0
GINNA 7-70 3 0 1 0 0
HBRBSN 3-71 2 0 4 0 0
MLSTNI 3-71 2 0 0 0 0
PLSDS 12-71 0 0 5 0 0
VYI 11-72 1 0 0 0 0
SYI2 12-72 1 0 0 0 0
MY1 12-72 2 0 0 0 0
FTCLILNI 9-73 0 0 2 0 0
ZION12 12-73 0 0 2 0 0
PRIEISL 12-73 0 0 0 0 4
COOPER1 7-74 2 1 12 0 0
PB23 7-74 0 0 0 0 0
IP2 8-74 0 0 3 0 0
ANOI2 12-74 0 0 3 0 0
DAEC1 2-75 0 0 6 0 2
RANSECOI 4-75 0 0 I 0 I
CALCLFS 5-75 3 0 3 0 0
FITZI 7-75 1 0 2 0 0
DCCKI2 8-75 0 0 1 0 0
HATCH12 12-75 1 0 2 0 0
MLSTN2 12-75 0 0 1 0 0
IP3 8-76 2 0 1 0 0
STLCI2 12-76 1 0 2 0 0
SLM 12 6-77 0 0 1 0 0
NOANNAI2 6-78 0 1 2 0 0
SQYHI2 7-81 0 0 1 0 0
MCCUIRE 12-81 1 0 3 0 0
LASLL 1-84 0 0 1 0 0
GRGLFI 7-85 0 0 2 0 0
WSES3 9-85 1 0 0 . 0 0
PVI23 1-86 0 0 2 0 1
LIMI 2-86 1 0 0 0 0
MLSTN3 4-86 1 0 0 0 0
RIVBNDI 6-86 2 0 5 0 0
HPCRK 12-86 0 0 I 0 I
CLPWST 4-87 0 0 1 0 0
SHI 5-87 1 0 1 0 0
PERRY1 11-87 5 0 0 0 1
FERMI2 1-88 2 0 5 0 0
BDWD 7-88 2 0 0 0 O
SOTXSI2 8-88 4 0 0 0 0
TOTALS 45 2 84 0 I0
GRAND SUM OF OBSERVATIONS 141
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Table C6-2: Root Cause Analysis. Quantitative Analysis - PWRs

ANALYSIS FOR RCA

WESTINGHOUSE DATE ATB OBS DFC FLR VLN
YKROWE 7-61 0 0 2 0 0
HADNCK 1-68 1 0 1 0 0
SONGS123 1-68 0 0 1 0 0
GINNA 7-70 3 0 1 0 0
HBRBSN 3-71 2 0 4 0 0
SYI2 12-72 1 0 0 0 0
ZION12 12-73 0 0 2 0 0
PRIEISL 12-73 0 0 0 0 4
IP2 8-74 0 0 3 0 0
DCCKI2 8-75 0 0 1 0 0
IP3 8-76 2 0 1 0 0
SLMI2 6-77 0 0 1 0 0
NOANNAI2 6-78 0 1 2 0 0

SQYHI2 7-81 0 0 1 0 0
MCGUIRE 12-81 1 0 3 0 0
MLSTN3 4-86 1 0 0 0 0
SHI 5-87 1 0 1 0 0
BDWD 7-88 2 0 0 0 0
SOTXSI2 8-88 4 0 0 0 0
TOTALS 18 1 . 24 0 4
GRAND SUM OF OBSERVATIONS 47

ANALYSIS FOR RCA

CE AND B&W DATE ATB OBS DFC FLR VLN
SONGS123 1-68 0 0 1 0 0
PLSDS 12-71 0 0 5 0 0
MY1 12-72 2 0 0 0 0
FTCLHNI 9-73 0 0 2 0 0
ANOI2 12-74 0 0 3 0 0
RANSECOI 4-75 0 0 1 0 1
CALCLFS 5-75 3 0 3 0 0
MLSTN2 12-75 0 0 1 0 0
STLCI2 12-76 1 0 2 0 0
WSES3 9-85 1 0 0 0 0
PVI23 1-86 0 0 2 0 1
TOTALS 7 0 2O 0 2
GRAND SUM OF OBSERVATIONS 29
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Table C6-3: Root Cause Analysis - Quantitative Analysis - BWRs

ANALYSIS FOR RCA

GEN ELECTRIC DATE ATB OBS DFC FLR VLN
NMPI 12-69 I 0 0 0 0
DRES23 6-70 2 0 4 0 0
MLSTNI 3-71 2 0 0 _ 0 0
VYI 11-72 1 0 0 0 0
PB23 7-74 0 0 0 0 0
COOPER1 7-74 2 1 12 0 0
DAECI 2-75 0 0 6 0 2
FITZI 7-75 I 0 2 0 0
HATCH12 12-75 1 0 2 0 0
LASLL 1-84 0 0 1 0 0
GRGLFI 7-85 0 0 2 0 0
LIMI 2-86 I 0 0 0 0
RIVBNDI 6-86 2 0 5 0 0
HPCRK 12-86 0 0 1 0 1
CLPWST 4-87 0 0 1 0 0
PERRY1 11-87 5 0 0 0 1
FERMI2 1-88 2 0 5 0 0
TOTALS 20 1 41 0 4
GRAND SUM OF OBSERVATIONS 66
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Table C7-1: Prioritization - Quantitative Analysis
All 44 Plant Sites

ANALYSIS FOR PRA

PLANT DATE ATB OBS DFC FLR VLN
YKROWE 7-61 1 0 0 0 0
HADNCK 1-68 4 1 3 0 0
SONGS123 1-68 0 1 1 0 0
NMP1 12-89 0 0 0 0 0
DRES23 6-70 0 2 0 0 0
GINNA 7-70 2 1 0 0 0
HBRBSN 3-71 0 1 1 0 0
MLSTN1 3-71 1 1 0 0 0
PLSDS 12-71 1 3 0 0 0
VY1 11-72 1 0 0 0 0
SYI2 12-72 0 0 0 0 0
MY1 12-72 1 0 0 0 0
FTCLHNI 9-73 0 0 0 0 0
ZION12 12-73 1 0 1 0 0
PRIEISL 12-73 2 I 0 0 0
COOPER1 7-74 0 0 0 0 0
PB23 7-74 2 0 0 0 0
IP2 8-74 2 0 0 0 0
ANO12 12-74 0 0 0 0 0
DAECI 2-75 0 0 0 0 0
RANSEC01 4-75 1 1 3 0 0
CALCLFS 5-75 1 1 3 0 0
FITZI 7-75 0 1 0 0 0
DCCKI2 8-75 1 0 0 0 0
HATCH 12 12-75 0 I 0 0 0
MLSTN2 12-75 1 0 0 0 0
IP3 8-76 0 0 0 0 0
STLCI2 12-76 0 0 0 0 0
SLM12 6-77 1 0 0 0 0
NOANNAI 2 6-78 2 I I 0 0
SQI_II2 7-81 2 0 0 0 0
MCGUIRE 12-81 2 1 1 0 0
LASLL 1-84 0 2 0 0 0
GRGLFI 7-85 0 0 0 0 0
WSES3 9-85 0 0 0 .. 0 0
PVI23 1-86 1 0 0 0 0
LIMI 2-86 1 0 0 0 0
MLSTN3 4-86 1 0 0 0 0
RIVBNDI 6-86 2 I 0 0 0
HPCRK 12-86 2 0 0 0 0
CLPWST 4-87 0 0 0 0 0
Sttl 5-87 0 0 0 0 0
PERRY1 I1-87 0 2 0 0 0
FERMI2 1-88 3 1 0 0 0
BDWD 7-88 1 4 0 0 0
SOTXSI2 8-88 1 1 2 0 0
TOTALS 41 28 16 0 0
GRAND SUM OF OBSERVATIONS 85
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Table C7-2: Prioritization - Quantitative Analysis - PWRs

ANALYSIS FOR PRA

WESTINCHOUSE DATE ATB OBS DFC FLR VLN
YKROWE 7-61 1 0 0 0 0
HADNCK 1-68 4 1 3 0 0
SONGS123 1-68 0 1 1 0 0
GINNA 7-70 2 1 0 0 0
HBRBSN 3-71 0 1 1 0 0
SYI2 12-72 0 0 0 0 0 "
ZION12 12-73 1 0 1 0 0
PRIEISL 12-73 2 1 0 0 0
IP2 8-74 2 0 0 0 0
DCCKI2 8-75 1 0 0 0 0
IP3 8-76 0 0 0 0 0
SLMI2 6-77 1 0 0 0 0
NOANNAI2 6-78 2 1 1 0 0
SQYHI2 7-81 2 0 0 0 0
MCGUIRE 12-81 2 1 1 0 0
MLSTN3 4-86 1 0 0 0 0
SHI 5-87 0 0 0 0 0
BDWD 7-88 1 4 0 0 0
SOTXSI2 8-88 1 1 2 0 0
TOTALS 23 12 I0 0 0
GRAND SUM OF OBSERVATIONS 45

ANALYSIS FOR PRA

CE AND B&W DATE ATB OBS DFC FLR VLN
SONGS123 1-68 0 1 1 0 0
PLSDS 12-71 1 3 0 0 0
MY1 12-72 1 0 0 ' 0 0
FTCLHNI 9-73 0 0 0 0 0
ANO12 12-74 0 0 0 0 0
RANSECOI 4-75 I 1 3 0 0
CALCLFS 5-75 1 1 3 0 0
MLSTN2 12-75 1 0 0 0 0
STLCI2 12-76 0 0 0 0 0
WSES3 9-85 0 0 0 0 0
PVI23 1-86 1 0 0 0 0
TOTALS 6 6 7 0 0
GRAND SUM OF OBSERVATIONS 19
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Table C7-3: Prioritization - Quantitative Analysis - BWRs

ANALYSIS FOR PRA

GEN ELECTRIC DATE ATB OBS DFC FLR VLN
NMPI 12-69 0 0 0 0 0
DRES23 6-70 0 2 0 0 0
MLSTNI 3-71 1 1 0 " 0 0
VYI 11-72 I 0 0 0 0
PB23 7-74 2 0 0 0 0
COOPER1 7-74 0 0 0 0 0
DAEC1 2-75 0 0 0 0 0
FITZI 7-75 0 1 0 0 0
HATCH12 12-75 0 1 0 0 0
LASLL 1-84 0 2 0 0 0
GRGLFI 7-85 0 0 0 0 0
LIMI 2-86 1 0 0 0 0
RIVBNDI 6-86 2 1 0 0 0
HPCRK 12-86 2 0 0 0 0

• CLPWST 4-87 0 0 0 0 0
PERRY1 11-87 0 2 0 0 0
FERMI2 1-88 3 1 0 0 0
TOTALS 12 II 0 0 0
GRAND SUM OF OBSERVATIONS 23
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APPENDIX D

SPECIFIC EXAMPLES OF PROGRAMMATIC INSIGHTS FROM
MAINTENANCE TEAM INSPECTION REPORTS

eatingis restrictedto large, "fast-acting" valves.
D.1 Specific Aginz Management lnsi2hts Lacking evidence to the contrary, the NRC

concluded that the practice of coast-in backse-
D. 1.1 Positive Aspects ating could continue for the remaining MOVS.

Among the positive responses by utilities to identifying • At Surry, in response to a catastrophic pipe
aging concerns are the following: rupturein main feedwater (MFW) piping, and

NRC Generic Letter 89-08, 5 the inspectors
• At Haddam Neck, plant aging and upgrade credited the utility with having a well-defined

items were being identified and evaluated for program for erosion and corrosion thinning of
future action. Recently completed upgrades feedwater piping.
include the reactor protection system (RPS) and
the nuclear instrumentation system (NIS). In- • At St. Lucie, the utility had a preventive main-
core thermocouple, radiation monitoring and tenanceprogram to inspect and test the electro-
service water system (SWS) analysis were lyric capacitors in the 120 VAC inverters. The
ongoing engineering projects, capacitors in the batterychargers were inspected

but not tested. Electrolytic capacitors in 120
• At Braidwood, management had instituted a VAC invertersand battery chargers are used as

program to return selected components to the smoothing filters for the output voltage and
respective supplier before failure for evaluation have been identified as having a limited life by
and analysis of wear, aging, and abnormal the NPAR Program) The utility agreed to
conditions, periodically replace the capacitors for both the

120 VAC inverters and the battery chargers.
• At Sequoyah, in response to NRC Information The NRC cited the utility's actions as specific

Notice 88-11' on the widespread failure of responses to NPAR recommendations.
silicon bronze bolts used to splice bus bars in
General Electric motor control centers (MCCS) • At Salem, as a result of severe deterioration of
caused by stress corrosion cracking, based on a the Service Water System, i.e. through-wall
sampling plan, the utility determined that such leaks at weld joints in unlined carbon steel
bolts did not exist in the MCCS and 480V piping, microbiological corrosion of 316 stain-
switchgear, less steel piping, lining deterioration due to

abrasive erosion, and control valve cavitation,
• At Fermi, to verify that motor-operated valves the Service Water piping will be replaced with

(IVIOVS)fully open, anotherutility had original- 6% molybdenum stainless steel, lines will be
ly planned to open them until an enlarged rerouted to reduce turbulence, and stagnation
section of the stem contacted the mating seat in areas will be eliminated. This effort was
the bonnet, i.e. by "power backseating", planned forcompletionby 1995.
However, such practices had resulted in broken
stems and dropped disks at other plants. The • At Hatch, the utility was directly addressing
utility has now eliminated power backseating by aging concerns by replacing main feedwater
stopping all valves on the open stroke through system flow transmitters. Some actions in-
the use of the limit switch, rather than the volved replacingcertain manufacturer's capaci-
torque switch, so that the power is interrupted tots with more reliable ones.
before the stem contacts the backseat. In some
cases, the stem will coast into the backseat with
considerable force. Through a vendor study,
the utility concluded that the concern for backs-
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D.1.2 Negative Aspects • At La Salle, the utility was very slow to re-
spond to a 10CFR21 notification by Limitorque

Examples of premature wear of systems and compo- pertaining to common mode failure of melamine
nents, lack of utility response to aging concerns are the torque switches, of certain model types and
following: serial numbers known to be installed at that

plant. The cause of failure is post-mold shrink-
• At Duane Arnold, the manufacturer's instruc- age, which is affected by temperature and age.

tion manual for the reactor water level switches Specified actions included reviewing valve
did not specify any particular preventive mainte- stroke times, conducting stroke time testing, and
nance requirements. However, in 1986, follow- replacing switches. Five MOVS covered under
ing a history of problems, the representative NRC Bulletin 85-034.5 and other valves in a
was called in and recommended that the switch- harsh environment had not been inspected for

es be refurbished every 5 years. Although the melamine torque switches. Also, thirty valves
switches had never been refurbished before that in one of the units had not been inspected in
time, the utility took no action until 1988. This response to the NRC Genetic Letter 88-07. 6
was cited as a violation. This was cited by the NRC as a violation of

10CFR50, Appendix B.
• At the same plant, the response to a manufactu-

rer's service advice letter issued in 1979 on • Similar problems were noted at Prairie Island,
premature wear of Tuf-LOC Teflon coated where the utility failed to promptly inspect,
fiberglass sleeve bearings in certain types of GE correct, or justify continued operation of more
4160V circuit breakers was untimely. The than 25 Unit 1 and Unit 2 MOVs that were
affected components involved the Residual Heat subject to the same common mode failure. The
Removal (RHR) pumps, Reactor Recirculation apparent cause of the untimely assessment was
pumps and other safety-related breakers, that the system engineers had too many respon-

sibilities and the assessment was considered to

(1) The RHR pump circuit breakers were inspected be a "Low Priority" item. This was also cited
in 1985 and replacement was recommended; by the NRC as a vio_,ationof IOCFR50, Appen-
however, they were not replaced until 1987. dix B.

(2) At the time of the MTI, only 6 of approximate- • At Surry, compressed air is supplied by four,
ly 50 breakers had the bearings replaced. The (two/unit) rotary water seal air compressors
remaining 44 breakers included 19 that were taking suction on the containment atmosphere,
safety-related, which is 99% relative humidity at l18*F, and

then discharging into refrigeration air driers
(3) Worn-out bearings were continuously identified; which are not capable of maintaining 35 °F dew

in one case, for a Reactor Recirculation pump point even under optimum conditions. The
breaker, utility's response to NRC Generic Letter 88-147

committed to conformance with ISA $7.3, 8

These examples were cited by the NRC as part of a which states, in part, that at no time shall
violation. Similar failures attributed to worn bearings Instrument Air dewlx)int exceed 35"F. In
were identified at other plants. 1989, two of the discharge filters were so

rotted, they could not be left in place. The
• At Rancho Seco, the Auxiliary Feedwater remaining two filters were dirty but were left in

System (AFWS) pump turbine governor and its place because spare filters were not on hand.
mechanical overspeed trip both failed during a There was no record that the Instrument Air
post-maintenance test, resulting in both trains of drier filters had ever been changed since instal-
AP'WS being pressurized beyond design stress iation 7 years before.
values, making the system inoperable because
of questionable piping integrity. This was cited • Also at Surry, chronic problems have occurred
as a violation by the NRC. in the emergency diesel generator air start

(EDGAS) system because of leaking check
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valves and compressors which have required sleeve bevel gear. The limit switch was left
frequent in-head replacement. The valves are indicating a "full open" signal to the control
no longer available for this vintage compressor, room and would only allow the Limitorque
All six discharge check valves had recently motor to rotate in the closing direction.
been replaced ,and all six compressors were in
the process of being replaced. The problems • Problems were noted at several plants concern-
occurred primarily because of poor air quality, ing storage of components beyond their shelf
Water had accumulated on top of the check life. In a few eases, problems were also noted
valves and entered the air compressors. Plant with storage conditions, such as temperature
engineering personnel had expressed two con- and humidity control for Level "A" storage
cerns: items.

(1) There was no program for controlling or moni- * At Limerick, based on the experience of an
toting EDG starting air quality, and older sister plant, it was determined that fouling

(2) There was a high likelihood that all 18 air start of the Service Water System should not create
receivers were full of rust and scale from years serious problems until 14 years after initial
of wet service, operation. However, in the Essential Service

Water piping supply of the compartment unit
The NRC team witnessed the routine blowdown coolers of the High Pressure Coolant Injection
of the air start system for one of the emergency (HPCI) pump, a 3" valve was found filled with
diesel generators, and a significant quantity of soft, black sludge and 1/4"-1/2" of irregular
water was discharged. Poor air quality in the scale buildup had occurred on an internal pipe
EDGAS can also affect the performance of the wall. The problem was identified in 1985 as
solenoid operated valves which admit air to the corrosion cell attack of carbon steel plus river
air starting motors. Sluggish performance of silt. Chemical treatment was not applied to the
one of these valves had occurred on another spray pond which serves both the Essential
EDG where station personnel recommended Service Water and RI-IR Service Water systems.
installing air driers and filters, with the intent of The damage to I-IPCI room coolers and the
complying with ISA $7.3-75. In a related RHR pump seal coolers were of greatest con-
incident, over 20 lbs. of rust had recently been cern.
removed from inside the service air receiver in

the turbine building. The NRC considered the • At Dresden, station technical staff reported that
utility's responsiveness to reflect more emphasis General Electric SBM switches used in 4160-
on short-term solutions rather than a commit- VAC breakers and cubicles were at or near the

meat to long term corrective actions, end of life based on increased failure rates.
SBM switches had not been included in the PM

• At St. Lucie, following a manual reactor trip, program and had not previously been inspected.
both of the motor-operated valves (MOVS) for Failures that occurred at other plants included
the motor-driven Auxiliary Feedwater pumps the following: the alternate feeder breaker failed
went fully open as intended. One valve was to close automatically after the normal feeder
later closed by the operators and the other was breaker was opened, and failures caused by
throttled to 200 GPM flow rate. "[he operators hardened grease and dirt in stationary auxiliary
later tried to reposition the latter valve, but it "SBM" switch linkage within normal feeder
would not move. Also, the fully closed valve breaker compartments.
appeared as fully open on the control board in
the control room. The throttled valve would

not respond because the stem and nut were D.2 Preventive Maintenance Insights
galled and seized together; thus it could not be
manually positioned. The fully closed valve Examples from the MTI reports of insights related to
could not be remotely positioned open because preventive maintenance are noted below.
the limit switch drive pinion gear had worn to
the point that it was not meshed with the drive
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D.2.1 Preventive Maintenance Programs reliability program, component operating per-
formance, component integrity, and system

• At Clinton and Perry, a 13-week "Rolling" design reliability were reviewed. The program
maintenance schedule was used, which is re- involved equipment monitoring, root cause
peated 4 times per year. At Clinton, whose analysis, recommendations to prevent recur-
program became a model for other nuclear rence, and evaluating system design reliability.
plants, each week, a single division and approx-
imately 19 systems, regardless of safety classifi- • At Hope Creek, a reliability centered mainte-
cation, were taken out of service for mainte- nance (RCM) program was being established to
nance. At Perry, an equipment "group", which set a required reliability target for a specific
consists of equipment and/or systems that are function and associated components, and then
taken out-of-service simultaneously, or may be adjust maintenance tasks and frequencies to
taken out-of-service when any element is taken achieve that goal. The RCM database would
out-of-service, was scheduled each week. include the historical sequence of design chang-

es to evaluate of their effects. The maintenance

Any non-emergency maintenance was scheduled data base consists of plant systems, manufactur-
during the appropriate week along with surveill- ers' recommendations, plant experience, and
antes and repetitive tasks. This scheduling surveillances required by Technical Specifica-
minimizes operation of standby systems and the tions. Work orders for periodic recurring tasks
out-of-service time of safety related equipment, such as PM were automatically generated by

computer via the Managed Maintenance lnfor-
• At D.C. Cook, a pilot program of Reliability mation System (MMIS).

Centered Maintenance (RCM) was begun. The
systems selected were the Auxiliary Feedwater, e At Calvert Cliffs, the NRC determined that the
the Main Feedwater, and the Service Water utility had performed a meaningful self- assess-
Systems. (However, a formal predictive meat of maintenance and initiated improved
maintenance program had not been established, control, performance, and documentation of
Vibration analysis and oil sampling had begun maintenance activities. The Electrical and I&C
and thermography was scheduled to start in the maintenance staff had a well-developed correc-
following year.) tive and preventive maintenance program.

Mechanical maintenance procedures were
• At Indian Point 3, an Important-to-Safetycate- adequate but could be improved.

gory of equipment had been defined foraddition
to the PM program. The program already • At Cooper, approximately 85% of maintenance
includes the Condensate System, Heater Drain procedures were upgraded, improving content
System, the Main Feedwater pumps, the Con- and format.
densate Polisher System, the Main Steam Isola-
tion Valves (MSIVs) and the Feedwater control At Dresden, the High Pressure Coolant lnjec-
valves, tion fI-IPCI) system was the model for the

plant's Maintenance Improvement Program
• At San Onofre, the ratio of PM to corrective (MIP). The MIP included MOV upgrading,

maintenance had increased steadily from 40% to PM program enhancement, failure analysis,
55% over the previous 2 and 1/2 years. At work planning preparation and scheduling, post
Zion, the PM hours to total maintenance hours maintenance testing, and communications. The
averaged 46%, which was better than the 42% HPCI system, as the "model" system, was
industry average. (I'M may include both peri- enhanced by improvements in maintenance
odic and predictive maintenance), procedures, material condition, and overall

appearance and performance.
• At Millstone 1, the Balance of Plant (BOP)

equipment was not treated differently from
safety-related equipment, as evident by the low
BOP maintenance backlog. Also, in the plant
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D.2.2 Implementationof Preventive Maintenance of plant Technical Specifications requiring
compliance with Regulatory Guide 1.339which,

In this section, the focus is on the actual implementation in turn, requiresthat maintenance thatcan affect
and scope of maintenance, such as the procedures and the performance of safety-related equipment
work practices. Examples of timeliness of procedural should be properly preplannedand performed in
revisions and quality and content of procedures will be accordance with written procedures, document-
given, ed instructions, or drawings.

• At St. Lucie, manysafety-related and nonsafety- • The following were also noted at Waterford:
related components did not have maintenance
repair procedures, although many were under A work order for 4160 V switchgear to clean
preparation. The components included Auxilia- and inspect it required torquing of switches and
ry Feedwater pumps, Containment Spray exposed connections. However, an unautho-
pumps, Turbine Cooling Water pumps, and rized deviation was noted in that "no loose bolts
Limitorque valve actuators. The vendor technl- found (so)torque (was) not required." The
ca] manuals were relied upon for corrective NRC inspectors indicated the need to evaluate
maintenance, the safety significance and operability of the

safety-related switchgear and the need to deter-
Similarly, at Waterford, a newer PWR, there mine if torque requirements had been deleted in
was only a generic procedure for corrective other safety-related switchgear. This finding
maintenance on safety and nonsafety-related was also cited by the NRC as a violation of
pumps, compressors, fans, blowers, and other Technical Specifications and of Regulatory
rotating equipment. Guide 1.33 which requires that general proce-

dures be developed for control of maintenance,
• Also at Waterford, three environmentally-quail- repair, replacement, and modification work.

fled safety-related MOVs inside the reactor
building were lubricated with a mixture of two There was no preventive maintenanceprocedure
different types of grease, contrary to the plant for the nitrogen accumulator subsystems. Many
lubricationmanual instructions, which specified safety-related systems depend solely on the
only Exxon Nebula P-O type lubricant. High nitrogen accumulators to operate critical valves
levels of lithium, a constituent of Mobil Mob- during accident conditions. The utility was
ilux EP-O, were found in the gearbox grease using a procedure for quarterly in-service valve
for those valves. The utility concluded that tests which was intended to meet the ASME
some mixing of lubricants in the main gear box Boiler and Pressure Vessel Code Section XII°,
had occurred. Although the utility had already for 16 individual check valves associated with
corrected the identified problems, the NRC the safety-related boundary of the nitrogen
noted that weaknesses remained with the other accumulator subsystems.
aspects of the MOV lubrication program:

• At Palisades, Neolube No. 1 lubricant was
• The use of two different types of lubricants for applied to gears and bolts of the Control Rod

the same component may lead to future occur- Drive Mechanism. Although this was the
rences of mixed greases for MOVs. correct lubricant, no lubricant had been specifi-

cally identified in the Maintenance Work Order.
• The existing program provided conflicting

guidance and did not ensure that future occur- Also, the insulation resistance (megger) test
rences of mixing greases will not occur, values of the motorfor the Main ExhaustFan to

the plant stack was entered into the procedure
• Operations QA had not effectively identified data sheet more than an hour later by the main-

that concern, tenance personnel from memory.

Because mixing _)fgreases can lead to actuator • At North Anna, some plant procedureswere not
failure, this was cited by the NRC as a violation detailed enough to define the work steps to
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perform maintenance and testing activities, such chanical binding of the breaker mechanism,
as the Emergency Diesel Generatormaintenance which was overhauled in 1976.
procedure, in which the removal of pistons was
consolidated into a single step. The NRC was A 4160V breaker for a Unit 2 LPCI pump
concerned that such lack of details could have tripped several times during pump starts in
led to significant performance variation and February 1988. The cause was a direct lack of
prevented accurate documentation of the work lubrication on the trip latch roller mechanism,
performed, which would not have occurred if the breaker

had been properly maintained.
On the positive side, the following practices
were noted: In addition, failure to perform PM had not been

identified as a contributingfactor in the failure
• At Calvert Cliffs, if a procedure were found of the Unit 3 Isolation Condenser Makeup

deficient, workers were instructed to obtain a Valve. Failure of the DC-powered MOV was
procedure change before proceeding with the caused by dirt and sticking auxiliary contacts
work. Although the interim effect slows down with built up non-conductive deposits, resulting
the work, in the long-term, better procedures in increased electrical contact resistance. PM
and work control will result, had not been performedon two Unit 3 250VDC

Motor Control Centers (MCCs) since 1975.
• At Braidwood, the staff was well trained, the These MCCs supply power to torus suction

work packages were well-prepared, some con- valves of the HPCI system.
rained photos or diagrams, and the procedures
were easy to use. Safety-related work was Auxiliary switches, GeneralElectric SBM type,
consistently well-documented, for 4160VAC breakers andbreakercubicles had

not been replaced even though the switches had
• At Cooper, approximately 85% of maintenance a history of failure since 1982 and were at or

procedures were upgraded improving content near the end of life. These examples were cited
and format. Similarly, at Ginna, maintenance by the NRC as a violation of 10CFRS0, Appen-
procedures were being revised as part of a dix B.
major program for updating procedures to
improve style, format, and content. • At Sequoyah, PM deferrals were not well

controlled, and the justifications were often
D.2.3 Scheduling of PM Activities inadequate. The maintenance schedule did not

show deferred or canceled PM tasks, so the
At several plants, the NRC noted that scheduled determination of when the maintenance activity
PM activities were often deferred for various was last performed was difficult. Specifically,
reasons. Some examples are as follows: the PM for an Essential Raw Cooling Water

(ERCW) pump had been deferred to a date past
• At Dresden, the maintenance procedure called the mandatory PM performance point.

for 4160VAC breakers to be inspected and
overhauled every 5 years or 500 operations. The past PM program for safety related 6900V
However, at one of the units, breakers for two breakerswas notwell implemented, allowing 13
of the Containment Cooling Service Water years to elapse between PM for some breakers.
pumps was overhauled in 1976. Breakers which The record for non-safety related breakers is
were important to safety, i.e. required to satisfy better. One-third of all breakersare maintained
technical specification requirements for two per outage. There is a reluctance to perform
sources of offsite power to be available, were PM on incoming main circuit breakers because
overhauled in 1973, 1975, and 1977. During to remove a safety-related 6900V or 480V bus
the MTI, a 4160V feeder breaker failed to trip from service requires a Technical Specification
during an undervoltage surveillance test. The Limiting Condition of Operation (LCO) Action
problem was a burnt trip coil caused by me- Statement.
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• Also at Sequoyah, the periodic change of dessi- • At RanchoSeco, the NRC cited specific mainte-
cant for an auxiliary control air drier, which nance program weaknesses in communications,
was scheduled annually, had not been per- engineering support, support interfaces, post
formed since 1986. maintenance testing, procedure adequacy,

electrical circuit breaker maintenance, and use
• At Fitzpatrick, some PM tasks on MOVs had of PRA.

been deferred for more than one year, although
there had been no deferrals of surveillance or • At Haddam Neck, engineers had both system
EQ-related maintenance required by Technical and project assignments. Problems associated
Specifications. with the emergency diesel generator, the con-

densate system, and the auxiliary feedwater sys-
• At Braidwood, several tasks on important terns were all handled by the same engineer,

Balance of Plant equipment, such as 345 KV leading to a delay in resolving problems with
switchyard breakers, had been well past their the emergency diesel generator.
scheduled completion dates.

• At Braidwood, for several surveillance tests of
• At South Texas, the prioritization scheme for motor driven fire pumps, the motor current was

MOV preventive maintenance appeared to recorded to be up to 6 amps below the mini-
emphasize personnel availability rather than mum acceptable current of 40 amps, and the
technical justification for PM deferral. Of 275 tests were accepted without an engineering
PM items, at least 28 pertained to safety-related evaluation. Approximately one year later, the
MOVs, which were to be performed at 78-week utility did initiate an evaluation.
frequencies involving the inspection, lubrica-
tion, and testing of the valves. At least 8 of the Some of the more positive examples of technical
valves were containment isolation valves. The and engineering support are as follows:
delays in PM ranged from 3 to 21 months.

• At Haddam Neck, corporate and engineering
D.2.4 Engineering and Technical Support organizati,_ns incorporated preventive mainte-

nance and spare parts recommendations in plant
• At Maine Yankee, the NRC cited examples of modifications. Plant engineers participated in

poor engineering support, such as the replace- the resolving technical issues relatedto repair or
ment of a Fischer Porter Model B2496PB 0-800 replacement of equipment. Review of regulato-
in. W.C. range transmitter by a Rosemount ry documents was closely coordinated with plant
Model l151HP5E22B1 0-750 in. W.C. range maintenance.
transmitter. The transmitter is part of the
Reactor Coolant Pump No. 3 seal water piping. Specifically, corporate engineeringhadrespond-
Engineers were not involved in determining ed in a very timely manner to the failure of a
calibration set points. Main Feedwater regulating valve, and to the

significance of the loose parts which were
• At St. Lucie, PM procedures were written by involved.

planners and were based on vendor manuals.
There was no formal engineering review. • At Yankee Rowe, technical support of the

maintenance process was effective, and engi-
• At Sequoyah, the NRC felt that system engi- neers were integrated into the maintenance

neers could have been more strongly involved department to ensure such support, through an
in PM, particularly technical justification for "Engineerof the Week" program,which assigns
deferment, and trending/failureanalysis, a corporate engineer is assigned weekly to

maintenance. The engineer's duties include:
Although the Maintenance Department had been
regularly producing reports of component • Developing a critical component list.
failures, the reports were terminated in 1989 • Identifying critical component failure modes.
because system engineers were not using them. • Troubleshooting maintenance problems.
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• Improving procedures and practices, the other unit. New pilot valves are installed in
• Assuring components are maintained within the ADS valves which were not replaced in the

their design basis, unit currently in an outage. The maintenance
and test intervals are shorter than the vendor

D.2.5 Preventive Maintenance of Mechanical Compo- recommended minimum of 36 months.
nents

• Also at Dresden, the overhaul program for all
Some of the positive aspects of PM of mechani- MOVs includes: a complete inspection; resis-
cai components noted were the following: tance testing of the motor; lubrication of the

main gear case, limit switch compartment and
• At Indian Point 2, in the beginning of the valve stem; and proper setting of torque and

refueling outage (at the time of the MTI), the limit switches. Permanently mounted sensors
12-year preventive maintenance recommended for measuring stem force have been installed on
by the vendor technical manual was performed all safety related evvironmentally and non-envi-
on one of the three emergency diesel genera- ronmentally qualified (EQ and non-EQ) MOVs.
tors. Based on the positive results of this very The utility anticipated better MOV performance
extensive disassembly, inspection, and refur- and testing convenience from the Valve Opera-
bishment of the engine andgenerator, a reduced tor Testing and Evaluation System (VOTES)"
PM was perform __Jnthe remaining two diesel testing method.
generators, rather than the annual inspection
required by the Technical Specifications. All • At Maine Yankee, a similar MOV overhaul
three diesel generators were under consideration program was in place. Approximately 100
for an increase in the total kW ratings, because MOVs are subjected to:
of previously identified loading inadequacies.
The increase in ratings could result in additional • Overhaul, PM, and lubrication inspection of
PM activities required. Limitorque operations.

• EQ inspection of certain MOVs.
• At Vermont Yankee, the emergency diesel • Motor Operated Valve Analysis and Test Sys-

generators were not barred over (turned or tem (MOVATS)'testing, torque switeh replace-
cranked with no intention to start) following a ment, and ehangeout of jumper wiring for
3 minute run, contrary to the vaanufacturer's certain MOVs.
recommendations. The Technical Specifications
required demonstrated operability following any • At St. Lucie, the utility installed high efficiency
action or event rendering a diesel generator filters at the discharge of each instrument air
inoperable. In response to NRC concerns, drier. Sensitive I&C equipment, such as Bailey
based on utility discussions with the manufac- positioners and solenoid valves, were also
turer, an "air roll" after shutdown to enhance equipped with upstream filter-regulators.
reliability and longevity will be adopted. However, there was no regular PM ehangeout

schedule for replacing filter-regulator filter
• At Millstone 1, six spare safety/relief valve elements, and they are only changed when

(SRV) top works were available to change and clogged.
test the entire complement of SRV top works at
each refueling outage. This exceeded the • At H.B. Robinson, a Main Feedwater control
technical specification requirements to test 50% valve was prepared to correct a flange leak by
of the SRVs at each refueling outage, and also taking the plant off-line, rather than performing
exceeded the ASME Section XI requirements, a temporary repair.

• Similarly, at Dresden, the NRC noted that at • At Fermi, the procedures for MOV assem-
each unit's refueling outage, half of the safe- bly/reassembly and setting of switches were
ty/relief valve Automatic Depressurization improved since previous inspections, were
System (ADS) are replaced with rebuilt and comprehensive, detailed and user friendly.
bench tested SRVs from the previous outage of
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Some of the negative findings were as follows: • At H.B. Robinson, the NRC inspected check
valves for the Low Head Safety Injection (L,H-

• At South Texas, the specification for "Control SI) and RHR Systems, the outlet check valves
of Expendable Materials" requiredthat Polyken of the SI Accumulator, the discharge check
No. 226 be the only tape used on stainless steel, valves of the Service Water booster pump, the
However, the NRC observed the use of Nashua Main Steam check valves, and the check valves
duct tape on the stainless steel seal internals of of the MSIV InstrumentAir Accumulator. The
a reactorcoolant pump, which comprise part of procedures lacked acceptance criteria for inspec-
the reactor coolant pressure boundary. This tion of check valve internals for wear and
finding was cited by the NRC as a violation of degradation. Also, there was neither a surveil-
Technical Specifications requiring the develop- lance nor PM program for these valves. Check
merit of and adherence to procedures for the valves were not tested or maintainedunless the
maintenanceof safety-related components, valve was in a degraded condition, or testing

and/or disassembly was required by ASME
• Also at South Texas, duringthe PM procedures Section XI.

for "78-Week Inspection, Lubrication and Test
of the MOV Actuator for CCW to Charging • At River Bend, during the preventive mainte-
Pumps Return Valve (MOV)", the NRC noted nance of one of the MOVs, the as-found torque
that the switch cover gasket of the limit switch settings were 1.5 for the open and closed
switch/torque was totally compressed and positions. The recommended settings were 1.75
hardened. Therefore, the switch compartment minimum, 2.0 maximum. The procedure
of the EQ classified MOV was not sealed, allows the setting to be below the minimum if:
Also, the gasket was incorrectand supplemental
holes had been punched in it so it would fit in (1) the actual thrust data for the valve stem indicat-
the existing bolt pattern, ed the need to lower the torque switch setting,

and
• At Rancho Seco, proper preventive maintenance

was not been established for the Auxiliary (2) the design/field engineering staff reviewed the
Feedwater governor and turbine overspeed thrust data and approved the lower
device, and the governor oil-dump solenoid setting.
feature.

However, there was no documentationshowing
Also, a work request for removal and detailed that the lower setting had been approved.
diagnostic inspection of the governor valve
linkage did not contain acceptance criteria for • At Shearon Harris, the NRC noted that while
critical measurements, neither min/max e:_pect- the overall condition of the Instrument Air
ed values, nor maximum measurement toler- System was good, there were no formal PM,
anees. This finding was cited by the NRC as a maintenance, operations, or surveillance proce-
violation of 10CFR50, Appendix B. dures for the rotary screw air compressor, even

though the compressor now supplies 100% of
• At Cooper, contrary to plant Quality Control station air requirements. The vendor manuals

procedures that were established to implement called for regular PM of both the compressor
10CFR50, Appendix B, maintenance was per- and the air drier.
formed on an emergency diesel generator cam,
which included critical re.assembly steps, men- D.2.6 Preventive Maintenance of Electrical and I&C
surements and clearances, and verification of Components
valve timing and timing clearances without QC
inspection of these activities. This finding was • At McGuire, fuel cycles are every 14 months.
cited by the NRC as a violation of 10CFR50 Each circuit breaker receives a contact resis-
Appendix B. tance (Doble) test and preventive maintenance

every third refueling outage. The maintenance
program was consistent with good industry
practice, however, control wiring compartments
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and bus compartments in the switchgear were (6) Performing a mechanical and electrical check-
not being inspected, out, and functional testing.

No significant problems were identified in the Also, for cables which overheat duringa battery
maintenance of 125 VDC batteries, battery charger inspection, neoprene-insulated cable is
chargers, circuit breakers, and 120 VAC invert- to replace existing rubber-insulatedcable.
ers, including those for the emergency diesel
generators. In response to a failure of the • At Perry, the NRC reviewed actions taken in
output capacitors of an inverter, the utility now response to the loss of fill fluid defect identified
had a PM program to replace those capacitors by the Rosemount 10 CFR 21 notification of
for all inverters and batteries. February 7, 1989. The utility identified 277

Rosemount transmitters within the scope of the
• At Shearon Harris, the procedures included notification. Individual computerized trend

nearlyall of the 30 steps typically recommended records showed the results of all calibrations,
for medium voltage switchgear. The exceptions including as-found and as-left data. The data
were a check of the anti-pump circuit, and an were analyzed and evaluated as recommended
insulation resistance measurement across the by the vendor. Only three failures had been
open contacts, detected due to loss of oil. The utility was an

active participant in the BWR Owner's Group
The PM program called for performing preven., on Rosemount failures. Plant operators had
tire maintenance at every second refueling been trained on the transmitter failure symp-
outage, or servicing approximately half of the toms. The NRC concluded that the actions
switchgear at each refueling outage. A small taken in response to the notification had been
percentage of the circuit breakers can be conve- excellent.
niently serviced biannually while the unit is at
power. • At Calvert Cliffs, the NRC noted that the PM

on 480V breakers, protective relaying on the
• At Dresden, the NRC noted that there had been logic circuits and battery systems of the emer-

a strong program to resolve problems with 4160 gency diesel generator was performed satisfacto-
VAC breaker Tuf-Loc bushings, rily.

• At Maine Yankee, there was a major ongoing • At Sequoyah, the PM procedure for 6900 V
project to upgrade eighty-three 480V circuit switchgear included nearly all steps recognized
breakers, mostly GE Model AK-25, and correct by industry as beneficial, and its overall clarity
difficulties in calibrating the electro-mechanical and content were excellent. The procedurecon-
overcurrent trip devices. Following an un- rained about 38 independent verification steps,
planned reactor trip from 98% power, a trip of and it invoked a special procedure aimed at
this service water pump was attributed to failure reducing common mode failure caused by
ofthe electro-mechanical overcurrenttripdevice maintenance.
in the circuit breakerof the pump motor. The
circuit breaker upgrade includes: However, the procedureomitted several accept-

ed industry practices, such as the mentionof the
(1) Disassembling the breaker to clean, inspect and anti-pump circuit, space heaters, blow out coil,

lubricate parts, and potential transformer compartments. Also,
(2) Replacing worn, damaged, or superseded parts lubrication requirements were not clearly ad-

with new ones. dressed.
(3) Installing a new latch roller assembly and trip

shaft bearing.
(4) Installing a solid-state overcurrent trip device to Among the negative findings are the following:

replace the previous electro-mechanical device.
(5) Setting and verifying the sensor tap selection • At Hatch, the procedure specifying preventive

ratings and adjustable trip settings, maintenance for 4160 VAC metal-clad switch-
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gear covered verification of undervoltage trip of five nuclear plants surveyed by the utility
attachments (UVTA), breaker cleaning and used a PM interval greater than 12 months.
inspection (with the breaker removed), cell
cleaning and inspection, and relay/control The NRC cited this finding as a violation of
wiring compartment cleaning and inspection. 10CFRS0, Appendix B, in that the procedure
The PM schedule was as follows: did not provide for incorporate of vendor rec-

ommendationsinto the maintenanceprocedures,
• Every 18 months for UVTAs. or alternatively, a documented evaluation of
• Every 60 months for four Unit 2 line-ups re- why the vendor recommendations were not

quired by Technical Specifications which are appropriate.
related to containment penetration overcurrent
protection. It was also noted that the electrical PM program

• Every 60 months for all other switchgear, did not include:

Specific details which were specified by the • Protective trip testing of molded case circuit
vendor, Westinghouse, but which were omitted breakers, other than containment penetration
by the utility for circuit breakers were as fol- circuit breakers.
lows: • Periodic visual inspection of 4160V current

limiting reactors.
• Inspecting current carrying parts for overheat-

ing. • At Vermont Yankee, a rated load discharge test
• Checking the breaker for binding or friction, is conducted once each operating cycle on 125V
• Inspecting the primary contacts for binding or batteries, as per the Technical Specifications.

pitting. IEEE Standard450-198(Y_ recommends testing
• Inspecting the arcing contacts for uneven wear every 5 years, while the manufacturer recom-

or damage, mends no testing. The NRC expressed concern
• Verifying 6 contact dimensions, over possible detrimental effects due to exces-

sive testing, therefore the utility proposed a
For the stored energy mechanism, Westing- change in Technical Specifications to demon-
house recommended: strate battery operability by a service test,

which duplicates the specified emergency load
• Removing the spring charging motor brushes profile, every or alternate refueling outage,

for inspection of length, while the performance test is conducted every 5
• Inspecting the motor support for loose or miss- years.

ing bolts, as per NRC Information
Notice 88-42." • At Dresden, the Emergency Diesel Generators

2,3, and 2/3 excitation field breakers and reac-
The utility's program did not include inspection tot protection system breakers were not includ-
and insulation resistance measurement of the ed in the preventive maintenance program.
switchgear bus, nor inspection of the outgoing
cable compartment or potential transformer • At St. Lucie, during walkdown inspections of
compartment. However, thermographic imag- the 120 VAC inverters, 125 VDC battery
ing of the outgoing cable termination was chargers, 120 VAC vital instrumentationpower
included in the predictive maintenance program, panels, the main control panel in the control

room, and other electrical and I&C panels, it
The NRC questioned the 60 month maintenance was noted that numerous fuses and fuse holders
interval, as opposed to the 12 month interval were corroded (tarnished). The corrosion was
recommended by Westinghouse. Deviations not excessive, but unexpected. The concern
from the vendor recommendations were not was that the corrosion could be a potential
properly analyzed or documented. Four failures problem in the electrical circuits. Previously,
of 4160 V switchgear were reported by all several control room fuses had to be cleaned
utilities to NPRDS for 1987 and 1988. Five out
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due to tarnishing. The utility agreed to upgrade However, for the overall PM program for
PM procedures to consider potential fuse con'o- electrical components at Clinton, the NRC
sion. reviewed various safety related and balance of

plant components t_ determine which ones were
• In 1985, several plants, including Clinton, included. No concerns were identified other

experienced an excessive number of failures of than the one for the 345kV breakers.
345 KV switchyard type GHO SF6 breakers
manufactured by Siemens AUis, lnc (SAI). • At Indian Point 2, the NRC witnessed the 18
Although not safety-related, these breakers month PM inspection on a Westinghouse Type
provide offsite electrical power. In 1985, SAI DB-50 reactor trip breaker, performed by both
recommended a four-phase PM program and a Westinghouse and plant maintenance personnel.
routine maintenance inspection schedule. The The NRC was concerned because several break-
program involved checking all breaker adjust- ers were left uncovered for lengthy periods after
ments, monitoring performance, periodically removal from their cubicles, which was con-
providing feedback data to the vendor and trary to Westinghouse recommendations and
routine annual maintenance. At Clinton, in utility procedures.
1988 and 1989, two such breakers indicated:

• At H.B. Robinson, PM is performed on all
(1) Excessive compressor operating time, which safety related switchgear at each refueling

indicates SF6 gas leakage, outage, which the NRC considered to be a
(2) Several components, such as numerous blast conservative interval. The NRC's review of

valve and moving main contacts, failed to 480V safety related switchgear concluded that
operate and required replacement, there had been 5 maintenance-related failures in

(3) Various adjustments were made to meet vendor 18 months. This was a rate of O. 11 failures per
acceptance criteria, breaker-year, which was significantly higher

than the IEEE Standard 493-1980 _3 rate of
The NRC concern was that, although the utility 0.0027 failures per unit year, suggesting inef-
aggressively contacted the vendor for technical fective maintenance.
advice and direction, there appeared to be a
lack of management initiative in incorporating Also, the PM procedures for electrical equip-
vendorrecommended maintenance on the break- ment were weak, and there was extensive use of
ers for four years, a very simple checklist. The NRC considered

the PM procedure for safety-related and Dedi-
Also, in August 1987, an SAI service bulletin cared Shutdown System switehgear to be poor
identified a problem with 345 KV trip coil because, for example, it did not describe how to
circuits on LPO type breakers. A resistor failed check critical dimensions of primary contacts,
during operation because of slow opening of the nor state how to adjust them. It did not specify
auxiliary contacts. It was recommendedthat the operating the breaker electrically from the test
trip circuit be energized and checked. The stand, checking charging motor brushes, nor
NRC determined that preventive maintenance open/close response time nor contact resistance
had never been performed on Clinton's LPO measurements. Only a very brief checlclist was
breaker 4522, which supplied offsite power, used for PM of 4160 V switchgear. The NRC

considered the lack of instructional detail to
The NRC checked the utility's response to increase the possibility of unplanned actions and
industry recommendations that vendor-supplied unsatisfactory maintenance and equipment
torque values be periodically verified for bolted failures.
connections on 480V, 4160V, and 6900V bus
connections and that this activity be included in D.2.7 External Technical Requirements (NRC, Ven-
the existing PM program. The NRC was dor, INPO)and Control of Vendor Information
concerned about an untimely response at Cli-
nton in implementing a pilot thermography
program for 460V and 6900V components.
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Some of the positive findings regardingexternal work packages. Vendor manuals were upgrad-
technical requirements such as NRC, vendor, ed.
and INP_3 are as follows:

• At McGuire, the NRC concluded that the utility
• At Surry, the NRC noted that the vendor manu- had a good program to respond to industry and

al control program was well documented. NRC-identified problems. The computer track-
ing system worked well and documentation was

• At San Onofre, a multi-unit site, the PM pro- satisfactory. The utility responded to most
gram for each of the approximately 147,000 industry issues, but not all in a timely manner.
components was being evaluated against the
manufacturer'srecommendations. The approval • At Prairie Island, PM requirements for equip-
of the Cognizant Engineer was required for any ment appeared to be adequately addressed.
deviations. Also, all of the approximately Vendor recommendations were included in the
28,000 vendor technical manuals were being PM program, or deviations were technically
updatedand verified, justified.

• At Waterford, the PM program for motor- The NRC noted similar findings at other plants
operated valves included both safety-relatedand such as Braidwood, Yankee Rowe, Haddam

i balance of plant valves. The program was Neck, and Fermi.
significantly above the industrynorm. The PM
requirements also conformed to the recommen- • At Sequoyah, the recommendations from NRC
dations of the vendor technical manuals and to Information Notice 87-61 '4.'5 on W-2 cell swit-

industry good practice, ches in 480V switchgear were incorporated into
PM procedures. Ferroresonance in high-voltage

• At Grand Gulf, problems were noted in re- transformers, as indicated in NRC Information
spending to NRC Notices, mainly due to mis- Notice 88-50, '6was correctly addressed.
communications among different groups con-
cerning the due dates. However, administrative Also, based upon a review of five vendor
procedures were revised to provide for more manuals involving valves, traveling screens,
stringent and aggressive close,out of NRC strainers, pumps, and compressors, the NRC
Notice evaluations, determined that the manuals were being con-

trolled, updated, and used in preventive mainte-
Also, the NRC noted that each vendor manual nance.
had a list of maintenance documents. When a

revision or change to the manualwas received, • At River Bend, the utility effectively incorporat-
the Document Control group notified the pre- ed vendor manuals to ascertain the maintenance
parer so that changes could be made to the requirements for each component located in the
document if necessary. This procedureensured Penetration Valve Leakage Control System
that all affected documents were controlled, (PVLCS) and the Automatic Depressurization
reviewed, and updated. System (ADS). The vendor recommendations

compared adequately to the EQ maintenance
• At Ginna, the NRC noted that procedures and surveillance requirements for the two

existed which defined conditions adverse to systems.
qualitywhich merit review. The conditionscan
be identified in NRC Bulletins and Generic Among the negative findings in these areas are the
Letters, INPO Significant Operatir_g Event following:
Reports, 10 CFR 21 reportable items, Class IE
electrical age-related failures, and component or • At D.C. Cook, the vendor manual for the
procedural deficiencies. Auxiliary Feedwater pump required that the

pump packing be adjusted (for a controlled
Also, controlled vendor manualswere used for amount of leakage) while the pump is operating.
maintenance activities which became part of the This requirement was not incorporated into the
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AFW pumpmaintenance procedures. Although related, and other. The information sources
no problems were noted, the NRC considered are: vendor manuals, bulletins and notices,
that rotor seizure, scored shaft sleeves, or NRC Generic Letters and 10 CFR 21 notifica-
burned packing could have resulted. This tions, station experience and industry sources.
finding was cited by the NRC as a violation of One hundredfifty out of three thousand manuals
10 CFR 50, Appendix B. were updated. Approximately forty-five thou-

sand components and equipment will be includ-
• At Sht .'on Harris, the Vendor's recommenda- ed. The NRC noted that the PM program did

tions for Essential Service Water pumps for 6- not verify the incorporation of vendor recom-
month maintenance concerning checking of mendations or justify changes to recommenda-
shaft alignment, motor vibration and shaft tions.
packing, as well as 2-year maintenance concern-
ing shaftalignment andconcentricity checks and • At Fort Calhoun, the calibration procedurefor
bearing, sleeve, and wear ring replacement was the Main Feedwater Regulating System required
not adopted. Furthermore, there was no formal the use of vendor manuals, but manuals were
justification for not following the vendor's unavailable or that were available were inade-
recommendations, quate. Also, some unverified, non safety-

related manuals, which were not scheduled to
• At Palo Verde, there was an extensive backlog be verified, were in use by I&C maintenance

in the review of the Service Information Letters personnel.
(SILs) issued by the Emergency Diesel Genera-
tor manufacturer, Cooper Industries. Only 3 • At Vermont Yankee, there was no effective
out of 19 SILs were formally evaluated. How- means to update manuals, even though some
ever, control of vendor information was being manufacturersprovided an approved procedure
upgraded, that specified the process for controlling formal

revisions of their manuals. Old customers did

• At Salem, a cylinder head for an Emergency not consistently receive revisions andsometimes
Diesel Generator was removed without using a the revisions were received from other utilities.
special lifting ring, designed to accommodate Also, some manufacturers' information was
the non-vertical angle, as identified in the retained in uncontroUedftles. The maintenance
technical manual. Also, chapters were missing supervisory staff reviewed and updated the
for the injectors, valve gear, exhaust and intake vendor manuals, but the process was informal
manifolds, and jacket water connections, which and inefficient. However, the appropriatetech-
would have shown the torquing and clearance nical manuals for battery and emergency diesel
specifications, generator were used during maintenance activi-

ties.

• At Duane Arnold, as a result of a Safety System
Functional Inspection of the High Pressure • At Maine Yankee, there was no administrative
Coolant Injection (HPCI) System initiated by control procedureto identify the vendor manual
the utility, the NRC noted that vendors' recom- for instruments having the same model number
mendations were inconsistently incorporated, but different manufacturing dates. Thus, it was
including maintenance and testing. Technical possible for the staff to use the wrong manual.
justifications for not incorporating the recom-
mendations was not provided. In general, the NRC determined that Maine

Yankee maintains a good program to control
• At Zion, the NRC noted that there was a failure maintenance vendor technical manuals. Howev-

to incorporate vendor recommendations into the er, there was a potential for new manuals
procedures. The Vendor Manuals were to be purchased by an individual not to be incorporat-
updated by mid-1991, to ensure that no unre- ed into the system.
viewed Equipment Technical Information is
used. The categories of the procedures are • At St. Lucie, the vendor for the new Instrument
safety-related, regulatory-related, reliability- Air System compressors recommended
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retorquingthe crosshead bolts after 6 months or changeout every 2 years and factory recalibra-
2000hours of operation. This requirement was tion every 5 years. Another manufacturer
not addressed in the PM procedure, nor was recommended semiannual chopper calibration
any justification given for not torquing the and periodic slidewire cleaning.
bolts. The Unit 1 compressors, therefore, were
nine months late in being torqued. The NRC concluded that the utility had no

formal process to review such vendor recom-
• At Clinton, as a result of review of selected mendations, and also that the utility's I&C

systems, significant differences were noted maintenance programwas weak in that it lacked
between existing surveillance and PM require- a formalized, well documentedbasis for calibra-
merits and those noted for the hydraulic actua- tion procedures, which resulted in incomplete
tors for the Reactor Recirculating Flow Control surveillances and uncertaintyabout the adequa-
Valve. An abbreviatedanalysis of the hydraulic cy of certain calibration acceptance criteria.
system showed that many of the vendor recom-
mendations were excessive but some key tasks, • At Perry, the NRC concluded that applicable
not currently performed, should be. The rec- items from external operating experience reports
ommendations included vibration and oil analy- were factored into the maintenance program.
sis, changes to operator round sheets, trending Such reports included:
of surveillance data, additional PMs to replace
the critical full flow filter element, and addition- (1) Limitorque 10 CFR 21 report, dated November
al or expanded I&C and electrical PM tasks. 3, 1988, on Melamine torque switches.

In general, the utility's incorporation of outside (2) The following NRC Information Notices:
sources such as vendor service information and
advisory letters (SILs and SALs), INPO Opera- • IN 89-07,17 on failure of small diameter tubing
tion and Maintenance Reminders (O&MRs), (air, fuel, oil) on emergency diesel generators
Significant Event Reports (SERs), and NRC resulting in inoperable diesels.
Bulletins, Notices, Generic Letters and other
correspondence was systematic. However, • IN 89-76, Is on bio-fouling of Zebra mussels.
outside source documents were arbitrarily
designated "Routine", i.e. as activities which • IN 90-11 19on maintenance deficiencies associ-
will not directly affect plant operations adverse- ated with solenoid operated valves.
ly without a prioritization review. Engineering
response due dates were easily extended. This • IN 90-37,2°on shearedpinion gear-to-shaft keys
extension could have delayed implementation of on Limitorque motor actuators.
corrective actions.

• IN 90-52, _1 on retention of broken Charpy
• At Indian Point 2, the NRC cited specific specimens.

examples where the utility did not properly
consider important vendor recommendations, • At Rancho Seco, the vendor manuals for the
such as the following: turbine governor of the Auxiliary Feedwater

pump did not reflect the as-built conditions.
(1) For the containment hydrogen concentration Also, the maintenance test procedures did not

monitor, the manufacturer recommended an incorporate NRC Lessons Learned on turbine
annual pressure test and a S-year gasket and controls and protection failure modes.
diaphragm changeout. The manufacturer was
performing the annual pressure test as part of • At H.B. Robinson, the NRC reviewed manufac-
contracted PM, although the utility was unaware turers' PM recommendations for approximately
of the requirement. 10 components in the HVAC system. In three

cases, lubricationandcl_ning recommendations
(2) For the containment high range radiation moni- were not incorporated into the PM procedures.

tor, the manufacturerrecommended a capacitor The components included motors on non-safety-
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related air handling units, safety-related evapo- Also, the controlled copy of vendor instructions
rative air coolers, and safety-related, side- containing the torque values for Anchor Darling
mounted pneumatic louver positioners. Lubri- valves was incomplete. This led to a failure to
cation recommendations were also ignored for torque the body-bonnet studs on a containment
booster pumps of the Service Water System and isolation valve after repair. No centralized
various HVAC components, such as bearings, policy or guidelines existed for torquing thread-
motors, and centrifugal and axial fans. ed fasteners.

• At North Anna, the NRC determined that most • At River Bend, maintenance work orders re-
information requiring the utility's response did ferred to procedures and the vendors' manuals,
not necessarily pass through Licensing, so there but the references were not specific. The
was a high probability that such information vendor manuals contained many sections not
may not have been received by the responsible applicable to the task, and applicable sections of
departmentand acted upon. An example con- references to procedures were seldom specified
cerned Reactor Coolant pumps and motors and in any of the work plans. In general, the level
Auxiliary Feedwater pumps, where the vendor of detail was poor.
manual pertained to ball bearings, not the sleeve
bearings actually installed. D.3 Predictive Maintenance and Condition Monitor:

ing Insights
Specifically, the NRC was concerned that
incorporation of vendor technical information Some of the specific positive and negative
for the Service Water System into plant proce- findings that were identified in the MTI reports
dures and activities was potentially inadequate, are as follows:
There was an excessive delay and essentially no
actions were taken to implement this item. D.3.1 Positive Aspects

Also, PM performed on a spare motor of the • At River Bend, approximately 300 safety sys-
Reactor Coolant pump did not include Westing- terns and important to reliability system compo-
house recommendations that the motor shaft be nents were being monitored under the vibration
turned periodically to prevent babbitt bearing program. Spectral data, wave forms, and
damage. Also, provisions to initiate the oil lift trends were taken for each point monitored.
system and recommendations that the internal Reports of adverse trends were subsequently
space heaters be connected and energized were distributed to system engineers, and mainte-
not included in the PM requirements, nance and operations personnel. Degraded

rotating equipment such as a motor bearing for
• At South Texas, a procedure for "Limitorque a circulating water pump and an alignment

MOV Motor Inspection and Lube"did not refer problem with a speed increaser for a main feed-
to staking the motor pinion gear/motor shaft key water (MFW) pump were identified.
and/or set screw. Two field change requests
dealing with the proper material for the key and • The lubricating and transformer insulating oils
key staking were incorporated into the vendor are monitored under the oil analysis program.
technical manual, but not into the procedure. Forty-six lubricating oil components and thirty-

one transformers (insulating oil) were being
• At Cooper, the NRC considered the process for monitored. The results were trended and re-

design and configuration control of vendor ports of adverse trends distributed to personnel.
technical information to be weak. Specifically, An analysis of dissolved gas of the preferred
the NRC noted excessive grease leakage from station transformer showed there was acetylene
the shaft coupling of the HPCI turbine-pump, in excess of the alert limit, which meant that
Incorrect vendor instructions were used. Man- electrical arcing was occurring within the transo
agement was unable to determine the root cause former. The transformer was subsequently
of the incorrect information and conclude replaced during that outage.
whether this affected other components.
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• Also, the utility was developing an acoustical regulators between the air supply system and
emission monitoring (AEM) program as part of the safety-related components, and a procedure
the predictive maintenance program for check to detect contaminants was implemented.
valves. The utility was working with the Elec-
tric Power Research Institute (EPRI) and other • At San Onofre:
utilities to evaluate degraded check valve per-
formance in the laboratory using the AEM • The Acoustical Valve Leak Detection Program
program. Any valves identified as degraded or is regularly applied to secondary side valves of
inoperable by the AEM program would be the plant. There were plans also to apply it to
disassembled and inspected during the next primary side valves.
outgo.

• The Thermal Shield Movement Monitoring
• At St. Lucie, an older PWR, vibration data Program assesses neutron flux to detect thermal

trending identified the main feedwater (MFW) shield (reactor vessel internals) motion or
pump to be degraded, and repairs were accom- movement. Loose parts were monitored using
plished during power operation, thereby pre- an ac,celerometer attached to the reactorvessel.
venting a possible plant trip and challenge to
safety systems. Thermographicanalysis identi- • The Rotating Equipment Vibration Monitoring
fled a degraded positive output connection on a Program monitors and trends vibration of main
safety-related battery charger. The chargerwas station turbines, main feed pump turbines,
removed from service and repaired without circulating water and condensate pumps, and
affecting the plant's safety systems. Therm- stator water pumps. The plant rec,eived a state-
ography also identified isophase jumpers which of-the-art "Schenck"rotor-balanc|ng machineof
had a high resistance electrical connection. 550,000 lb. at hard bearing slow speed.
Corrective actions were taken to prevent dam-
age to plant equipment. • At Waterford, there is an impressive trending

and predictive maintenance program. All
• The micro-electronic surveillance and calibra- safety-related and most BOP mechanical compo-

tion (MESAC) system was designed and devel- nents are included in the vibration monitoring
oped at the Braidwood station to dynamically program. Other items trended include flow
test instrument systems. MESAC injects contin- rates, pressures, temperatures, and iustrument
uous test signals that simulate design basis setpointdrift. Special software allows meaning-
inputs, while simultaneously recording the ful use of trending data.
dynamic response of the instrument system and
comparing the data with expected values. No • At Perry, as a result of incidents in 1987 of
lifted leads or jumpers are required, thereby Main Steam Isolation Valves (MSIVs)failing to
significantly reducing the risk of unplanned close, the utility committed to the NRC to
reactor trips, as commonly occurs with the install temporary temperature elements near the
standardpractice of discrete static testing. The ASCO dual solenoids, and on the solenoids and
NRC considered MESAC a significant strength, the valve bodies themselves, in both the steam

tunnel and drywell. Historical readings of the
• At Haddam Neck, several actions were takenin permanent steam tunnel and drywell tempera-

response to NRC Information Notice 88-24, 22 tureelements near the MSIVs were also evalu-
on failure of air-operated valves affecting areal. An operability test for the ASCO dual
safety-related systems. These actions included solenoid and a quarterly fast closure time test
the replacement of several solenoid valves used were also performed monthly. The temporary
for containment isolation. In response to NRC temperature monitoring and special testing were
Generic Letter 88-14, the utility tested all discontinued in 1989, based on the results of a
safety-related air-operated valves to verify that thermal endurancetest program, and to prevent
they fail in the required safe position following unnecessary wear of the MSIV poppet and
loss of air supply. Maintenance was instituted seating surface. The NRC inspectors evaluated
for boundary components, such as pressure the temporary temperature monitoring and the
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special testing, and noted no elevated trends or • At Fort Calhoun, another older PWR, the
valve stroke failures. Approximately 20 main- surveillance test procedurefor Auxiliary Feedw-
tenance work orders were reviewed to deter- ater (AFW) pumps did not include all of the
mine the maintenance history on the MSIVs for requirementsof ASME B&PV Code Section XI,
the previous 2 years. No anomalies were Subsection IWP, Table IWP-3100, so that the
identified that could be considered as contribut- tests were not repeatable and were not accurate
ing to the MSIV closure function failure, to determine pump operability.

• At Salem, the Service Water piping was moni-
tored by inspecting carbon steel finer and weld Also, the HPSI pumps were tested using the
repairs. Three material test loops are installed minimum flow recirculation path but no flow
in the system monitoring different conditions of measurements were required. The utility corn-
flow, as well as ambient stagnant and heated mitted to test the pumps at near rated flow and
stagnant water, measure the flow rate for future inservice

testing. In addition, the surveillance test proce-
D.3.2 Deficiencies dure for Safety Injection valves was not in

conformance with the ASME Code, Section XI.
• At D.C. Cook, an older PWR, the utility's Two different stroke times were measured: a

analysis of the February 1989 failure during local stroke time and a light-to-light stroke time.
testing of two safety-related 4kV breakers to The latter is less accurate, especially for air-
close on demand due to lubrication hardening operated valves, but was always used to corn-
did not specify corrective action to prevent pare to the acceptance criteria.
recurrence. No action was taken to inspect
other 4kV breakers for common mode failure. • At Hatch, a predictive maintenance procedure
Consequently, in March and April of 1989, described a method to obtain and analyze vibra-
seven additional safety related and balance of tion analysis data to detect incipient equipment
plant breakers failed to close during testing, failure. The method did not interface with
These failures also were caused by hardening of Technical Specification requirements and did
the lubricant on the breaker linkage. This not necessarily require that a maintenance work
finding was cited by the NRC as a violation of c,rderbe issued to correct any deficiencies. The
10 CFR 50, Appendix B. NRC was concerned that if a safety related

component were being tested and vibrations
• At Zion, the turbine alert and action vibration exceeded the limits of ASME Code Section XI,

limits of the auxiliary feedwater (AF'3_ pump Subsection IVY, Table IWP-3100-2, the proce-
were set at 5.91 mils and 10.61 mils peak-to- duredid not require linkage to the Code, so that
peak, respectively. These limits were derived Code requirements may not be satisfied.
from a Canadian government specification for
small turbines. The vendor manual recom- • At Dresden, the lubrication program required
mended 3 mils and 5 mils peak-to-peak, respec- that oil samples be trended. However, of 21
tively. A vendor bulletin recommended testing components requiring oil sampling, only 14
the overspeed governor once per week. The samples were trended, without justification for
moving parts of the trip and throttle valve those not trended. Oil for the diesel fuel day
should be lubricated once per week, and all tanks was not trended, because new oil was
moving parts should bekeptclean. Contraryto analyzed before use in the diesel system.
these recommendations, at one unit, the overs- Although oil samples were plotted, a formal
peed mechanism was never tested, and at the report was not issued with an evaluation of the
other unit, the mechanism was tested once, with samples. Corrective actions such as oil changes
limited success, approximately 2 years before appear to be isolated cases, rather than imple-
the NRC inspection and approximately 17 years mentation of a fully developed and comprehen-
after pump installation. This finding was cited sire trending program. No acceptance criteria
as a violation by the NRC. were developed for adverse trends or correlat-

ing sampling data to significant events such as
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an oil change, filtering old oil, equipment run ceeded, yet the pump was never declared inop-
time, or equipment availability due to unsched- erable. The pump's inboard and outboard
uled maintenance. Despite the foregoing, no thrust _arings later required replacement
equipment failures caused by oil degradation because of roughness and excessive play.
were identified during the inspection.

• At H.B. Robinson, the NRC inspected check
• At Hope Creek, oil samples from the emergen- valves for the Low Head Safety Injection and

cy diesel generator were taken from a stopped RHR systems, the check valves of the Safety
engine, downstream from a filter, rather than Injection Accumulator, the check valves of the
from a running engine before any filtration. Service Water booster pump discharge, the

Main Streamline check valves, and the lnstru-
• At St. Lucie, no testing of molded case circuit ment Air Accumulatorcheck valves of the Main

breakers, which are protective devices and Steam Isolation Valve. The procedures lacked
disconnects in the safety-related 125 VDC acceptance criteria for inspection of check valve
System, were not tested° internals for wear and degradation. Also, there

was neither a surveillance nor a PM program
Similar problemswere noted at Shearon Harris, for these valves. Check valves were neither
a newer PWR, where such breakers were not tested nor maintained unless the valve was in a
tested, despite the availability of the vendor's degraded condition, or testing and disassembly
field test procedure, pending further evaluation was required by ASME Code, Section XI.
by the utility.

• Also at H.B. Robinson, the NRC compared the
• At Waterford, improper torque switch settings IEEE Maintenance Good Practices for Nuclear

resulted in overthrusting conditions for some Power Plant Electrical Equipmentu (IEEE
MOV actuators and valve stems. Several 89TH0248-5-PWR) to the practices implement-
defective torque switches were noted. These ed on the motors for a Service Water pump, a
failures comprised 25% of the small sample of Service Water booster pump, and a Safety
20 MOVS examined by the NRC for compli- Injection pump. Approximately one-half of the
ance with NRC Bulletin 85-03. Only eight practices were not implemented by the utility,
additionalMOVS were tested at the subsequent such as power or current monitoring, winding
refueling outage, by means of the MOVATS temperature monitoring, bearing temperature
leaving about 65% of the safety-relatedMOVS monitoring, and thermography. Space heaters
untested, were not being checked. There was no inspec-

tion or trending of Safety Injection pump mo-
• At the same plant, one of the high pressure tors. However, insulation and winding resis-

safety injection (HPSI) pumps ran during a tance checks at refueling and vibration monitor-
surveillance test with a recirculation flow of ing were being performed.
only 19 GPM versus 25 GPM recommended in
the vendor manual. The manual stated that the • At McGuire, loss-of-air tests had not been
recirculation line must be kept open when conducted for some of the Main Steam Isolation
starting or stopping during light load, or else Valves at both units since preoperational testing.
failure to provide minimum flow can cause the Also, testing of MSIV accumulator check valves
rotor to seize and damage the internal parts. It had not been completed or planned.
was also noted that contrary to the ASME
Code, Section XI, Subsection WP, Table IWP- • At Prairie Island, the Atmospheric Steam Dump
3100-2, the recirculation flow data sheet did not Valves could not be fully opened during some
contain or identify any value associated with an positioned checks. Similar problems were
"Acceptable", "Alert", or "Required Action encountered previously, but not considered
Range" for recirculation flow. The test data unacceptable. However, an engineering evalua-
revealed that recirculation varied by as much as tion determined the "as found" results to be
25% from the nominal 25 GPM, and either the unacceptable.
higher or lower limits would have been ex-
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D.4 Post Maintenance Testing generator (EDG) logic circuits, and battery
systems was performed for each component.

D.4.1 Positive Aspects Subsystem testing of the 480V breakers and
EDG logic circuits was postponed until the

Specific insights from the MTI reports were: system test.

• At Shearon Harris, PMT requirements were • At Haddam Neck, the NRC inspectors observed
detailed in a special PMT Guide, which was PMT of a boration flow path check valve,
then used by the planners in assigning PMT which had been blocked by boric acid accumu-
requirements in the maintenancework packages, lation, and an EDG following troubleshooting of

a recurring start failure alarm. Appropriate
• At Salem, the PMT procedure included a com- PMT requirements were specified, equipment

ponent-based matrix of test requirements, was restored to normal configurations, and the
PMT was conducted before acceptance for

• At Dresden, PMT requirements, such as valve operation.
stroking, current limit switch signatures, and
VOTES diagnostic tests were specified for the • At Yankee Rowe, the NRC observed calibration
high pressure coolant injection (HPCI) MOVs, of pressure transmitters in the primary coolant
automatic depressurization system (ADS) system, voltage relay checks for an emergency
valves, and Main Feedwater (MFW) compo- diesel generator, checks of differential relays on
nents, the main transformer, discharge tests of a 125V

DC stationbattery, and work on nuclear instru-
• At Maine Yankee, the circuitbreaker refurbish- mentation. As-found conditions were docu-

ment program contained appropriate PMT mented for each item, and each componentwas
acceptance criteria for test current and trip time tested to pre-determined PMT requirements.
for each trip function (instanteous, short-time, PMT requirements are included in the malnte-
or long-time delay). Also, MOVATS was used nance requests and procedures. The rate of
to confirm satisfactory installation of a new rework was much less than 1%, a very low
torque switch on a high pressure safety injection value. However, although the PMT program
(HPSI) MOV. The closing force was noted to was documented adequately and was compre-
be 44,000 lbs. versus the intended setting of hensive in scope, the NRC felt that improve-
22,000-24,000 lbs. The valve was disassem- ments could be made in the acceptance criteria,
bled, and no signs of distortion were noted, which were often limited and vague.
The overstress was within the bounds of an

analysis responding to NRC Bulletin 85-03. • At a few plants, i.e. Braidwood, Sequoyah, and
The root cause was attributed to failure of a South Texas, were properly identified with
maintenance electrician to follow the procedure, appropriate scope, acceptance criteria, and
i.e. the switch was installed in a preloaded implementation. At one plant, a PMT reference
condition in lieu of having the valve off its back manual contained recommended tests for indi-
or main seat. vidual components for incorporation into the

work packages.
The NRC also noted that the utility procedures
for PMT provide sufficient guidance for ade- • At Limerick, following a 24-hour endurancetest
quate testing to be identified. PMT is con- of an emergency diesel generator, subsequentto
ducted to ensure compliance with applicable an overhaul, voltage and frequency could notbe
codes and standards, to verify the ability of the properly controlled when the generator was not
component to perform its intended function, and synchronized to the grid. The problem was
to demonstrate that the repair has been made insufficient venting of air from the governor.
and that no new problems have been generated.

• At Indian Point 2, minimum PMT requirements
• At Calvert Cliffs, PMT of 480V breakers, were incorporated into work packages automati-

protective relaying of the emergency diesel cally, through the Power Plant Maintenance
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Information System (PPMIS) for safety-related caused by failure to conduct PMT after calibra-
components. Plant documents were in effect to tion of the pressure switches.
provide stationwide comprehensive require-
ments, including details of methods of preparing • At Surry, weaknesses in the PMT program were
test procedures to ensure fulfillment of PMT identified. The PMT programwas very limited
requirements, review of completed test data, for equipment other than that covered by ASME
test data forms and schedules, and flow din- Code, Section XI, such as electrical compo-
grams for PMT responsibilities. The NRC nents. However, most I&C and electrical
determined that the PMT program is well- procedures have sufficient testing and calibra-
established and controlled. Three of twenty- tion requirements that are equivalent to PMT.
five completed work packages reviewed showed
failed PMT results. These packages also con- • At San Onofre, examples were cited of PMT
mined the required rework and/or retestrequire- results not being documented, or of the PMT
ments. The final test results were satisfactory requirements not being documented in the
and met the acceptance criteria. Approximately maintenance work request, or of insufficient
77 generic test procedures were available for acceptance criteria. The test boundaries for
use on specific equipment after standardmainte- system pressure tests did not require marked-up
nancejobs. These procedures became partof a drawings to show the extent of observation
work package in the preparation stages and required during testing.
were used to address the amount of maintenance

performed. The Test and Performance Engi- • At Zion and Fort Calhoun, similar problems of
neer provides additional test requirements when PMT requirements not being sufficiently speci-
not covered by the generic procedures, fled and the results inadequately documented

were noted. At one of the plants, PMT is not
D.4.2 Deficiencies always performed, and no explanation was

given for not performing it.
• At Fermi, operations personnel accepted an

RHR check valve without a stroke test follow- Similar problems were cited at Rancho Seco, in
ing maintenance. The valve subsequently did that there were no requirements for engineers to
not stroke, was incorrectly reassembled and review technical content of PMT procedures or
adequate instructions were not provided. This otherwise become involved in PMT. There was
finding had been cited as a violation by the no overall program coordination, and PMT
NRC. requirements were inadequate and routinely did

not specify acceptance criteria. Work instruc-
• At South Texas, an inappropriate PMT was tions and procedures were inadequate to proper-

specified for rebuilding of a seal cartridge for a iy control PMT following maintenance of the
reactor coolant pump (RCP). The correct PMT governor of the steam turbine for the AFW
could not be performed without a specialized turbine-driven pump.
test stand, which the utility did not possess.
The NRC convinced the utility to consider • At H.B. Robinson, there wasalackofguidance
acquiring such a stand, based upon the potential for determining PMT requirements, examples of
consequences of a seal cartridge failure, testing that failed to ensure that corrective

maintenance was effective, and inadequate
• At Palisades, required flow and differential system engineer involvement in reviews of corn-

pressure readings were not taken before per- pleted work requests. Examples also were cited
forming maintenance on one of the Component where PMT was not performed on valves in the
Cooling Water heat exchangers. This finding Safety Injection System (SIS) and the Residual
was cited as a violation by the NRC. Heat Removal System (RHRS). Out of 30

completed work packages reviewed, only 2 or
• At Indian Point 3, an emergency diesel genera- 3 contained any PMT requirements.

tor failed to start because of low lube oil pres-
sure. The low pressure signals were actually
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• At Millstone 1, a hydrostatic test of a seal of a equipment. No specific discrepancies were
Reactor Recirculation pump (RRPS) was per- identified with the adequacy of the PMT. PMT
formed using a vendor instruction and not a requirements were determined by a senior
controlled procedure. The retestand acceptance reactor operator (SRO) and checked by a second
criteria were not definitive enough. SRO. The shift supervisor (SS) verified satis-

factory completion of tests and restoration of
At the same site, Millstone 2, the NRC cited the component to service. The determination of
terminology such as "normal packing leakage" the PMT relied upon the knowledge and person-
as examples of inadequate acceptance criteria al skills of the SS and SROs. System engineers
for a charging pump packing repair. At the were minimally involved. The procedure for
other PWR unit, Millstone 3, there were no test the system engineer program formally empow-
procedures or acceptance criteria for a repair of ers the system engineer to assist in PMT de/er-
a Main Steam Isolation Valve (MSIV) bypass ruination, but in practice, PMT was primarily
valve, determined by operations personnel. Although

the operations personnel for PM'r were knowl-
• At St. Lucie, ASME Code, Section XI pumps edgeable and experienced, the lack of system

are tested for head, flow, vibration, bearing engineers' input and the use of generic rather
temperature and seal leakage. The NRC con- than specific procedureswere considered weak-
sidered there to be insufficient emphasis on nesses. The concern was that PMT operational
PMT for non-Section XI equipment, and that requirements may not be recognized, particular-
the potential for inadequate or deleted PMT was ly during maintenance activities.
high.

• At Cooper, during a repair to restore electrical
• At Waterford, there were different PMT re- grounds on the 250VDC bus supply of the

quirements for MOV actuators. The require- shutoff valve in the Emergency Condensate
ments for MOVs not previously tested using Storage Tank Test Line from the HPCI system
MOVATS equipment were much less compre- pump, it was discovered that the actuator motor
hensive than those which were MOVATS insulation was degraded and required replace-
tested, ment. Because there were neither actuator

repair procedures nor PMT procedures referred
Also, no technical acceptance criteria were to in the maintenance work request, there was
identified in the preventive maintenance work a failure to perform PMT applicable to the
package for the minimum capacity of the instru- scope of work.
merit and station air compressors. In response
to NRC Generic Letter 88-14, u flow capacity There were instances where appropriate PMT
tests of the A and B instrument air compressors had not been performed. In other words, PMT
were performed in December 1988 and indicate was addressed by procedures, but it was
ed capacities of only 50% and 65%, respective- inconsistently implemented. Inadequate or
ly. ambiguous specification of PMT resulted from

poor control of the work scope, poor
• At Clinton, modification of one of the reactor instructions, and poor job documentation.

recirculation pumps' seals required PMT for Examples of omitted PMT were cited in
abnormal noise and abnormal leakage whenthe maintenance on the Service Water System,
pump was started. However, the pump was Drywell Spray, Screen Wash, EDG local
started with no personnel assigned to check for control panel, and instrument air drier.
such problems. The NRC considered the oper-
ation of major equipment without completion of D.5 Failure Trending Analysis
required PMT to be a significant weakness.

Some detailed examples of the findings concern-
• At Fitzpatrick, existing instrument surveillance ing failure trending analysis in the MTI reports

and operations surveillance procedures generally are the following:
were used to verify operability of safety-related
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D.5.1 Positive Aspects • At South Texas, the utility effectively identified,
resolved, and tracked problems evaluated by

• At Vermont Yankee, there was a trending engineering. Problem reports and deficiency
program to identify the need for increased reports were routinely used for investigation.
maintenance activities, the need for common Trending analyses were used to recognize and
mode failure analysis, and also to determine mitigate disturbing trends, and for feasibility
gradual trends in the rates of equipment failure, studies for proposed modifications. Several
The program trended 24 components and sys- problem reports and deficiency reports included
terns and provided useful informationfor plan- the causes of the condition and sometimes a de-
ning preventive maintenance on the Uninterrup- tailed root-cause evaluation. The findings were
tible Power Supply (UPS). Efforts were under- subsequently considered in engineering root-
way to include root causes, eventually allowing cause evaluations. Corrective actions were
determination of common cause failure. The always identified, which showed there was
NRC considered the failure trending program effective commitment and followup by manage-
under development to be well conceived and ment.
that it would probably contribute to improve-
ments in the predictive maintenance program. D.5.2 Deficiencies

• At Grand Gulf, the utility's managementstated • At ANO Units l&2 since 1985, the maintenance
that the Station Information Management Sys- history was maintained in the computer database
tern (SIMS), once in effect, will resolve the and in the NPRDS. The data were only used in
weaknesses in component trending. It will job planning. The records were unsuitable for
replace two of three computer systems that trending because of inadequate technical de-
maintain equipment records and history andwill scriptions of the causes of failure. Maintenance
indicate if a component is Q (safety-related), history, including failure analysis and trending
EQ (environmentally qual,fied), ISI (requires capacity, was a weakness in the maintenance
inservice inspection), seismically supported, program and suggested of poor engineering
and/or is an NPRDS component. It will also practices. The NRC inspectors attempted to
stateapplicableprocedures, specify the vendor's retrieve historical data on instrumentation
manual, drawings, component model number known to have a history of failure and setpoint
and serial number, drift, but the data were not in the databases.

All maintenancework orders for the 35 NPRDS The trending program had not been fully imple-
systems, which contain approximately 4,300 mented although specific systems were identi-
components of the over 55,000 plant compo- fled by procedure to be monitored. When
nents, were reviewed by an operational analysis monies become available, the trending program
group. Failure trending was performed for the will be started. No data prior to 1985 were in
NPRDS components. All maintenancerecords the data base because of the cost of retrieval
were screened by the maintenance planners for and imputing. The lack of description of the
repeat failures and, when necessary, a Material component failures in the work orders makes
Non-Conformance Report was issued, existing data of limited value for trending the

number of times a component required correc-
• At Waterford, the knowledge gained from tive maintenance since 1985.

equipment problems and repairs was factored
into the preventive maintenance program. All • At La Salle, a trend was defined as three cor-
maintenance activities, on both safety-related rective work orders issued on a component in
and BOP equipment, were stored in the SIMS 12 months. The NRC considered this a "gross"
computer database and in the NPRDS. The approach because potential trends over time or
computer database appeared to be an excellent common to a specific model number would not
basis for the strong maintenance trending pro- be identified. The frequency was the same for
gram. all components, regardless of their importance

to safety.

D-23 NUREG/CR-5812



• At Waterford, despite an overall assessment of • At Sequoyah, the engineering program for
the trending program as being a strength, the analysis of equipment failure trend data was in
NRC noted that the system engineers had only its infancy and little trending was being per-
1 to 2 years nuclear experience and the majority formed. While historical maintenance records
had only been assigned to the system for 1 year. were readily retrievable, no formal trending
They were not required to review work orders program had been established at the system
nor witness PMT or surveillances. Also, they engineer level. While some system engineers
did not receive any formal training and were generated trend data on certain components
not aware of the utility's responses to INPO because of repeated failures, trending was not
Significant Event Reports and did not have being consistently performed by all system
industry experience files for their assigned et_gineers.
systems. A majority did not have day-to-day
knowledge of their system, nor were they The NRC concluded that the utility had a rela-
required to. They were unaware of the operat- tively strong check valve maintenance program
ing characteristics of the system components in response to NRC Information Notice 864)1._
and such characteristics of safety-relatedcompo- However, programmatic support andimplemen-
nents were not included in any controlled docu- tation could be strengthened. Regular system
ments, walkdowns were not performed or documented,

and there was no trending of check- valve
• At Clinton, similar problems with the system failures.

engineers were noted. The "System Engineer"
concept was recently implemented but it was • At Prairie Island, most equipment failures were
not working well. Some engineers handled not documentcxl on nonconformance reports.
several systems, depending upon safety signifi- Balance-of-Plant items were not included so that
cance and workload. In many cases, they were corrective action, root cause analysis, common-
not aware of the status and functions of the mode failure and program weaknesses could not
systems. For example, the Control Rod Drive be trended. However, these items appeared to
system engineer did not know why only 10 of meet the procedural definition as "QA related"
the 15 CRDs recommended for replacement and should have been included in the none-
were replaced. The CRD test timing results onformance program.
were maintained by the station nuclear group
but were not transmitted to the system engineer. • At Cooper, the utility did not track historic data
The Switchgear Heat Removal system engineer and identify trends: there was no formalized
was not aware of the planner's request for his performance trending program. No specific
involvement in resolving a repetitive hydrom- program outputs were required. The procedure
otor problem, nor was he aware of several other did not specify the content or frequency of
maintenancework requests (MWRs) open since reports to management, especially for adverse
1986. The system engineer was not involved in equipment trends.
root cause analysis, which limited his knowl-
edge of real problems associated with that For some systems and plant areas, the equip-
system, meat data file (EDF) had not been verified, so

that not all components were included and
The NRC concluded that the system engineers' subject to maintenance history, and spare parts
involvement was weak in the MWR process, coverage. Examples were cited for the Screen
root-cause analysis, field systemandcomponent Wash System, Core Spray System, HPCI,
walkdowns, and interactions with planners, Instrument Air Drier, and MCCs. The NRC
maintenance and operations personnel. They considered the lack of component by component
did not receive all completed MWRs and were checks for the EDF and the Q-List to be a
not aware of MWR status, particularlyof those weakness.
open for an extended time.

D.6 Root Cause Analysis
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Examples of significant findings from the MTI service life. Assigned engineering personnel
reports which concern root cause analysis are recorded failures and probable causes, which
the following: were then plotted on trending charts for RCA.

There was a backlog of data for which RCA
D.6.1 Positive Aspects was required.

• At St. Lucie, a modification to some battery • At Waterford, in addition to a history file for all
chargers was examined. The current limiting components, a root cause evaluation of all
resistor (manufactured by RCL) was modified, failures is conducted. The intent is to extend
with the vendor's approval, to install two ad- the operating life of a component or quantify
justable 500 ohm resistors in series. This made failure information to predict whena component
the battery chargers more compatible with will fail again. Good examples of such evalua-
upgraded control cards by making it easier to tions involved the following components:
adjust output current and voltage. The NRC
considered this an excellent example of RCA. (1) Failure of the HPSI "B" Pump thrust bearing.

(2) Low flow and premature degradationof the air
• At Surry, over 4000 deviation reports were in compressor.

existence in 1989. Root cause analysis was (3) Charging pumps.
initiated based on the significance of the devia- (4) Main turbine governor valves.
tion. A component failure evaluation (CFE)
program was set up as a less stringent form of • At Perry, as a result of failure of some Main
RCA for failures of lesser importance. CFE Steam Isolation Valves (MSIVs) to close or
was automatic for all safety-related failures, remainclosed, the NRC considered the utility to
except MOVs, which were handled separately, be performing a thorough, in-depth failure
Nonsafety-related failures had CFE only when analysis involving the following actions.
directed by management.

The air-pack actuators from the MSIVs were
• At Limerick, failure cause evaluations were sent removed, bench tested and disassembled.

to the engineering supportorganization through Functional testing, visual inspection, and elec-
the Maintenance Request Form (MRF)ifneces- trical testing of the air packs and air pack
sary to ensure a thorough analysis. For exam- components revealed no obvious cause of the
pie, during an 18-month inspection and perfor- failure to close. From discussions with appro-
mance test of Class IE 125V batteries, seam pilate vendors, the utility concluded that there
leaks and low cell voltages were identified, were two probable failure scenarios:
The maintenance engineers repaired the leaks
and replaced the non-conforming cells. Failure (1) Failure of one or both of the dual coil Automat-
analysis was performed when the Mainte- ic Switch Company (ASCO) solenoids to de-
nance/I&C trending programs indicated corn- energize or shift from their energized positions.
mon mode failures.

(2) Failure of the Model 8323 valve to shift posi-
• At Vermont Yankee, there was no formal tion following de-energization of the ASCO

training in RCA. However, there was a two- solenoids.
tiered RCA program. At the system-wide level,
the operating staff reviewed each failure event An analysis plan was finalized using a 1987
for root cause, such as larger human-factors investigation of similar problems and discus-
issues including the content and clarity of sionswith vendors. The appropriate parts from
procedures, training inadequacies, general the air packs were segregated and sent for lab
human-factors, and communications. Engi- analysis. The analysis ruled out electrical
neering reviewed at the component level with a malfunctions of the solenoids, and there was no
more narrow and technical scope, such as foreign material in the valve internals. Body
component design, construction and application, gaskets showed no evidence of exposure to high
maintenance history, testing required, and temperature, nor was there moisture intrusion in
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the solenoid coils. An annular dimple, indicat- ¢ At South Texas, an evaluation of a manual trip
ing some deformation, was observed on the of one of the units caused by a loss of Main
Viton disc of the solenoid operateddisc holder. Feedwater was complete and comprehensive. It
The dimple was caused by the disc holder being contained a time line associated with the MFW
pushed against the raised (cone like) exhaust pump turbines, an energy/baxrier/target analy-
orifice of the solenoid valve body, causing the sis, and an events and causal factors sheet. The
orifice cut into the seat material. This appeared root causes were identified, and comprehensive
to cause part of the seat material to be extruded actions were specified for the panel power
into the exhaust orifice. This dimple suggested supplies, electrical overspeed trip scheme,
that the disc holder could be held in an ener- system (hydraulic) damage, and the problem of
gized position, even though the solenoid had excessive system cooldown.
been de-energized, and would prevent the
control air from being exhausted to the atmo- D.6.2 Deficiencies
sphere, and therefore, prevent the MSIV from
closing. Laboratory results and final root cause • At Palo Verde, an emergency diesel generator
had not been determined at the conclusion of (EDG) was run with a known oil leak in a
the NRC inspection. Utility engineering and cylinder head for 18 hours (out of a 24-hour
EQ personnel were pursuing potential design test) when it had to be shut down. No engi-
modifications to the air packs, based on discus- neering analysis had been done to determine
sions with other utilities and with the vendors of whether the diesel could run with the leak. The

the air pack components, utility had identified numerous elbow fitting and
drain plug failures in the EDG jacket water

• At Calvert Cliffs, management attention was system which are subject to corrosion. After
now given to root cause analysis, due to better replacing several of the parts, more of the same
reporting of work accomplished and better parts failed. The utility was unable to show
retrieval of component history. Meaningful that new parts had been ordered or installed for
failure analyses could be performed because the emergency diesel generators on the other
data were available. Two RCA reports of two units at the plant site. The utility's failure
components with high failure rates were re- to take effective corrective action to preclude
viewed and found to be satisfactory, with a repetition of the significant failures was cited by
detailed analysis and recommended actions, the NRC as an apparent violation of 10CFRSO
However, no plans to implement these recom- Appendix B.
mended actions had been developed although
they were formulated approximately 4-6 months • At Duane Arnold, the utility failed to take
earlier, prompt corrective action or perform a root

cause analysis for problems with the thermal
Approximately 95% of Electrical and I&C overload on the EDG jacket cooling pump
personnel have completed the latest course in motors and associated contacts which protect the
RCA and had a good understanding of their task motors from excessive fault currents. There
effort. Where RCA was performed with main- were no sizing criteria for the thermal over-
tenance personnel participating, the work was loads, and the design documents were not
well documented and proper corrective action updated for changes in the heater's size. The
had been taken, failure to take prompt corrective action and

perform a root-cause analysis in a timely man-
• At Prairie Island, the System Engineer concept ner was cited by the NRC as a violation of

had been implemented for several years and was 10CFRSOAppendix B.
a significant strength. System engineers per-
form failure analysis, root cause analysis, and • At the same plant, loose terminations or connec-
identify adverse trends to monitor system per- tions caused loss of safety-related equipment.
formance. The NRC inspectors determined that a subtle

trend existed, which was riot analyzed by the
utility. No root cause analysis was performed
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to determine if aging is the cause and no correc- causes, and there was excessive use of the term
tive actions were taken such as infrared scan- "other". In 132 non-conformance reports
ningor physical verificationoftightconnections (NCRs) for Safety Injection (SI) and Main
during routine preventive maintenance. Feedwater (MFW), 67% had "other" as a

cause, or cited "normalwear" or "design inade-
• Also at that plant, the Corrective Maintenance quate". "Personnel error" was often cited, with

reports did not contain any descriptions of "As no explanation. The corrective actions were
Found." "Probable Cause" blocks were left aimed at the symptoms.
unfilled or the cause given appeared to be
unrelated to the problem in the work packages • At Zion, the system engineers were not in-
reviewed by the inspectors. This omission volved in root cause analysis. There was
could adversely affect trendcapabilities, rework failure to fully document "As Found" condi-
identification, and root-cause analysis, tions. Simple, general statements such as

"Completed Calibration" or "Repaired" were
• At the same plant, a self-initiated Safety System used to describe completed work. Cause codes

Functional Inspection (SSFI) identified that were not indicated in 8 out of 27 work requests.
repeated corrective maintenance was required
for the high-pressure coolant injection (HPCI) Overall, the trending and RCA programs for
system because of inadequate application of maintenancewere inconsistent and fragmented.
root-cause analysis. A Deviation Report (DVR) was only recently

implemented. Other trending reports included
Despite an established goal of zero unplanned Instrument Discrepancy Reports (IDR), Certi-
reactor trips, root cause analyses were not fled Instrument Discrepancy Reports (CIDR),
required, only suggested, when an unplanned Total Job Management (TJM), and NPRDS.
trip is initiated by balance of plant (BOP) There was a high threshold for initiation of
systems or components. Deviation Reports, and inconsistent application

of thresholds. Also, there was a very narrow
• At Hope Creek, the Managed Maintenance range of events. There were different but

Information System (MMIS) was used by sys- insufficient cause codes for documenting the
tern engineers to review failure events at the same maintenance problems in TJM, NPRDS,
component level. Completed summaries of and the Problem Analysis Data System (PADS).
corrective maintenance work summaries were There was insufficient or overlapping coverage
analyzed to determine if any action was re- for some components.
quired and inputs to the station performance
trending/monitoring program. However, in • At Hatch, on the positive side, the training
reviewing fifteen completed work orders, not course for RCA included MORT, event and
one had a "cause of failure" or "cause code" causal factors, fault tree, change, barrier and
entered. This was cited by the NRC as a viola- Kepner Tregoe problem analyses. 26'rr Also, the
tion of Tech Specs which require that written work history reports for the Unit 1 4160VAC
procedures be established and implemented for System and the tPgb Pressure Coolant Injection
various plant activities. System, which gave details of maintenance

work orders for at least the last two years,
• At Salem, the system engineers identify root showed that _epetitive failures of the two sys-

causes and corrective actions, but the analyses tems had not been a problem and that RCA for
were not sufficiently deep and the threshold for these two systems had been satisfactorily carried
instituting root cause analysis was too high. out.
There were no procedures, and training in root
cause analysis for engineers was scheduled but However, there was inadequate detail in the
not implemented, procedure on how to perform a root-cause

analysis, and, for a HPCI MOV failure, no
• At San Onofre, the root-cause determination RCA was performed, and too much time was

was very superficial, citing symptoms, not taken to determine the correct cause of leakage
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from a seal in the Main Feedwater pump. In failure could not be successfully implemented.
addition, no RCA was conducted following the Maintenance records were not used by any
failure of the motor for the RCIC steam supply maintenance group nor were they used in root
isolation MOV. cause analysis. However, a new preventive

maintenance program was being developed that
s At Fort Calhoun, the NRC inspectors statedthat may establish historical trending records that

there was no effective root cause analysis could be easily accessed.
process nor means to identify maintenance that
is rework of previous maintenance. For the • At Grand Gulf, similar problems with problem
component selected, a HPSI flow transmitter, descriptions were identified. In particular, the
there was no preventive or predictive mainte- NRC characterized the description of problem
nance history, so that the information was and corrective action for several maintenance
ineffective for trending and root cause analysis, work orders as being too cryptic and therefore,
The Computerized History and Maintenance not much good for historical trending.
PlanningSystem (CHAMPS) database of equip-
ment history was poor and lacking in the detail • At Clinton, the NRC inspectors noted that in
required for a good trending and RCA program, completed maintenancework requests, the cause

of failure was listed as "Plant Aging" whenever
Leakage of the main Feedwater pump leakage no root-cause could be easily determined,
was a continual problem, yet no RCA was specifically 312 times in the previous two
performed. There was a high maintenance years. The following hardware failures were
frequency for MF3Vflow control valves, with associated with these causes of "Plant Aging"
an average of 15 repairs per year from 1984 to failure:
1988. Improved preventive maintenanceandan
RCA program for MF%Vpumps and valves was (1) Blown fuses.
considered necessary by the NRC. Also, the (2) Leaks (air, water, steam, oil).
maintenance history files for MFW were very (3) Valve failures (open/close).
poor, with few records of corrective mainte- (4) Valve leaks (packing, flanges, bonnets, Appen-
nance and none of predictive or preventive dix J Containment _ Rate Testing).
maintenance. The files were ineffective for (5) Drive belt failures (worn, frayed, fell off).
trending or RCA. (6) Pump failures (noise, below capacity, no flow).

(7) Components (broken, damaged, clogged, miss-
• At Dresden, RCA was not performed for a ing, eroded).

subtle trend of failures of a 4160 VAC breaker
to open and close. Also, the analysis of failure According to the MTI report, none of the "Plant
for a Low Pressure Coolant Injection (LPCI) Aging" failures seemed to be age-related.
4160 VAC breaker was inadequate because There was no formal method to assess the
maintenance at the required frequency was not corrective action for those types of failure to
performed and this was not identified. Similar- determine whether identical components could
ly, there was inadequate evaluation of the have been subjecte_ to common mode "plant
failure of an Isolation Condenser Makeup MOV aging" failure. Tae NRC therefore concluded
to opea. Of 25 work requests reviewed on that trending, re,york identification, and root
4160 VAC breaker problems, none contained a cause analysis could be hindered.
description of the "As Found" condition or
"MaintenanceCause". This was considered to • At the same plant, 11 hydromotor actuators,
hinder identification of rework and root-cause used in safety-related HVAC systems had tags
analysis, attached, some of which dated to 1986, showing

that most had failed during operation and need-
• At ANO, root cause analysis was weak, because ed to be rebuilt and/or overhauled. Even

failure of the component was inadequately though a root cause analysis was not been
described in the "Work Performed" block of the performed to determine which components had
work request. Thus, trending of equipment failed, parts from the failed hydromotors were

NUREG/CR-5812 D-28



used to repair others. The utility stated that all Documentation problems were noted at several
repaired units are tested before installation, other plants:
Numerous maintenance work requests had been
issued because of problems with hydromotor • At Ginna, descriptive information of the work
actuators. The most significant failures ap- completed was, at times, incomplete, or
peared to be excessive cycling, shaft misalign- sketchy. The NRC requested a review of 1(30
ment, miscalibration of the pressure- differential completed work orders. The utility found that
switch, and leaking hydraulic oil. The hydrom- in eight of them, the "As Found" condition was
otor for a Division 1 switchgear HVAC unit either blank or there was insufficient informa-
had been running continuously for 2 years ae- tion.
cording to the NRC resident inspector. Al-
though two maintenance work requests were • At Haddam Neck, the NRC considered the
issued in 1986 and 1987 to address the same maintenance documentation to be inadequate,
problems, they had been closed because the thereby negatively impacting trending and root
utility decided that the hydromotors were de- cause analysis. Use of "Failure Code" and
signed to run continuously. However, the NRC "Actual Work Performed" was not explained in
inspectors concluded that the motors should not the procedure.
run continuously and that the root cause had not
been identified. • At H.B. Robinson, some work packages con-

tained work instructions, rather than a descrip-
• At Fitzpatrick, there were proceduresto identify tion of the ",\s Found" conditions, thus limiting

the need for a root cause analysis, especially the usefulness of the data. Some work packages
when significant adverse quality conditions were contained "As Found" descriptions in the
identified. From discussions with system "Cause of Trouble" field.
engineers, root cause analyses were appropriate-
ly conducted to prevent recurrence, and correc- • At McGuire, most discrepancies in the work
tive actions are followed to ensure correctness requests related to identification of the cause of
of analysis results. An example of properly the problem, including the lack of cause codes.
conducted root cause analysis was the ongoing There was inattention to detail in completely
evaluation, including laboratory tests, to resolve and correctly entering information. The utility
problems with the Instrument Air System. personnel did not consider the lack of cause
However, for preventive maintenance, root codes to be a problem because descriptive
cause analyses appeared to be minimal and entries on failures were included which had
limited to cataloguing of component failure been extensively reviewed by systems expert
modes in the computerized databases. Also, personnel before sign-off of the work requests.
failure analysis and root-cause evaluation were Also, RCA was triggered by other means, such
recent programs and were not fully implement- as failed surveillance tests. The RCA packages
ed. reviewed by the NRC were thorough and com-

plete with metallurgical analyses where neces-
AS in other plants cited above, problems in sary. However, the utility agreed to better
documentation were noted where "Action Ac- define the initiators of RCA.

complished" and "Cause" sections of the work

tracking form were not always fully used. In • Also at McGuire, the utility identified 102
one case, areas in the work package procedure deficiencies for the control-room instrumenta-

that asked for specific information were left tion. Twenty-four were for safety-related
blank, such as when an adverse condition was equipment, and 78 were for non safety-related
found during an inspection of a check valve, the equipment. Many were for instruments located
spaces for comment and apparent cause were inside containment which are, therefore, not
left blank, available for maintenance until an outage. The

NRC consi0ered that only the deficiencies were
identified, and not the root-causes, and that
more emphasis is needed on RCA.
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• At North Anna, the root-cause evaluation pro- One engineer was responsible for nine systems,
gram and its implementation were adequate, and served as a backup for nine more.
but a consistent methodology was not in place,
and the quality of the evaluations reviewed by • At River Bend, there were 33 unplanned auto-
the NRC was poor. The NRC noted that none matic reactor scrams during the first 47 months
used industry-accepted techniques for identify- of critical operation. Approximately half oc-
ing the ultimate root causes for failures. The curred during plant startup. Of the 336 root-
evaluations ranged from one to two paragraphs causes of these scrams, 286 were eliminated.
of deductive logic discussion, to more extensive In three, or possibly four, of all of the scrams
evaluations approaching the guidelines of the maintenanceactivity was identified as one of the
station procedure governing "RootCause Evalu- root causes.
ation."

However, root cause determination of the
• At Cooper, the NRC identified four examples in engineered safety features actuation system

which degradation of equipmentand/or improp- (ESFAS) actuations was not being performed.
er maintenance and modification activities failed There were 66 actuations in approximately two
to result in a root cause analysis because there and one-half years. The data base contained
was no clear "trigger" mechanism beyond that only a brief description of each. ESFAS actuat-
identified in current plant procedures. The ions did not receive the same level of rigorous
utility relied on reviews by systems engineers examination as reactor scrams. The limited
and supervisors of work activities and docu- data indicated that possibly in seven of these
meats to identify conditions requiring escalation actuations the root cause was related to mainte-
to management and/or additional evaluation nance.
and/or corrective or preventive actions.

• At the same plant, an unexpected reactor scram
Examples were cited where: occurred because the contacts on a three-posi-

tion key-operated test switch were open, rather
(1) Conditions adverse to quality were encountered than normally closed, during a reactor protec-

but were not cited as requiring further oval- tion system (RPS) monthly closure test of a
uation and corrective or preventive actions, and MSIV. The key can only be removed when the

switch is in the normal position. Although the
(2) Significant conditions adverse to quality were key was removed, the switch was actually about

identified, but a nonconformance report was not 1/32" off the normal position and the contacts
issued, were open. Eight of 23 spare switches failed.

The utility's engineering staff verified that the
Specific examples involved a manual RHR switch contacts for all 24 installed switches
valve which, after maintenance, leaked severely were in the proper position. Restart was autho-
when pressurized because of the failure to pack rized, in part, on the basis of GE design philos-
or incompletely pack the valve; a leaking ser- ophy that includes a light or annunciator when
vice water solenoid pilot valve; an Emergency switches are used for bypass. The NRC was
Diesel Generator intercooler failure; and a concerned that this decision was not based on a
burned-out motor for an RHR pump suction line rigorous evaluation.
motor-operated valve. Root cause analysis was
not performed in any of these cases.

• At Fermi, system engineers had not received
specified training, were not fully aware of D.7 References
system status, did not review work requests,
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cause analysis. Communications between Center and/or Switchboard Function Due to
systems engineers and maintenance was poor. Faulty Tie Bolts," Information Notice 88-11,

April 7, 1988.

NUREG/CR-5812 D-30



(13) Instituteof Electrical andElectronics Engineers,
(2) U.S. NRC, "Erosion/Corrosion Induced Pipe "Recommended Practice for Design of Reliable

Wail Thinning," Generic Letter 89-08, May 2, Industrial and Commercial Power Systems,"
1989. IEEE Standard493-1980.

(3) Gunther W., Lewis R., SubudhiM., "Detecting (14) U.S. NRC, "Failure of Westinghouse W-2 Type
and Mitigating Battery Charger and Inverter Circuit Breaker Cell Switches," Information
Aging," NUREG/CR-5051, BNL-NUREG- Notice 87-61, December 7, 1987.
52108, pp. 5-4, 5-5, 5-7, August 1988.

(15) U.S. NRC, "Failure of Westinghouse W-2 Type
(4) U.S. NRC, "Motor Operated Valve Common Circuit Breaker Cell Switches," Information

Mode Failures During Plant Transients Due to Notice 87-61, Supplement 1, May 31, 1988.
Improper Switch Settings," IE Bulletin 85-03,
November 15, 1985. (16) U.S. NRC, "Effect of Circuit Breaker Capaci-

tance on Availability of Emergency Power,"
(5) U.S. NRC, "Motor Operated Valve Common InformationNotice 88-50, July 18, 1988.

Mode Failures During Plant Transients Due to
Improper Switch Settings," Bulletin 85-03, (17) U.S. NRC, "Failuresof Small-Diameter Tubing
Supplement 1, April 27, 1988. in Control Air, Fuel Oil, and Lube oil Systems

which Render Emergency Diesel Generators
(6) U.S. NRC, "Modified Enforcement Policy Inoperable," Information Notice 89-07, January

Relating to 10 CFR 50.49 EnvironmentalQuail- 25, 1989.
fication of Electrical Equipment Important to
Safety for Nuclear Power Plants," Generic (18) U.S. NRC, "BiofoulingAgent: Zebra Mussel,"
Letter 88.07, April 7, 1988. InformationNotice 89-76, November 21, 1989.

(7) U.S. NRC, "Instrument Air Supply System (19) U.S. NRC, "MaintenanceDeficiencyAssociated
Problems Affecting Safety-Related Equipment," with Soleniod-Operated Valves," Information
Generic Letter 88-14, August 8, 1988. Notice 90-11, February 28, 1990.

(8) Instrument Society of America, "Quality Stall- (20) U.S. NRC, "Sheared Pinion Gear-to-Shaft Keys
dart for Instrument Air," ISA $7.3-75, Reap- in Limitorque Motor Actuators," Information
proved 1981. Notice 90-37, May 24, 1990.

(9) U.S. NRC, "Quality Assurance Program Re- (21) U.S. NRC, "Retention of Broken Charpy Speci-
quirements (Operation)," Regulatory Guide mens," Information Notice 90-52, August 14,
1.33, Revision 2, February 1978. 1990.

(10) American Society of Mechanical Engineers, (22) U.S. NRC, "Failure of Air-Operated Valves
ASME Boiler and Pressure Vessel Code, Sec- Affecting Safety-Related Systems," Information
tion XI, Subsections IWP and IWV, code in Notice 88-24, May 13, 1988.
effect.

(23) Institute of Electrical and Electronics Engineers,
(11) U.S. NRC, "Circuit Breaker Failures Due to "IEEE Maintenance Good Practices for Nuclear

Loose Charging Spring Motor MountingBolts," Power Plant Electrical Equipment," 89THO248-
Information Notice 88-42, June 23, 1988. 5-PWR, copyright 1988.

(12) Institute of Electrical and Electronics Engineers, (24) U.S. NRC, "Instrument Air Supply System
"Recommended Practice for Maintenance, Problems Affecting Safety-Related Equipment,"
Testing, and Replacement of Large Lead Stor- Generic Letter 8_,-14, August 8, 1988.
age Batteries for Generating Stations and Sub-
stations, _ IEEE Standard450-87, code in effect.

D-31 NUREG/CR-5812



(25) U.S. NRC, "Failure of Main Feedwater Check
Valves Causes Loss of Feedwater System
Integrity and Water Hammer Damage," Infor-
mation Notice 86-01, January 6, 1986.

(26) Johnson W., "MORT: The Management Over-
sight and Risk Tree," Journal of .;afety Re-
search, Vol. 7, No. 1, pp. 4-15, March 1975.

(27) Ferry T., "Modern Accident Investigation and
Analysis," John Wiley & Sons, Second Edition,
pp. 141-182, copyright 1988.

NUREG/CR-5812 D-32



APPENDIX E

SPECIFIC EXAMPLES OF INSIGHTS FOR SYSTEMS AND COMPONENTS FROM MTI REPORTS

E.1 Systems tion until the end of 1990. The systems included the
AFWS.

E. 1.1 Auxiliary Feedwater Systems
Negative Aspects

E. 1.1.1 Specific Aging Related Insights
• At Rancho Seco, a failure modes and effects

• At Fort Calhoun, the check valves for the AFW analysis (FMEA) had been prepared for the
discharge had a consistent history of external overspeed event for the AFWS turbine on
leakage. An examination showed loose disc January31, 1989, but it only addressed the con-
stops and missing stop welds, sequences of overpressurization of the AFW

turbine governor. The consequences of a loss
• At St. Lucie, following a manual reactortrip at of nitrogen supply or mistaken valve operation

Unit 2, both MOVs for the motor-driven AFW had not been addressed.
pumps went fully open as intended. One valve
was later closed by the operators, and the other E. 1.1.3 Preventive Maintenance Practices
was throttled to 200 GPM flow rate. The

operators later tried to reposition the latter Positive Aspects
valve, but it would not move. Also, the fully
closed valve appeared as fully open on the • At Maine Yankee, the utility had replaced a
control board. The throttled valve would not check valve in the Emergency Feedwater system
respond because the stem and nut were galled instead of just repairing a leak in the valve
and seized together; thus, it could not be manu- body. Provisions for PMT had also been
ally positioned. The fully closed valve could included in the work request.
not be remotely positioned open because the
drive pinion gear limit switch had worn to the Negative Aspects
point that it was not meshed with the drive
sleeve bevel gear. The limit switch was left • At St. Lucie, the utility did not have repair
indicating a "full open" signal to the control procedures for the motor-driven and turbine-
room and would only allow the Limitorque driven AFW pumps and Limitorque MOV
motor to rotate in the closing direction, actuators. In such cases, repairs had to be

made using vendor technical manuals. PM
• At H.B. Robinson, repairs were required on the pcxedtaes,_, _ indfectfurlhosecongxxe_.

motor-driven AFWS pumps because of a lack of
periodic maintenanceinspections. • At Indian Point 2, a recent failure of a coupling

for an AFW pump showed a weakness in the
E.l.l.2 Inclusion in a Reliability Centered definition of the lubrication requirements for

Maintenance Program plant equipment.

Positive Aspects • At Rancho Seco, properpreventive maintenance
had not been established for the governor and

• At D.C. Cook, an RCM program had begun turbine overspeed device and the governor oil-
with AFW as one of the pilot systems, dump solenoid feature of the AFW turbine.

• At Calvert Cliffs, several safety system analyses • At North Anna, as an example of procedures
using RCM methodology had been completed, for electrical and mechanical PM or disassem-
but results were not scheduled for implement ble/inspect repair which permitted or encour-

aged the addition of repair steps, the NRC cited
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a maintenance procedure for turbine-driven not necessarily pass through Licensing, so that
AFWS pumps, which appeared to permit ASME there was a high probability that such informa-
Code Section XI repair steps involving welding, tion may not be received by the responsible
grinding, or machining the pump casing to be department and acted upon. One example
written in without normal review or approval, concerned the AFWS pumps, where the manual

pertained to ball bearings, not the sleeve bear-
Also, a general procedure for lubricating vail- ing which the pumps actually had.
ous system pumps, including the AFWS pumps,
stated that the samples may be taken with the E.1.1.5 Predictive Maintenance and Condition
pump running or within 15 minutes after shut- Monitoring
down. However, the PM procedure implement-
ed this procedure by stating that "samples must Positive Aspects
be taken right after the pump is shut down,"
rather than specifying the quantitative time • At Indian Point 3, the AFW pamps were sub-
limit, jected to vibration analysis and pump differen-

tial pressure measurements.
E. 1.1.4 Incorporation of Vendor Recommenda

tions • At Surry, check valves are installed in each of
the three steam inlet lines of the common head-

• At D.C. Cook, the NRC cited a violation in that er to the AFW pump turbine. At least one
the vendor manual for the AFW pump required valve per unit per outage was disassembled for
that the pump packing be adjusted (for a con- inspection. Leak testing was also performed on
trolled amount of leakage), while the pump is Instrument Air check valves supplying air to
operating. This procedure had not been incor- solenoid-operated valves (SOVs), which open
porated into the maintenance procedures for the the turbine steam admission valves.
AFW system. The NRC felt that although no
problems had been noted, rotor seizure, scored • At Fort Calhoun, PM was performed on motors
shaft sleeves, or burned packing could have for the Auxiliary Feedwater pumps, as well as
resulted, the Condenser Vacuum pumps, and other safe-

ty-related pumps. The procedure specified oil
• At Rancho Seco, the governor on the AFWS sampling, strobe light, and a vibration instru-

turbine had been replaced several times during ment for recording motor and pump operability
the past year because of water intrusion prob- data.
lems. During the most recent replacement, the
vendor had made undocumented changes to the Negative Aspects
device, which made the direction of rotation
critical. Subsequently, ix>or communications • At Shearon Harris, there was no vibration
resulted in the wrong direction of rotation being monitoring of AFW pump motors.
specified, which contributed to the overspeed
incident on January 31, 1989. On that day, the • At Surry, despite previous replacement of
AFWS pump governor and its mechanical governors and tappet balls, steam-driven AFW
overspeed trip both failed during a post mainte- pump had not been tested for the overspeed trip
nanee test, resulting in both trains of AFWS function. This finding was cited by the NRC as
being pressurized beyond design stress values, a violation.
and therefore making the system inoperable
because of questionable piping integrity. • At Zion, the utility had failed to take adequate

or timely corrective action for 17 years to
This finding was cited by the NRC as a viola- maintain or test the overspeed mechanism for
tion. the pump turbine of the Unit 2 AFW system.

The Unit 1 mechanism had been tested once,
• At North Anna, the NRC determined that most approximately 17 years after pump installation,

vendor information requiring utility action did during April 1987 with limited success. The
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manufacturer had recommendedtesting once per diesel engine of the AFWS pump be inspected
week, and also that the moving parts of the trip as per the manufacturer's recommendations for
and throttle valve should be lubricated once per the "class of service" at least once every 18
week and that all moving parts be kept clean, months during shutdown. The NRC concern
The NRC cited this finding as a violation, was that the periodic checking of the valve and

fuel injector adjustments in the operating mech-
• At Rancho Seco, the work request for removal anism, recommended by the vendor manual,

and detailed diagnostic inspection of the valve had never been performed duringpreoperational
linkage for the AFW pump turbine governor did testing and refueling. This failure to check the
not contain acceptance criteria for critical adjustments had all been allowed without an
measurements, neither min./max, expected engineering evaluation. Also, the capability to
values, nor maximum measurement tolerances, achieve rated speed in 10 seconds was not
The NRC cited this finding as a violation, confirmed.

Also, proper periodic testing and corrective A minor deficiency was noted in the in-service
action had not been established for the pump testing (IST) procedure for the AFWS pump.
governor and turbine overspeed device of the The ASME Code Section XI requires that the
AFW and the oil-dump solenoid feature of the IST be conducted with the pump operating at
governor, the required reference speed, and that the

system resistance be varied until either the
• At Fort Calhoun, the surveillance test procedure measured flow rate or differential pressure

for AFW pumps did not include all of the equals the corresponding reference value. The
requirements of ASME Section XI, paragraph flow rate was checked during the surveillance
IWP-3100,' so the tests were not repeatable and but not verified to agree with its reference value
were not accurate to determine pump operabili- until other IST quantities had been measured.
ty. This variation in the testing sequence resulted in

an adequate test, but was not in accordance with
• At H.B. Robinson, an informal vibration analy- the ASME code.

sis program, using a sophisticated technique,
which evaluates both the velocity and displace- E. 1.1.6 Failure Trending
meat of vibration, was in place for approxi-
mately 100safety and non-safety related compo- Positive Aspects
nents which are in full-time operation, such as
Service Water pumps. However, standby safety • At Rancho Seco, the maintenance history of
related pumps such as Safety Injection, Auxilia- equipment contained in the plant computerized
ry Feedwater, and Containment Spray were information system (NUCLEIS)wasineomplete.
monitored under a less sophisticated and sensi- For example, the history of the previous failures
tive program specified under the ASME Code, of the turbine governor and mechanical overs-
Section XI. peed trip of the AFW pump was inadequate.

Industry and plant experience, i.e. trend data
• At Prairie Island, failure of a turbine-driven and PRA data, was not used effectively, such as

AFW pump surveillance because of a defective in the case for previous AFW pump turbine
governor was not documented as a nonconform- failures. Historical records were available, but
ing item, nor were trending, root cause analy- they were not easily retrievable.
sis, or corrective actions taken.

Negative Aspects
• At Braidwood, the NRC was concerned with the

adequacy of the periodic testing of the AFWS • At Haddam Neck, engineers had both system
pump diesel engine. The technical specifica- and project assignments. For example, prob-
tions required that the AFWS pump achieve a lems associated with the emergency diesel
flow greater than 85 GPM and meet vendor generator, condensate system and auxiliary
recommendations. They also required that the feedwater system were all handled by the same
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engineer, which led to a delay in resolving nance frequency for MFW flow control valves,
problems with an emergency diesel generator, with an average of 15 repairs per year from

1984 to 1988. The NRC considered that im-

E. 1.1.7 Configuration Management provedprograms of preventive maintenanceand
root cause analysis for MFW pumps was war-

e At North Anna, a configuration management ranted.
and project to update design-basis documents
had been started in 1988 to establish plant • At Braidwood, several leaks were noted on two
physical configuration and obtain component MFW pumps at one unit. The leaks were
design information for major components. The scheduled for repair during a plant derating.
AFWS was a priority for the first two years,
along with other safety-related systems. • At River Bend, there were oil leaks on all three

MFW pumps, as well as the electro-hydraulic
E. 1.2 Feedwater Systems control pump skid, the generator hydrogen seal

oil skid, and the emergency and high pressure
E. 1.2.1 Specific Aging Insights core spray (HPCS) diesel generator engines.

• At Surry, there were numerous examples of E.1.2.2 Prioritization of Balance of Plant
end-use devices which vibrated during normal Systems
operation that were connected to stationary
Instrument Air root valves by lengths of small- Positive Aspects
diameter copper tubing, despite extensive indus-
try experience with trips and transients because • At Indian Point 3, an important-to-safety eate-
of vibration-induced air line failures. (North gory had been defined for addition to the PM
Anna tripped in February 1989 because of program. Systems and components such as
vibration-induced failure of an IA line on a Condensate, Heater Drain, Feedwater pumps,
MFW regulating (control) valve, coupled with Condensate Polisher, MSIVs, and Feedwater
a plug failure and tube rupture of a steam Control Valves had already been included.
generator tube.

Negative Aspects
• At Hatch, abnormal seal leaks had been noted

on each of the four Feedwater pumps. A • At Zion, there was inadequate attention to non
consultant from the pump manufacturer, Byron- safety related activities and balance-of-plant
Jackson, noted that normal seal water flow was equipment.
routed back to the Condenser Hotwell, causing
flashing and restricted flow. Proper routing E.1.2.3 Inclusion in a Reliability Centered
should have been to the intake of the condensate Maintenance Program
booster pump suction, or else the size of the
piping should have been increased. • At Zion, there was a management commitment

to a RCM type study of the Feedwater System.
Also, a condensate pump experienced high
vibration and shaft misalignment, with worn • At LaSalle, limited principles of RCMhad been
bearing and wear rings. The root cause had applied. Only an RCM study of the Feedwater
been attributed to improper alignment between System had been performed, but others were
the pump and motor. Cracks had been discov- planned.
ered in the section of pump easing (52" diam. x
104" long) containing the suction and discharge • At Braidwood, the utility's philosophy included
flanges, some aspects of the principles of RCM. The

main feedwater was being reviewed for full
• At Fort Calhoun, MFW pump leakage was a implementation of RCM. Maintenance history

continual problem, and no root cause analysis and vendor recommendations were used as
had been performed. There was a high mainte- sources.
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E.1.2.4 Preventive Maintenance Practices sate pumps, and Stator Water pumps. The
utility had just received a state-of-the-art "Sehe-

Positive Aspects nek" 550,000 lb. rotor balancing machine of
hard bearing and slow speed design. Other

• At H.B. Robinson, a MFW control valve was programs included condition monitoring of the
repaired to correct a flange leak by taking the lube oil.
plant off-line, rather than performing a tempo-
rary repair. • At Fort Calhoun, the CHAMPS preventive

maintenance history of the trending system of
Negative Aspects the MFW Pump A Motor and Pump A vibration

analysis were reviewed by the NRC. The latter
• At Salem, the PM for the actuatorsof the MFW included a spectralplot, identification of several

control valves resulted in the air-operated peaks above threshold, and overall trending
actuatorshaving several diaphragm bolts which values. The NRC concluded that the trending
did not meet minimum thread engagement program had the potential to become a useful
requirements, tool. The natureof the outstanding work items

showed utility recognition of required actions,
• At Calvert Cliffs, during maintenance of a and corrective measures had been initiated.

control valve for a MFW heater, a new piston
O-ring had been supplied for the valve actuator, • At Haddam Neck, the utility decided to inspect
instead of the old style piston cup seal ring. major MFW check valves in response to NRC
Engineering had not been properly notified Information Notice 86-01. 3 Other major system
about the change, but a Drawing Change Re- check valves had been added.
quest was subsequently issued.

• At Yankee Rowe, in response to NRC Generic
Also, air tubing for the control valve of the Letter 89-08, for erosion/corrosion induced by
MFW heater had been disconnected at the valve pipe wall thinning, the utility was trending data
operator and left unplugged by I&C personnel, from approximately 60 components which had
Protection of open piping under 2 in. diameter been selected for examination. The lines in-
was not specified, contrary to good industry eluded extraction steam, heater drains, conden-
practice, sate, feedwater, auxiliary steam, and steam

generator blowdown.
E.1.2.5 Predictive Maintenance and Condition

Monitoring • At Sequoyah, the MFW pumps were subjected
to oil sampling. Acoustic monitoring was used

Positive Aspects to detect valve leakage and loose parts. Formal
procedures were not in effect, and so it depend-

• At Surry, the utility had a well-defined program ed heavily on the expertise of the personnel
for inspecting pipe for erosion/corrosion thin- performing or supervising the examination.
ning, in response to failure of a heater drain Activities included monitoring MFW long cycle
pipe and Generic Letter 89-08. 2 The pipe see- valves for leakage during normal plant opera-
tion that failed (at discharge from flow control tion, MFW regulating and bypass valves for
valve LCV-122B) had not been in the program leakage during plant startup, and other valves
in effect before January 1, 1990; however, the upon request.
adjacent elbow was part of the program. The
utility was compiling alistofaUthrottlingvalve • At River Bend, degraded rotating equipment
configurations covered in the program, such as a circulating water pump motor and an

alignment problem with the speed increaser of
• At San Onofre, the Rotating Equipment Vibra- the MFW pump had been identified under the

tion Monitoring Program included monitoring vibration monitoring program. This program
and trending of main station turbines, MFW included spectral data, wave forms, and trends
pump turbines, Circulating Water and Conden- for each point monitored. Reports of adverse

E-5 NUREG/CR-5812



trends were distributed to system engineers, • At Hatch, excessive time was taken to deter-
maintenance and operations personnel, mine the cause of a seal leak on Main Feedw-

ater.

E. 1.2.6 Post Maintenance Testing
E. 1.2.8 Documentation of Maintenance Records

Positive Aspects
Positive Aspects

• At Dresden, for certain MFW components,
PMT requirements such as valve stroking, • At Perry, the NRC reviewed 14 mechanical
current limit switch signatures, and VOTES maintenance workorders, most ofwhiehrelated
diagnostic tests had been appropriately speci- to MFW. The instructions on the work orders
fled. were usually very detailed. The summaries of

the work performed were detailed so that the
E.1.2.7 Root Cause Analysis root cause could be determined and provided

good descriptions of the corrective actions
Positive Aspects taken. PMT, if required, was included in the

work orders. The quality of mechanical work
• At Hatch, various problems with the Feedwater orders was very good. Generally speaking,

Control System had been solved for capacitors, quality of the work orders was also very good
density correction instrumentation, cascade for 12 I&C maintenance orders, a few of which
switches, recorders, and feedwater controllers, related to MFW.

• At Dresden, several deviation reports, LERs, Negative Aspects
PADs and work packages were reviewed for the
failure of Feedwater Regulator Valve 2A due to • At Fort Calhoun, all applicable equipment in
blockage from debris. The RCA did not appear the MFW system was included in I&C mainte-
to correct the problem. However, the NRC nance. However, the maintenance history files
determined that a new valve had recently been for MFW were very poor, with little corrective
installed in Unit 2 to prevent debris intrusion, maintenance, and no preventive or predictive
The "stacked disc" design was similar to the maintenance records. The files were ineffective
Unit 3 Feedwater Regulator Valve, for which for trending or root cause analysis. The PMT
there had been no blockage problems, requirements were too brief and undefined.

• At Haddam Neck, Corporate Engineering's • At LaSalle, the work orders for maintenance on
recognition of the potential for loose parts with relief valves in the Feedwater and other systems
respect to the failure of a MFW regulating identified "set point drift" as a failure cause.
valve was very timely. The cause was not specific enough to verify

corrections.

Negative Aspects
E. 1.2.9 Incorporation of Vendor Recommenda

• At San Onofre, the root cause determination t/ons
was very superficial, citing symptoms, not
causes, and there was excessive use of the term • At Fort Calhoun, the MFW Regulating System
"other". Sixty-seven percent of a total of 132 calibration procedure directed the use of vendor
non-conformance reports (NCRs) for Safety manuals, but those available were inadequate,
Injection and Feedwater had "other" as a cause, or not available at all.
or cited "normal wear" or "design inadequate".
"Personnel error" was often cited as a cause

with no other explanation. The corrective
actions were aimed at the symptoms.
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E. 1.3 High Pressure Injection Systems Positive Aspects

E. 1.3.1 Specific Aging Insights • At Dresden, an acceptable use of PRA type
evaluation for the HPCI was noted. Manage-

Negative Aspects meat support of maintenance was exemplified
through the use of PRA techniques to analyze

• At Surry, Sl MOV body to bonnet fastener the HPCI system.
washers were corroded, and wrapped in poly or
bagged to control small leaks or prevent the • At Haddam Neck, during a charging pump
spread of contamination, repair, compensatory measures to counteract the

small increase in core melt frequency based
• At Surry, the support base and fasteners of upon PRA calculations were identified and

certain containment spray pipes were excessive- implemented. Also to support the MOV diag-
ly rusty. The SI MOVs had very thick deposit nostic testing program, the corporate PRA staff
of unknown substance on packing leak off drain prioritized a list of the valves to be tested.
piping. An Sl pump had upper seal leak with
heavy boron buildup and excessive grease at Safety Injection system analysis using RCM
lower motor bearing, techniques was completed, and results were to

be incorporated into the Calvert Cliffs mainte-
• As explained in detail in Appendix D, Section naace program.

D.1, at Limerick, corrosion of the system
piping of the Essential Service Water system to E. 1.3.3 Preventive Maintenance Practices
the compartment unit coolers of the HPCI pump
resulted in a valve being filled with a soft, Positive Aspects
black sludge, and an irregular scale buildup on
the internal pipe wall. • At Dresden, the HPCI system was the model

for the plant's Maintenance Improvement Pro-
• At Dresden, oil leaks on the inboard seal and gram (MIP). The MIP included upgrading of

oil return lines of the HPCl main pump resulted motor-operated valves and enhancement of the
in a sizeable puddle of oil on the skid. PM program, failure analysis, work planning

preparation and scheduling, post-maintenance
• At Sequoyah, degradation of the stems and testing, and communications. The I-IPCI sys-

packing glands resulted in boron buildup on tern, as the "model system," was enhanced in
twenty Sl valves, terms of maintenance procedures, technical

support, material condition, and overall appear-
• At Palisades, a large buildup of boric acid was ance and performance.

noted on SI MOVs inside containment.

The overhaul program for all MOVs included:
• At Palo Verde, three SI charging pumps were a complete inspection; motor resistance testing;

operated with oil leakage rates exceeding leak lubrication of the main gear case; limit switch,
limits, and valve stem; and proper torque setting. Per-

manently mounted stem force sensors were also
• At North Anna, oil misting caused heavy oil installed. At Unit 3, based on problems experi-

puddles on the floor from packing that was enced at Dresden 2, new five-vane impellers
leaking from two CVCS valves, were installed on the HPCI booster pump to

reduce noise and vibration levels. Similarly, a
• At Millstone 2, the repair frequency for charg- HPCI auxiliary oil pump was also scheduled to

ing pump packing showed an increasing trend be replaced.
(less than one month since previous repair).

• At Perry, the NRC reviewed ten completed
E.1.3.2 Inclusion in a Reliability Centered electrical work orders. One included replace-

Maintenance Program meat of the motor for the HPCS pump. The
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work packages reviewed were generally made • At Coopec, the EquipmentData File for HPCI
details of procedures used and the PMT per- was not verified to include all components
formed, subject to maintenance history and spare part i

coverage.
• At North Anna, in response to operational

problems at another plant, safety relatedmodifi- E. 1.3.4 Incorporation of Vendor Recommenda
cations were incorporated into the suction t/ons
headers of the HHSI system pumps.

Negativ_ Aspects
Negative Aspects

• At H.B. Robinson, several IEEE standardgood
• At Cooper, a failed actuator motor for a HPCI maintenance practices for motors were not

MOV was discovered while restoring electrical performed on the SI system, including therm-
grounds on the 250 VDC bus supply. The ography and monitoring of power, winkling
MOV PM program did not include adequate temperature, and _ng temperature.
tests to discover this type of failure.

• At Duane Arnold, inconsistent incorporation of
• At Fermi, inadequate precautions to protect vendor recommendations, including mainte-

HPCI equipment during refuelling resulted in nance and testing, were identified during a
damage to instruments and conduits, utility-initiatedSSFI of the HPCI system. Tech-

nicaljustifications foromitting the recommenda-
• At Palisades, there was a high failure rate of tions were not provided.

Safety Injection Tank level alarms because of a
failure to take timely action to resolve prob- • At Cooper, the NRC noted excessive grease
lems. leakage from the coupling of the HPCI tur-

bine/pump shaft. This was caused by use of
• At H.B. Robinson, plant procedures lacked incorrect vendor instructions. The utility did

acceptance criteria for inspection of check valve not determine the root cause t_or evaluate
internals for wear and degradation. There was whether other components might be ai-fected.
neither a surveillance nor a PM program for
several SI systems. E. 1.3.5 Predictive Maintenance and Condition

Monitoring
• At South Texas, while performing PM on the

CCW to Charging Pumps MOVs, the NRC Positive Aspects
noted that the cover gasket of the limit
switch/torque switch was degraded, resulting in • At Yankee Rowe, two SI MOVs were tested
an EQ classified MOV not being sealed, using MOVATS. The test procedure incorpo-

rated relevant NRC information pertaining to
• At Yankee Rowe, missing or improperly in- MOV testing.

stalled bolts and support brackets were discov-
ered on the flow transmitter for the Safety • At H.B. Robinson, charging pumps were in-
Injection System. cluded in a vibration analysis program using a

sophisticated technique which evaluates velocity
• At H.B. Robinson, the NRC review ofcomplet- and displacement of vibration. Stand-by safety-

ed work requests for the SI system revealed a related SI pumps were monitored under a less
lack of guidance for determining preventive sophisticatedprogram as specified by the ASME
maintenance requirements, testing which failed Code, Section XI.
to demonstrate the effectiveness of corrective

maintenance, and inadequate involvement of • At South Texas, trending forms for leakage
system engineers in reviewing completed work tests of SI check valves were used to predict if
requests, measured leakage was approaching the accep-

tance limit.
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• At River Bend, in response to NRC Generic Negative Aspects
Letter 89-104, a diagnostic testing program was
initiated for MOVs, as a followup to NRC • At Duane Arnold, repeated corrective mainte-
Bulletin 85-035. This program resulted in nance of the HPCI system was noted due to the
testing 22 HPCS and RCIC valves, inadequate application of root failure cause

analysis from self-initiated SSFI.
Negative Aspects

• At Hatch, no root cause failure analysis was
• At La SaUe, LER 88-019 indicated that because performed for a failure of a HPCI MOV.

of worn parts, the 1B EDG output breaker did
not close in the required 13 seconds. The same • At Calvert Cliffs, as a result of the root cause
parts were not inspected in the 2B EDG or the analysis program, longer term solutions to
HPCS output breakers. The utility had not recurringleaks in the LHSI pumpswere recom-
followed the work control process system and mended, as opposed to simply replacing gas-
no technical justification had been performed kets.
for not doing so.

• At Millstone, a continued increase in repair
• At St. Lucie 1 & 2, only continuously operated frequency for charging pump packing was

equipment was subjected to vibration analysis, noted.
ASME Section XI vibrational surveillance was

not an adequate substitute for vibrational analy- • At Cooper, management was unable to deter-
sis performed as part of a PM program, mine the cause of incorrect vendor information

for maintenanceof a HPCI pump and were also
E. 1.3.6 Post Maintenance Testing unable to conclude whether other components

were similarly affected.
Positive Aspects

E. 1.3.8 Configuration Control
• At Dresden, PMT requirements for HPCI

pumps and MOVs, such as valve stroking, • At North Anna, a project to update documents
current limit switch signatures, and VOTES for configuration managementand design basis
diagnostic tests were appropriately specified, was started for the SI system to establish plant

physical configuration andto obtain information
• At North Anna, MOVATS was used to test a on component design.

charging system MOV following installation of
a new torque switch, as specified by the manu- E.1.4 Service Water System
facturer.

E. 1.4.1 Specific Aging Insights
Negative Aspects

Positive Aspects
• At Millstone 2, the NRC noted inadequacies in

the acceptance criteria for preventive mainte- • At Salem, the SW piping was replaced with 6%
nance testing, including "normal packing leak- molybdenumstainless steel because of extensive
age" for repair of packing of a charging pump. deterioration of the SW system. Deterioration

included thru-wall leaks at weld joints of un-
E. 1.3.7 Root Cause Analysis lined carbon-steel piping, microbiological

corrosion of 316 stainless steel piping, deterio-
Positive Aspects ration of the lining from abrasion, and control

valve cavitation. SW system piping was re-
• At Hatch, a review of the root cause analysis routed to reduce turbulence and stagnation.

program for the HPCI system showed satisfacto-
ry re.solutions.
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• At Haddam Neck, aging and system upgrade • At D.C. Cook, RCM was implemented for the
items for the SW system were identified and SW system.
evaluated for future action.

• At Limerick, the PRA was updated to include
• At Millstone, the SW system piping was up- the sharing of the essential service water system

graded at all three units, and is being used to schedule system outages.

Negative Asvects E. 1.4.3 Preventive Maintenance Practices

• At Calvert Cliffs, the SWS strainershift valves Negative Aspects
for the internal parts of the ECCS pump room
coolers were severely corroded. • At Palisades, there was a delay in inspecting,

cleaning, and rebuilding all Service Water
• At MeGuire, leakage was observed on the SW System valves manufactured by Allis-Chalmers.

system valves.
• At H.B. Robinson, a loose or missing thread on

• At Cooper, four booster pumps in the residual a fastener caused a loose motor conduit on a
heat removal service systems had slight oil SWS pump.
leaks.

• At North Anna, PM activities that should be
• At Millstone 1, a SW pipe flange adjacent to intensified were identified to avoid similar

the dryweU was rusty, problems encountered with the SW system at
Surry.

• At Millstone 2, there was rust on the SW piping
and support_ in the pipe chase. • At Salem, the SW header piping was recoated

with BeLzona-RMastic, but there was insuffi-
• At North Anna, the SW system pump house cient time for curing at the ambient tempera-

needed cleaning and painting, ture. Also, improper make-up of the flange
joints for the SW connection to the CCW heat

• At Riverbend, the standby service water shafts exchangers was noted. An air-operatedwrench
and coupling were rusty. Also, the service w_ used, despite discouragement from the
water piping and pipe supports in two tunnels procedure, and no consideration was given to
showed external rust from lack of paint. Six of the tightening sequence or torque requirements.
ten SW boot seals in one tunnel contained

rainwater that had seeped through deteriorated • At Limerick, no chemical treatment was being
construction sealing between buildings, applied to the ESW spray pond, so the ESW

piping and valves became filled with sludge and
• At Zion, the SW lines, flanges, nuts and bolts scale.

inside containment were badlycorrodedand had
never been painted. • At Indian Point 2, a three-year-old work order

to replace a SW pump discharge check valve
E. 1.4.2 Inclusion in a Reliability Centered was continually delayed to non-outage times.

Maintenance Program The NRC noted that such repairs were best
performed during plant shutdown.

Positive Aspects
E. 1.4.4 Incorporation of Vendor Information

• At Calvert Cliffs, a SW system safety analysis
using RCM methodology was completed and the Negative Aspects
results were to be implemented.

• At H.B. Robinson, approximately one-half of
• At Ginna, a pilot RCM program was imple- the IEEE standard for maintenance good prac-

mented for SW pumps, tices for the SW pump were not performed,

NUREG/CR-5812 E-10



including thermography and monitoring of • At Fitzpatrick, QC personnel video taped the
power or current, bearing temperature, and valve internals and adjacent piping using state-
winding temperature, of-the-art fiber optic equipment during the

assembly of various SW system check valves.
• At H.B. Robinson, the vendor's recommenda-

tions on SW booster pumps were not incorpo- Negative Aspects
rated into the PM program.

• At Haddam Neck, a 6 in. SWS check valve was

• At North Anna, the vendor'stechnical informa- disassembled and found to be stuck open.
tion for the SW system was not incorporated Three other similar valves were disassembled,
into plant proceduresand activities, inspected, and repaired. Clarification on the

use of non-conformance reports was needed so
• At Shearon Harris, the PM program for ESW significant deficiencies could be identified,

pump did not incorporate the vendor's mainte- corrected, and trended.
nance requirements.

• At H.B. Robinson, procedures for the discharge
E. 1.4.5 Predictive Maintenance and Condition check valves of the SW booster pump lacked

Monitoring inspecting the criteria for valve internals for
wear and degradation. There was neither a

Positive Aspects surveillance nor a PM program for the valves.
Check valves were not tested or maintained

• At Ginna, monthly records were maintained of unless the valve was degraded or was required
monthly vibration monitoring for all SW by ASME Code, Section XI.
pumps.

• At McGuire, the response to concerns about
• At H.B. Robinson, preventive maintenance check valves identified by INPO and EPRI,

vibration tests and bearing temperature for the though adequate, did not include specific in-
SW system booster pump were properly per- spection criteria for the SW system, such as
formed. Also, there was an informal vibration dimensions to be measured and recorded and a
analysis program that uses a sophisticated failure to compile quantified wear and degra-
technique to evaluate both the velocity and dation data to adjust PM frequency.
displacement of vibration for SW system com-
ponents. • At Cooper, a leaking solenoid pilot valve in the

SW system was identified as a significant condi-
• At McGuire, major SW heat exchangers were tien adverse to quality, but a non-conformance

monitored quarterly using differential pressure report issued pertaining to it had not been
measurements. Prompt maintenance actions issued.
corrected performance degradation caused by
lake turnover (mechanical tube cleaning). E. 1.4.5 Post-Maintenance Testing

• At Indian Point 3, vibration analysis and pump Negative Aspects
differential pressure were used to monitor SW
pumps. Also, trending was performed for • At Cooper, inadequate post maintenancetesting
equipment such as SW pumps which demon- was cited in maintenance on the SW system.
strated reliability problems in shaft wear caused Though addressed by procedures, maintenance
by packing problems, was inconsistently implemented. Inadequateor

ambiguous PMT specifications resulted from
• At Salem, three material test loops were in- poor control of work scope, poor instructions,

stalled in the SW system to monitor different and poor job documentation.
conditions of flow, ambientand heated stagnant
water.
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E.1.4.6 Failure Trending Based on limited data from Peach Bottom, it
had been estimated that SW fouling should not

Negative Aspects have posed a problem until after fourteen years
of operation.

s At River Bend, two standby service water
MOVs were reviewed for equipment history and • At Limerick, the full effectiveness of chemical
were found to have no records; several other treatment of the SW system was not known,
components had entries under more than one because certain service water piping, which was
mark number. The utility's equipment history replaced after the start of chemical treatment,
data was of limited value, was due to be inspected. The full impact of

corrosion on SW components was not fully
E.1.4.7 Root Cause Analysis considered, because inspection revealed that

several ESW check valves had restricted disc

Positive Aspects travel due to the buildup of corrosion.

• At Ginna, a comprehensive action plan was in • At Vermont Yankee, although data on SW
effect to investigate and implement changes to pump performance was tracked and analyzed,
improve reliability of the SW system, failures showed a steady increase, with no long-

term program in place to reverse the trend.
• At H.B. Robinson, the root-cause analysis of a Plant and corporate management were not in-

flow failure of a heat exchanger cooled by the formed about the problem.
SW system was thorough and accurate.

• At Indian Point 2, the repair procedure to
Negative Aspects replace a SW pump strainer contained required

entries for a listing of replaced components, and
• At Palisades, the analysis and methodology for the extent of damage for each component. This

evaluating sources of SWS vibration were information was not given and the lack of
inadequate, information was accepted by plant personnel

without further investigation.

• At McGuire, frequent failures of the SW system
control valves for the Component Cooling E.1.4.8 Configuration Control
Water heat exchangers were identified by
maintenance technicians rather than through Negative Aspects
engineering evaluations.

• At McGuire, errors were noted on SW system
• At Cooper, a wetted solenoid pilot valve in the drawings.

SW system was identified as an example of
equipment degradation which did not result in a • At North Anna, a project to update the eonfigu-
root cause analysis because there was no clear ration management and design basis document
"trigger" mechanism beyond that identified in was completed for SW system to establish the
plant procedures, plant physical configuration and to obtain

information on component design for major
• At Indian Point 3, failure analysis of a ten-inch system components.

containment penetration of the SW return line
from a fan cooler unit did not correctly deter- E. 1.5 InstrumentAir and Emergency Diesel Generator
mine that it was due to stress corrosion caused Air Start Systems and Compressors
by chlorides in the SW.

E. 1.5.1 Specific Aging Insights
• At Limerick, the size of the ESW piping was

increased to account for aged piping. The • At Surry, six air compressors forthe Emergen-
fouling factors used in the calculation did not cy Diesel Generator Air Start System were
adequately model actual flow conditions, being replaced because of deterioration of the
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valves caused by moisture and the unavailability in the Containment IA System. Water was
of replacement valves. No air driers or coalese- squirting from solenoid-operated valves; flow
ing filters were to be installed at the new com- gauges were full of water, and dew-point read-
pressor discharge, so that the same problems ings were greater than 60°F.
could occur again. Also, all six discharge
check valves were being replaced. • Also at Surry, there were numerous examples

of end-use devices which vibrated during nor-
Problems had been caused by water accumulat- real operation that were connected to stationary
ing on top of the check valves passing into the IA root valves by lengths of small-diameter
air compressors. Station personnel had identi- copper tubing, despiteextensive industryexperi-
fled two concerns: ence with trips and transients caused by vibra-

tion-induced air line failures. (As noted in
1. There was no program to monitor or Section 4.1.2 for Feedwater, North Anna trip-

control EDG starting air quality, and, ped during February 1989 when vibration
2. There was a high likelihood that the 18 caused an IA line on the MFW regulating valve

air-start receivers, each 20 cubic feet in to fail, coupled with the failure of a steam
volume, were full of rust and scale generator tube plug and tube rupture).
from years of wet service.

• At St. Lucie, some components such as the IA
A significant quantity of water had been ob- Service Air Compressor had oil leaks, the
served being discharged during routine biowd- sources of which were unidentified.
own of the EDG air start system. Over 20 ibs.
of rust recently had been removed from inside • At ANO, there was a lack of awareness of plant
the service air receiver in the turbine building, aging of non safety related equipment, as evi-
Poor air quality had also been cited as the cause dented by numerous problems with the IA
for sluggish performance of one solenoid-oper- System. Numerous IA spare parts could not be
ated valve which admits air to the EDG air used because their shelf life had expired. The
starting motors, utility apparently continued to use the compo-

nents without refurbishing them, even though
The IA header leakage was 47 CFM. The NRC the compoaents contained similar parts which
noted that the utility had not yet: had been in service longer than the spare parts.

The NRC considered that the problem resulted
1. Serviced all aeeumulators to eliminate from an unimplemented equipment trending

blow-by, nor program for BOP components.
2. Walked down the system to identify

and repair all leaks. • At Palisades, an emergency diesel generator
could not be started during testing because the

• In addition, at Surry, compressed air was air compressor that provides starting air to the
supplied to the containment by four rotary water air start motors would not operate. The thermal
seal ring compressors (two per unit) taking overload on the air compressor's motor starter
suction on the containment (99% relative hu- had tripped and would not reset. Replacement
midity at 118*F), then discharging into refriger- of the thermal overload did not correct the
ation air driers, which were not capable of problem.
maintaining a 35"F dew point even under
optimum conditions. In 1989, two of the dis- • At McGuire, the control valves of the Nuclear

charge filters were so rotted that they could not Service Water System for the Component
be left in place. The remaining two filters were Cooling Water heat exchangers frequently failed
dirty but were left in place because there were to close properly. Closure of these valves
no spares. There was no record that the IA assists maintenance. Failure of the air lines to
drier filters had ever been changed since instal- a valve actuator had made the valves inopera-
lation 7 years before. Water was found in end- ble, a more serious concern. Pending replace-
use devices and high dewpoints were recorded ment of these valves, the utility had increased
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PM activities. However, the frequentfailureof E. 1.5.3 Preventive Maintenance Practices
these valves had been identified by the main-
tenance technicians, and not by an engineering Positive Aspects
evaluation.

• At Millstone 1, the IA system was being up-
• At North Anna, although the IA system ap- graded.

peared to be properly operated and maintained,
there were missing handles on instrumentroot • At McOuire, the NRC considered the utility's
valves, cracked instrument face glasses, and actions PM and corrective maintenance on the
severely bent IA lines to air-operatedvalves. IA System to be a strength.

• At Sequoyah, the general material conditionof Negative Aspects
the Compressed Air System was satisfactory.
However, a flexible conduit for an oil level • At Shearon Harris, there were no formal PM,
switch was loose, oil accumulation was found maintenance, operations, or surveillance proce-
on the stuffing box of one compressor, and dures for the Rotary Air Compressor, even
drier desiccant was found on the concrete though the compressor was supplying 100% of
mounting pad of a compressor, the station IA requirements. The vendor rec-

ommended regular PM for both the compressor
• At Cooper, moisture was observed in the filter and the air drier.

housing of a Service Air System filter housing
in a supply line to the Reactor Water Cleanup The IA system was blown down biweekly.
System filter/demineralizer. When the filter However, there was no PM on the iniine air
was in service, 1000 PSI reactor water leaked filter.
through two manual valves and a check valve.
The SAS was also the Breathing Air System. • At Fort Calhoun, there was no PM on air-
There was no regular testing program for the operated valves.
Breathing Air System.

• At St. Lucie, the utility had installed high
• At Haddam Neck, some EDG Air Start System efficiency filters at the discharge of each IA

spareparts, which may have been needed, were drier. Sensitive equipment, such as Bailey
not available on site because of a lack of a Bill positioners and solenoid valves, were also
of Material for this equipment. The NRC equipped with upstream filter-regulators.
concern was about availability in general. However, there was no regular PM changeout

schedule to replace the filter-regulator filter
E.1.5.2 Inclusion in a Reliability Centered elements, and they were only changed if

Maintenance Program clogged.

• At Dresden, the NRC noted that one aspect of • At Waterford, there was only a generic proce-
RCM included in mechanical maintenance was dure for corrective maintenance on safety and
the use of sonic equipment to identify air leaks, non-safety related equipment such as compres-

sors.

• At Calvert Cliffs, several safety system analyses
using RCM methodology had been completed, • At H.B. Robinson, no PM had been established
but the results were not scheduled for imple- for the refrigerant air drier at the discharge of
mentation until the end of 1990. The systems one of the IA System compressors, nor were
included the Instrument Air Drier System. importantvendorrequirements incorporated into

the PM procedure for the compressor itself.
• At Haddam Neck, a pilot program had been The vendor manual also stated that the impor-

implemented for several systems, including the tance of establishing a wear rate for the teflon
Service and Control Air compressors, wear and seal rings "...cannot be overempha-

sized...". The consequences of worn rings are
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first, decreased efficiency, and subsequently, E.1.5.5 Predictive Maintenance and Condition
contact between the piston and cylinder which Monitoring
results in immediate and expensive damage to
the finely honed cylinders. Positive Aspects

• At MeGuire, there was no regularly scheduled • At Indian Point 3, the IA compressors were
PM for the filter-regulator for valves which among the components subjected to thermo-
required and received design verification of graphy.
failure position as accident mitigation devices,
as specified in NRC Generic Letter 88-14 on IA • At Surry, leak testing was performed on the IA
systems 6. check valves which supplied air to the solenoid-

operated valves, which, in turn, open the steam
E.1.5.4 Incorporation of Vendor Recommenda- admission valves of the Auxiliary Feedwater

t/ons pump turbine.

Positive Aspects • At Haddam Neck, several actions had been
taken in response to NRC Information Notice

• At Sequoyah, the NRC determined from a 88-247, including replacement of several sole-
review of five vendor manuals, one of which noid valves used to isolate the containment. In
concerned compressors, that the manuals were response to NRC Genetic Letter 88-14, the
being controlled, updated, and used to conduct utility tested all safety-related air-operated
preventive maintenance, valves to verify that they would fail in the

required safe position following loss of air
Negative Aspects supply. Maintenance had been instituted for

boundary components such as pressure regula-
• At St. Lucie, the vendor for the new IA system tors between the air supply system and the

compressors recommended retorquing the safety-related component, and a procedure to
crosshead bolts after 6 months or 2000 hours of detect contaminants had been implemented.
operation. This requirement was not included
in the appropriate PM procedure, nor was any • At H.B. Robinson, in response to NRC Generic
justification given for not torquing the bolts. Letter 88-14, the utility verified air quality
Therefore, the Unit 1 compressors were nine requirements for individual components served
months overdue in being torqued, by the IA System, and verified IA quality by

determining its hydrocarbon content, dewpoint,
• At LaSalle, the Air Compressor of the 1B and particulate content.

Emergency Diesel Generator Air Start system
continued to blow head gaskets shortly after • At Cooper, in response to NRC Generic Letter
each repair. The vendor advised using different 88-14, the utility appeared to have adequately
torque values to prevent this. Only two of five followed the recommendations and performed
work orders reviewed by the NRC identified the the verifications.
torque wrench used and stated that the bolts had
been torqued to the specified values. Negative Aspects

• At Clinton, an engineering evaluation of the • At Nine Mile Point 1, the In-Service Testing
vendor manuals for the emergency diesel gener- program for Instrument Air did not assure fail-
ator determined that 14 additional PM tasks safe capability of non safety-related air operated
should be completed on all of the diesels start valves upon loss of air. The number of valves
up, such as inspection/cleaning of the air-start to be surveilled was to be increased from 6 to
solenoid valves and the air-start lubricators. 130.

The air-start motors had not been properly
maintained, as recommended by the vendor. • At Waterford, no technical acceptance criteria

were identified in the PM for the minimum
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capacity of the Instrument and Station Air acceptance criteria were "...run a sufficient
compressors. In response to Generic Letter 88- amount of time to determine if it performs its
14, flow capacity tests of the A and B Instru- intended function...".
meat Air compressors were performed in De-
cember 1988, which showed capacities of 50% • At Waterford, a capacity test on air compres-
and 65% respectively. ._ors following overhaul had only recently been

required.
• At H.B. Robinson, while the utility verified air-

quality requirements for individuals components • At Sequoyah, PMT of an IA system drier was
served by the IA system, and verified IA quality conducted when the drier was returned to
by determining its hydrocarbon content, dew- service, but the testing was not recorded on the
point, and particulate content, the NRC noted work closure form.
that the particulate size and distribution were
not determined. The NRC considered particu- • At Cooper, an example of omitted PMT was
late size in the IA System as important because cited for the IA driers.
air quality for end-use devices is frequently
defined by maximum particulate size. The E.1.5.7 Failure Trending
NRC noted that the Shearon Harris site used a

laser scanner to characterize particulate content. Negative Aspects
Also, three MSIV IA accumulator cheek valves,

required to maintain the MSIVs in the closed • At LaSalle, the utility published a quarterly
position, had not been included in the ASME report which identified the number of completed
Code Section XI test program. Functional tests work requests which required rework and gave
of these valves were performed under another the reasons. There were five failures within
procedure, but only for rapid closure, and not two months of the head gasket of the 1B EDG
for the ability of the valves to sea_ and seal air-start motor air compressor. Such failures
under slow loss of IA conditions, had not been identified as rework because the

rework only identified failures which occurred
• At McGuire, there had been no loss-of-air during post-maintenance testing. The utility

testing for some of the Main Steam Isolation was in the process of changing the rework
Valves at both units since pre-operational test- program to the Failure Analysis Program which
ing. Also, no testing of MSIV accumulator uses PADS (Problem Assessment Data Sheet).
cheek valves had been completed or was
planned. • At Rancho Seco, the method to determine

NPRDS reportable failures appeared to contain
• At Cooper, the utility's response to NRC Ge- potential oversights and omissions. Examples

neric Letter 88-14 was satisfactory, but the included incomplete or missing entries of the IA
NRC noted that there had been no effort to system check valves. A non-conformance
expand the scope to similar systems beyond report was not written when debris had caused
what was required, such as applying the infor- two IA check valves to fail during the perfor-
mation to the Service Adr System. mance of a special test procedure. The generic

implications of the problem was not recognized,
E.1.5.6 Post Maintenance Testing nor the risks of using sealing tape on threaded

joints. The NRC cited this as a failure viola-
Nezative Asoects tion.

• At St. Lucie, PMT was applied only to major • At Cooper, for some systems and plant areas,
non-safety related equipment, including IA including the IA drier, and the Equipment Data
compressors. There were no test methods or File had not been verified, so that not all corn-
acceptance criteria associated with such equip- ponents were included and provided a mainte-
meat. The specific instructions were limited to nance history.
"...test run and check for seal leakage... ". The
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E. 1.5.8 Root Cause Analysis • At North Anna, the IA System was one of the
systems selected as part of a project to update

Positive As_.. ts the configuration managementand design-basis
document which had been started in 1988 to

• At Fitzpatrick, the NRC cited, as an example of establish plant physical configuration and obtain
properly conducted root cause analysis, an information on component design for major
ongoing evaluation, including laboratory tests, components.
to resolve problems experienced with the IA
System. Negative Aspects

• At Waterford, in addition to compiling a history • At McGuire, several drawing errors were
file for all components, a root cause evaluation noted, including one in the IA System.
of all failures was conducted. The intent was to

extend the operating life of a component or E.2 Components
quantify failure information to predict when a
component will fail again. Examples were the E.2.1 Emergency Diesel Generators
low flow of the Instrument and Station Air
Compressors and premature compressor degra- E.2.1. I Specific Aging Insights
dation.

Positive Aspects
• At Cooper, while deficiencies in root cause

analyses were noted for other cases, the NRC • At La Salle, the solenoid discharge valves for
cited the root cause analysis for an Instrument EDG fuel oil transfer pumps were upgraded
Air drier failure as being extensive and rigor- with improved internals such as Viton "O" rings
ous. Specifically, an IA drier post-filter hous- instead of EPDM "O" rings which were incom-
ing had ruptured, causing a loss of IA pressure, patible with fuel oil. The valves had stuck in
The rupture occurred when temperature controls either the open or closed position.
failed, overheating the filter housing, and
igniting the filter media. The loss of air caused • At Ginna, major recent initiatives in plant
the MSIVs to drift closed, resulting in a full maintenance included an overhaul of both
reactor scram. The causes were attributed to EDGs, and replacement of a station battery and
absence of PM for temperature switches, execs- a Reactor Coolant pump motor.
sire use of sealant and lubricant, failure to
specify the use of high-temperature filter media, Negative Aspects
and inadequate training. Corrective actions
included closer monitoring of driers via opera- • At Palo Verde, there had been three redundant
tor logs, drier operations training, evaluation of trips of the Unit 2 EDG on high temperature
drier design for improvements, and possible PM during the engine cooldown mode, which is a
and operational checks, five-minute unloaded run after operation. The

probable cause was a faulty check valve in the
Negative Aspects air control system of the jacket water high

temperature trip.
• At McGuire, the NRC's review of historical

data for IA compressors and driers indicated a • At Clinton, oil leaked from the lube-oil lines of
problem with entering the failure cause codes all three EDGs. Similarly, at River Bend, oil
for equipment in the work requests, leaked from both the Division I and II diesel

generators, and less severely from the diesel
generator of the High Pressure Core Spray flIP-
CS) pump motor.

E. 1.5.9 Configuration Control
• At Fitzpatrick, some gaskets used with two

Positive Aspects safety-related EDG pressure switches had been
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obtained from a maintenance supervisor, rather • At Millstone 1, there was a program for dewat-
than from a warehouse. Because large quanti- ering the EDG fuel oil storage tanks and con-
ties of materials were purchased for Direct trolling oxidation and bacterial growth. The
Turnover, i.e. they are not stored in the ware- diesel oil was tested monthly.
house but are given directly to the requesting
organization, the NRC was concerned that the • At Calvert Cliffs, PM on the protective relaying
procedure controlling the storage, distribution, of the logic circuits on an EDG, and PM on
and restocking of safety-related materials no 480 V breakers and battery systems was satis-
longer applied. The NRC considered the proba- factory.
bility of damage as minimal if the equipment
was used quickly, but the storage time and Negative Aspects
conditions are particularly important for mated-
als having a limited shelf life. • At Palisades, the threads on the terminal lugs

for an EDG Excitation Panel were not com-

e At Palisades, the NRC noted a small water leak pletely engaged. This deficiency was cited as a
from the flange connection of the jacket cooling violation by the NRC.
water heat exchanger of an EDG.

• At Dresden, the EDG 2,3 and 2/3 excitation
Also, a flow switch for an EDG lube oil heater field breakers (and the Reactor Protection
had been incorrectly bypassed for at least eight System breakers) were not included in the PM
months. The Lube Oil Priming Pump runs program.
continuously whenever the EDG is operable,
circulating heated oil through the heater to the • At Limerick, following a 24 hour endurance test
upper engine block and to the bearing upper of an EDG subsequent to overhaul, the machine
cylinder to aid in fast startup. According to the did not properly control voltage or frequency
system engineer, if the flow switch is bypassed, when not parallel to the grid. The problem was
under certain conditions, the engine would be insufficient venting of air from the governor.
"...stressed causing accelerated aging and
possibly harder starts, but it would start...". • At Fort Calhoun, there was no periodic pro-

gram to test or replace flexible hoses in the
E.2.1.2 Inclusion in a Reliability Centered EDG System.

Maintenance Program
• At Cooper, contrary to plant Quality Control

• At La Salle, the philosophy of the electrical procedures established to implement 10CFR50,
maintenance included some concepts of RCM, Appendix B, maintenance had been performed
as exemplified by the analysis of EDG lubrica- on one of the EDG cams which included critical
tion oil. reassembly steps, critical measurements and

clearances, and verification of valve timing and
• At Fitzpatrick, risk had been considered in timing clearances without QC inspection of

various situations, such as the use of fault tree these activities.

analysis to examine the need for an EDG fuel
cut-off valve.

E.2.1.3 Preventive Maintenance Practices

Positive Aspects

NUREG/CR-5812 E-18



E.2.1.4 Incorporation of Vendor Recommenda- manuals. Forty-seven percent (47%) of the
t/ons electrical and thirty percent (30%) of the me-

chanical PM tasks had not been included in the

Positive Aspects established PM program. An engineering
evaluation determined that 14 additional tasks

• At Vermont Yankee, the EDGs were not barred should be completed on all of the EDGs before
over (turned or cranked with no intention to startup, including an annualoverspeed trip test.
start) following a 3 minute run, contraryto the
manufacturer's recommendations. The Techni- • At Indian Point 2, the system engineer review-
cal Specifications required demonstrated opera- ing the EDG manuals had identified numerous
bility following any action or event renderingan discrepancies in setpoints and logkeeping.
EDG inoperable. In response to NRC con-
cerns, the utility agreed to adopt the manufactu- • At Cooper, the tell-tale drain on an EDG interc-
rer's recommendations to do an "air roll" after ooler had been leaking, suggesting there was a
shutdown to enhance reliability and longevity, leak in the Service Water system. The vendor

determined that the corrosion was so extensive

• At Indian Point 2, in the beginning of the that the intercooler should be replaced. The
refueling outage during "whichthe MTI was vendor's information reviewed by the NRC
conducted, the vendor's specified 12-year PM indicated that the "aftercooler" should be
was performed on one of the three EDGs. drained and flushed every 4 to 6 months to keep
Based on the positive results of this very exten- the coolers clean and to prevent clogging. This
sive disassembly, inspection, and refurbishment recommendation was not in the utility's PM
of the engine and generator, the utility decided procedure, nor had the other three intercoolers
to perform a reduced PM on the other two been inspected.
EDGs, rather than an annual inspection as
required by the Technical Specifications. The E.2.1.5 Predictive Maintenance and Condition
vendor agreed to reduce the extent of work to Monitoring
less than that required for the 12-year PM. The
EDGs had been under consideration for an Positive Aspects
increase in the total kW ratings, because of
previously identified loading inadequacies that • At IndianPoint 3, the exhaust gas of the emer-
could require additional PM activities, gency diesel generators was monitored for

degradation. The lube oil also was chemically
Negative Aspects analyzed for water vapor.

• At Palo Verde, the utility could only produce 3 • At Shearon Harris, the EDGs were one of only
formal evaluations for 19 Service Information three components, the others being Reactor
Letters (SILs) issued by the EDG manufacturer, Coolantpumps andcharging pumps, whose lube
Cooper Industries. There was an extensive oil was analyzed. Other components were
backlog in the review of EDG SlI.,s. being added.

• At Salem, one of the EDG cylinder heads was • At Vermont Yankee, scratches were found on
removed without a special lifting ring (identified two camshaft lobes during an inspection of an
in the technical manual) designed to accommo- EDG in late 1987. A special monitoring pro-
date the non-vertical angle. Chapters were gram was begun to detect deteriorating perfor-
missing for the injectors, valve gear, exhaust mance, i.e., changes in cylinder temperature.
and intake manifolds, and jacket water specifi- None were noted, but the camshaft and associat-
cations which would have shown the torquing ed parts were replaced.
and clearance specifications.

• At Grand Gulf, trending was performed for

• At Clinton, the utility conducted a study of the EDG problems, as well as for motor megger
PM tasks recommended in the EDG vendor readings, battery cell specific gravities, lube oil
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analysis, vibration and problems with Engi- be involved, with one engineer assigned respon-
neered Safety Features room coolers, sibility for the entire task.

Negative Aspects Negative Aspects

• At Hope Creek, EDG oil samples were taken • At Haddam Neck, engineers had both system
from a stopped engine, downstream from a and project assignments. Problems associated
filter, rather than from a runningengine, before with the EDGs, Condensate System, and AFWS
filtration, were all handled by the same engineer, delaying

the resolution of problems with an EDG.
E.2.1. 6 Post Maintenance Testing

E.2.1.8 Root Cause Analysis

Positive Aspects
Negative Aspects

• At Calvert Cliffs, PMT was performed on the
protective relaying of the EDG logic circuits, as • At Palo Verde, one of the EDGs was run with
well as of 480 V breakers and battery systems, a known oil leak in a cylinder head for 18 hours
Subsystem testing of the EDG logic circuits and (out of a 24-hour test) when it had to be shut
the 480 V breakers was postponed until the down. No engineering analysis had been done
system test. to determine whether the diesel could run with

the leak. Also, the utility identified numerous
• At Haddam Neck, the NRC observed PMT of failures of elbow fittings and drain plugs in the

an EDG following troubleshooting of a recur- EDG jacket water system caused by corrosion.
ring start-failure alarm. Appropriate PMT After replacing several of the parts, more of the
requirements were specified, equipment was same parts failed which the utility had not
restored to normal configuration, and the PMT identified as being vulnerable to corrosion. The
was conductedbefore acceptance for operation, utility's failure to take aggressive action to

resolve the problems was cited as a violation by
Negative Aspects the NRC.

• At Indian Point 3, one of the EDGs had failed • At Duane Arnold, the utility failed to take
to start because of low lube oil pressure. The prompt corrective action or perform a root
cause was attributed to failure to conduct PMT cause analysis for problems with the thermal
following calibration of the pressure switches, overloads of the EDG jacket cooling pump

motors and associated contacts which protectthe
• At Cooper, there were instances in which motors from excessive fault currents. There

appropriate PMT had not been performed; for were no sizing criteria for thermal overload,
example, maintenanceon the EDG local control and design documents were not updated for
panel, changes in heater size. The NRC cited this

failure to take action as a violation.

• At Cooper, the utility relied on reviews by
systems engineers and supervisors of work

E.2.1.7 Failure Trending activities and documents to identify conditions
requiring escalation to management or addition-

Positive Aspects al evaluation or corrective or preventive ac-
tions. The following examples were cited:

• At Indian Point 3, the utility had implemented
the Component Engineer concept, e.g. valve (1) Conditions adverse to quality were encountered
packing was monitored by the same engineer but were not cited as requiring further evai-
for all systems. For complicated tasks, such as uation and corrective or preventive action.
the EDG PM, several componentengineers may
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(2) Significant conditions adverse to quality were Negative Aspects
identified, but a nonconformancereport (NCR)
was not issued. • At Duane Arnold, there was an untimely re-

sponse to a manufacturer's service advice letter
Specific examples included the failure of an issued in 1979 on premature wear of Tuf-LOC
EDG intercxmler. Root cause analyses were not Teflon-coated fiberglass sleeve beatings in
performed for any of the problems because certain types of GE 4160V circuit breakers.
there was no clear "trigger"beyond that identi- The affected components involved the Residual
fled in the plant procedures. Heat Removal (RHR) pumps, Reactor Recircu-

lation pumps and other safety-related breakers.
E.2 .1.9 Configuration Control

(1) The RHR pump circuit breakers had been
• At Palisades, use of an incorrect revision of a inspected in 1985 and replacement was recom-

drawing to modify circuit hardware in an EDG mended; replacement did not occur until 1987.
control panel was cited by the NRC as a viola-
tion. (2) At the time of the MTI, only 6 of approximate-

ly 50 breakers had their bearings replaced. The
• At Cooper, replacement of an EDG east boss in remaining 44 breakers included 19 that were

a cam beating housing by stainless steel tubing safety-related.
was treated as a repair, and not as a design
change requiringreviewunder 10CFR50.59for (3) There had been continued identification of
safety impact. The appropriate drawings were worn-out bearings, in one ease, involving a
not changed either. Reactor Recirculation pump breaker.

E.2.2 Electrical Components: Breakers, Switchgear, These examples were cited by the NRC as part of a
Relays and Motor Control Centers (MCCs) violation. Similar failures attributed to worn bearings

were identified at other plants.

E.2.2.1 Specific Aging Insights
In contrast, the NRC noted that at Dresden, there had

Positive Aspects been a strong resolution of the Tuf-Loc bushing prob-
lem.

• At Rancho Seco, the NRC noted that the physi-
cal condition of equipment physical condition, • At Dresden, on February 25, 1988, the station's
such as electrical switehgear, appeared to be technical staff reported that General Electric
excellent. There was no obvious moisture or SBM switches used in 4160 VAC breakers and

foreign material on interior plant electrical cubicles were at or near the end of life, based
controls, and circuit breakers were in their on increased failure rates. The staff also noted
proper position, that the SBM switches were not included in the

PM program and their performance had not

• At Sequoyah, early in plant life, there were been checked. The NRC determined that 15
failures of the main toggle link pin in 6900 SBM switches for some 4160 VAC breaker
VAC circuit breakers. PM procedures had been switches had been replaced, based on failure of
revised to include inspection andreplacement of the switches to meet acceptance criteria defined
the pin if cracks were found, in revised PM procedures. The switches that

passed would not be inspected for another 3

Also, in response to NRC Information Notice years, the PM frequency on the 4160 VAC
88-118 on the widespread failure by corrosion breakers, even though the switches had a long
cracking of silicon bronze bolts used to splice history of failure and were at or near the end of
bus bars in MCCs manufactured by GE, as life.
noted at one nuclear plant, the utility deter-
mined from sampling that such bolts did not The utility had been aware, since at least July
exist in its MCCs and 480 VAC switehgear, of 1987, of four events at another nuclear plant
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which involved failures of 4160 VAC breakers Also, the NRC was concerned that only one of
to transfer on demand, the same type of break- five spare reactor trip breakers on site for the
ers used at Dresden. In each event, voltage to three units was available for use. The other
a 4160 V bus was lost when an alternate feeder four were in various stages of repair. Accord-
breaker failed to automatically close after the ing to the utility, it was very difficult to obtain
normal feeder breaker was opened. The fail- replacement reactor trip breakers or spa,e parts
ures had been caused by hardened grease and from the original manufacturer because the
dirt in the stationary auxiliary SBM switch breakers were no longer manufactured. Howev-
linkage within the normal feeder breaker corn- er, the utility had recently reached an agreement
partments. The failures were significant be- with General Electric to rework existing break-
cause the stationary auxiliary SBM switch in a ers (two in each of the three units, plus five
normal feeder breaker to a safety-related bus spares) to the specifications of certified Class
could prevent restoration of voltage to the bus IE reactor trip breakers. The NRC was still
from the alternate or emergency source upon a generally concerned over the availability of
loss of offsite power. The NRC cited this as a spare replacementreactor tripbreakers or parts.
part of a violation.

• At Zion, a DC battery to bus circuit breaker
• Also at Dresden, a 125 VDC MCC battery to failed to close several times on the first attempt.

the main bus breaker handle in Unit 2 was The manufacturer identified worn bearings as
indicating approximately 3 inches away from the probable cause.
the ON position, even though the breaker was
energized. The NRC inspector was told that • At Maine Yankee, the NRC noted that the
when the breaker trips, the handle would then utility had not reviewed their procurement
point towards the ON position and that was a practices anduse of Agastat relays purchased as
known problem with these types of breakers, commercial grade items, as had been recom-

mended in NRC Information Notice 87-669

• At PrairieIsland, the 4160 VAC bus connecting (concerning inappropriate application of com-
a transformer to Bus 11 and 12 switchgear was inertial grade components). The NRC stated
corroded. The corrosion resulted in severe that the utility should review the issue and
overheating of the lower bus bars. Copper determine whether commercial grade Agastat
connections also appeared to contribute to the relays had been used in safety-related applica-
corrosion as the switchgear bus sections were tions, and take any necessary action.
aluminum. No non-conforming item reports
had been written. The NRC cited this as a • At Clinton, hydraulic fluid from the operation
violation, mechanisms in the cabinets of two 345 kV

breakers was observed leaking onto cables at
• At Nine Mile Point 1, there was a high failure the bottom of the cabinets. There were loose

rate of EPA 600 VAC breakers, bolts and/or dirt in other breaker cabinets.

• At Palo Verde, numerous work orders were • Also at Clinton, in one of the four warehouses,
associated with the replacement of Potter-Bruin- the environmental controls were not as effective
field relays installed in the Reactor Protection as at the other three and there was no segrega-
System as NSSS and BOP Engineered Safety tion of safety-related and non-safety-related
Features Actuation System initiation relays. In parts. Heavy boxes were 3tacked on other
LER 528/88-018, the utility reported that nu- boxes marked as containing delicate instru-
merous Potter-Brumfield sub-group failures had ments, and open boxes and bags contained
occurred, which would have prevented proper electrical relays and switches which were cov-
rotation of the relay spring upon being de- ered with heavy coats of dirt and dust.
energized by a valid safety system actuation
signal, and would have prevented associated • At Indian Point 2, the NRC noted two uncov-
valves and pump motors from operating as ered 480 VAC breakers in the switchgear area.
required for a safe plant shutdown.
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This was considered poor work practice and • At South Texas, the Unit 2 Emergency Cooling
against vendor recommendations. Water was not well maintained. Pump room

floors were covered with water, exposing
Similarly, while the NRC witnessed the 18 electrical components such as local MCCs to
month PM inspection on a Westinghouse Type high humidityand standing water.
DB-50 reactor trip breaker, performed by
both Westinghouse and plant maintenance E.2.2.2 Preventive Maintenance Practices
personnel, the NRC was concerned that several
breakers were left uncovered for lengthy peri- Positive Aspects
otis after removal from their cubicles, which
was contrary to both Westinghouse recommen- * At Indian Point 3, the PM for MOVs included
dations and utility procedures, the breaker.

Also, the NRC questioned the utility's judge- * At Shearon Harris, during maintenance of a
ment with respect to safety in deferring certain 6900 VAC, 1200 amp circuitbreaker, the NRC
maintenance actions. In one case, work orders observed that controlled copies of the manufact-
to replace broken 480 VAC disconnect switch urer's instructions were brought into the workp-
and breaker handles, which were required to be lace.
operated under emergency procedures, hadbeen
back-logged for several years. Also, the program called for performing PM at

every second refueling outage, or approximately
• At Perry, examples of poor housekeeping were one half of the switchgear at each refueling

cited by the NRC which, although notappearing outage. Few circuit breakers may be conve-
to have safety significance or impact plant niently serviced while the unit is at power, and
operation, included broken handles on MCCs. these were done biannually.

• At Calvert Cliffs, there was an air gap of • At Maine Yankee, the utility had an ongoing
approximately 1/8 in. between the track and major project to upgrade eighty-three 480 VAC
concrete floor for all 4kV switchgear buses circuit breakers, mostly GE Model AK-25, as
which had caused misalignment between the described previously in Appendix D, Section
breakers and MJ switches. However, no opera- 2.1.6 of this report.
tional or emergency condition safety concerns
were associated with the problem of track • At Waterford, the reactor trip breakers are GE
sagging. Type AK-25 in which GE, according to the

bearing grease may solidify after about seven
• At Haddam Neck, Switchgear Room test cables years, possibly affecting the breaker's response

used for grounding had exposed copper. Also, time. The utility returns the breakers to GE for
there was temporary cover over a battery charg- refurbishment at five-year intervals. The PM
er to collect condensation from the ductwork program checked the breaker's response times
overhead, and these were recorded in the trending pro-

gram.
• At MeGuire, the material condition was consid-

ered average. The discrepancies were generally Also, the maintenance procedure for 4160 VAC
minor, and did not indicate any operability switchgear required verification of torque of all
problems. However, the number of minor deft- exposed electrical connections, including the
ciencies indicated the need for improvement, switchgear grounding connections.
Deficiencies consisted of items such as leaking
valves, broken handles on valves and MCCs, • At Perry, the work packages reviewed were
corrosion on MCCs and power distribution generally adequate. The description of work
cabinets, and loose supports, done contained details of the procedures used

and the PMT performed. The review included
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a work package on replacementof relays on the (2) Periodic visual inspection of 4160 VAC current-
Control Room HVAC supply fan. limiting reactors.

• At Calvert Cliffs, PM on 480 VAC breakers • At Dresden, the maintenance procedure called
was performed satisfactorily, for the 4160VAC breakers to be inspected and

overhauled every 5 years or 500 operations.
• At McGuire, the NRC reviewed the PM proce- However, at one of the units, breakers for two

dures for the 600 VAC Distribution System. of the Containment Cooling Service Water
The procedures were satisfactory and in accord pumps had last been overhauled in 1976,
with the vendor's general recommendations for Breakers which were important to safety, i.e.,
the type of maintenance and the frequency, required to satisfy technical specification re-

quirements for two sources of offsite power to
No significant problems had been identified in be available, had last been overhauled in 1973,
the maintenance of 125 VDC batteries, charg- 1975, and 1977. During the MTI, a 4160V
ers, circuit breakers, and 120 VAC inverters, feeder breaker failed to trip during an undervol-
including those for the EDGs. rage surveillance test. The problem was a burnt

trip coil caused by mechanical binding of the
• At Sequoyah, the procedure for PM on 6900 breaker mechanism, which had last been over-

VAC switchgear included nearly all the benefi- hauled in 1976.
cial steps recognized by industry; its overall
clarity and format were excellent, it had about A 4160V breaker for a Unit 2 LPCI pump had
38 independent verification steps and invoked a tripped several times during pump starts in
special procedure aimed at reducing common February 1988. The cause had been identified
mode failure caused by maintenance, as a failure to perform PM, specifically a direct

lack of lubrication on the trip latch roller mech-
However, the PM failed to address accepted anism.
industry practice by omitting mention of the
anti-pump circuit, space heaters, blow out coil, In addition, failure to perform PM had not been
and potential transformer compartments. Lubri- identified as a contributing factor in the failure
cation was not clearly addressed, of the Unit 3 Isolation Condenser Makeup

Valve. The DC-powered MOV failure had
• Also at Sequoyah, the recommendations in NRC been caused by dirt and sticking auxiliary

Information Notice 87-61 _°'1_concerning W-2 contacts with buildup non-conductive deposits,
cell switches in 480 VAC switchgear were resulting in increased electrical contact resis-
incorporated into the PM procedures. As per tance. PM had not been performed on two Unit
NRC Information Notice 88-50,12 ferroresona- 3 250VDC Motor Control Centers since 1975.
rice in high-voltage transformers was also cor- These MCCs supply power to HPCI torus
rectly addressed, suction valves.

Negative Aspects The NRC cited these problems as examples of
a violation.

• At Hatch, several problems were noted by the
NRC concerning the PM procedure for 4160 • Also at Dresden, the NRC noted that Emergen-
VAC metal-clad switchgear; these were dis- cy Diesel Generators 2,3 and 2/3 excitation
cussed in Appendix D, Section 2.1.6 of this field breakers and Reactor Protection System
report, breakers were not included in the PM program.

Also, the electrical PM program did not include: • At Watefford, a work order to clean and inspect
some 4160 VAC switchgear required torquing

(1) Protective trip testing of MCCBs, other than of switches and exposed connections. Howev-
containment penetration circuit breakers, er, the NRC noted an unauthorized deviation in

that "...no loose bolts found (so) torque (was)
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not required...". The NRC indicatedthe need • At Shearon Harris, PM included nearly all of
to evaluate the safety significance and operabili- about 30 major PM steps that are typically
ty of the safety related switchgearand to deter- recommended for medium voltage switchgear.
mine if torque requirementshad been deleted in Although the procedures did not call for a check
other safety-related switchgear, of the anti-pumpcircuit nor a measurement of

insulation resistance across the open contacts,
• At Fitzpatrick, duringNRC observation of I&C the utility agreed to include these steps.

maintenance, it was noted that when an HGA
relay was being calibrated, the procedure per- • At Vermont Yankee, the NRC noted that there
rainedto the calibration of a similar relay, type was routine PM and testing of circuit breakers.
HMA. The training module for relay calibra-
tion pertained to yet another relay, type HFA. • At Perry, the NRC reviewed procedures for
Although inappropriate,the proceduredid apply testing molded-case circuit breakers and over-
to HGA relays and the latestvendor manualdid load heater relays and the protective relaying
not specify calibration requirements, program. The procedures were satisfactory and

were reviewed by the utility every two years for
• At Rancho Seco, the NRC con._idered that technical adequacy.

specific maintenance program weaknesses
included the maintenance of electrical circuit • At Haddam Neck, engineering involvement to
breakers, resolve a relay setpoint change for a Heater

Drain pump motor indicated that the station had
• At H.B Robinson, the PM procedures for a strong program for controlling setpoints.

electrical equipment were weak and there was
extensive use of a very simple checklist. The • At Yankee Rowe, the NRC observed checks of
NRC considered the PM procedure for safety- a voltage relay for an EDG and a differential
related and Dedicated Shutdown System switch- relay for the main transformer. As-Found
gear to be poor because, for example, it did not conditions were documented for each item, and
describe how to check the critical dimensions of each component was tested to predetermined
primary contacts, nor state how to adjust them. PMT requirements.
It did not specify operating the breaker electri-
c.ally from the test stand, checking charging • At McGuire, refueling cycles were every 14
motorbrushes, nor the open/close response time months. Each circuit breaker received a contact
nor contact resistance measurements. There resistance (Doble) test and PM every third
was only a very brief checklist for PM of 4160 refueling outage. The maintenance program
VAC switchgear. The NRC considered these was consistent with good industry practice,
deficiencies to increase the possibility of un- except that control wiring compartments and
planned actions and unsatisfactory maintenance bus compartments in the switchgear were not
and equipment failures, inspected.

E.2.2.3 Predictive Maintenance and Condition Negative Aspects.
Monitoring

• At Shearon Harris, factory testing of 1TE/Siem-
PositiveAspects ens Type HE 480 VAC molded-case circuit

breakers (MCCBs) was not performed or the
• At Indian Point 3, exciter switchgear, MCCs, tests did not detect a fault in the instantaneous

reactor trip breakers, 6900 V and 480 V break- trip mechanism. The utility's circuit breaker
ers were among the components subjected to test sets did not produce a high-speed oscillo-
thermography, graphic readout to display the first cycle of

current.
Also, an ohm meter was used to read an auxil-

iary switch position before and after assembly
of a Westinghouse DS-416 breaker.
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Also, despite the availability of the vendor's The NRC reviewed a St. Lucie LER where a
field test procedure, 125 VDC molded case manual plant trip had been required because a
circuit breakers were not tested. 40 amp subgroup (feeder) 240 VAC MCCB

tripped early on 30 amps. The utility agreed to
• At Surry, inspection and testing of MCC ther- test all of the MCCBs in the rod-drive power

real overload devices, motor starters, and system at the next refueling. The testing would
molded-case circuit breakers had been deferred include holding current and at least one trip
in the previous two periods because of a staffing verification. Also, the rod-drive MCCBs would
shortage. Safety-related MCCBs were sched- be placed in the PM program for periodic
uled for testing every 5 years and non-safety testing.
related ones every 10 years.

• Several plants, in addition to Clinton, experi-
• At LaSaile, LER 88-O19 identified that the IB enced excessive failures of 345 kV switchyard

EDG output breaker had not closed in the type GHO SF6 breakers manufactured by
required 13 seconds because of worn parts. Siemens Allis, Inc. A problem had also been
The same parts had not been inspected in the 2B identified with 345 kV trip coil circuits on Type
EDG or the HPCS output breakers. The utility LPO breakers, also made by Siemens Allis.
had failed to follow the work control process This was described in Appendix D, Section
without technical justification. D.2.1.6 of this report.

• At St. Lucie, MCCBs were not tested. MCCBs • At McGuire, functional operability of MCCBs
are used exclusively in the 120 VAC/125 VDC was not tested, except for 600 VAC breakers
power systems as circuit protective devices and with loads inside the containment. They were
disconnects in the main buses and feeder eir- not calibrated or tested to verify proper opera-
curs. They are used in most branch circuits, tion of the magnetic and/or thermal trip units
except where fuses are used. In the 480 VAC inside the breaker, which can be implemented
power switches, metal-clad switchgear (circuit by tripping the breaker open during a fault
breakers) are used in the feeders and main current.
breakers. MCCBs are used in the branch

circuits. • At Sequoyah, megger testing of the switchgear
was done at a voltage too low to produce mean-

There was an effective PM program for the ingful results. The insulation resistance test
metal-clad circuit breakers. The maintenance specified the use of a 500 V megger and an
procedure used for cleaning, lubrication, and acceptance criterion of 1 megohm. In response
testing breakers in the 480 VAC MCCs and to NRC concerns, the utility agreed to use a
load centers included instantaneous (magnetic) 2500 V megger and an acceptance criterion of
and long-time (thermal) trip testing to verify the 8.5 megohm, more in line with industry prac-
breakers will perform their intended function, rice.
This procedure was partially applicable to
MCCBs, yet MCCBs were not in the scheduled E.2.2.4 Post Maintenance Testing
PM program.

Positive Aspects
The MCCBs were not tested in any system once
installed, but all replacement MCCBs were • At Maine Yankee, the program for refurbish-
tested. The utility had an excellent test proce- ment of circuit breakers contained appropriate
dure for MCCBs, which referred to NEMA PMT acceptance criteria for test current and trip
Standard AB2, '3on procedures for field inspec- time for each trip function (instantaneous, short-
tion and performance verification of molded- time, or long-time delay).
case circuit breakers, and which states that

MCCBs have moving parts which require • At Calvert Cliffs, 480 VAC breakers received
maintenance. PMT. Subsystem testing of the breakers was

postponed until the system test.
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E.2.2.5 Failure Trending Also, the utility had not adequately evaluated:

positive Aspects (1) The failure of a Unit 2 LPCI Pump D 4160
VAC breaker, resulting from the fact that

• At McGuire,the NRC reviewed work requests maintenance had not been performed at the
on 4160 VAC safety-related switchgear. The required frequency, had not been identified, and
review showed that since June 1987, there were (2) The failure of a Unit 3 Isolation Condenser
only 11 work requests, all for minor problems Makeup MOV to open.
not affecting safety operability. Therefore,
repetitive failures of switchgear were not evi- E.2.3 Motor Operated Valves (MOV)
dent.

E.2.3.1 Specific Aging Insights
Nezative Aspects

• At LaSalle, the utility was very slow to respond
• At H.B. Robinson, PM was performed on all to a 10 CFR 21 notification by Limitorque

safety related switehgear at each refueling about common mode failure of melamine torque
outage. The NRC considered this a conserva- switches of certain models and serial numbers
tire interval. However, the NRC's review of known to be installed at La Salle. The cause of
480 VAC safety related switchgear over an 18- failure was post- mold shrinkage, which was
monthperiod concluded that there had been five affected by temperature and age. Specified
maintenance-relatedfailures. This was a rate of actions included a review of valve stroke times,
O.ll failures per breaker-year, which was conducting stroke time testing, and switch
significantly higher than the IEEE Standard replacements. Five MOVs covered under NRC
493-1980'6 rate of 0.0027 failures per unit year. Bulletin 85-03 and other valves located in a
This difference suggested that the maintenance harsh environment had not been inspected for
was ineffective, melamine torque switches. Also, thirty Unit 2

valves had not been inspected in response to
• At Sequoyah, for the period studied by the Generic Letter 88-07. '5 This deficiency was

NRC, the failure rate of both the 6900 V and cited as a violation by the NRC.
480 V circuit breakers was about five times the

industry average, but it was not considered • Similar problems were noted at Prairie Island
statistically significant, and did not indicate an where utility had failed to promptly inspect,
adverse trend. However, the NRC felt that the correct, or justify continued operation of more
system engineers should trend the failure rate to than 25 Unit 1 and Unit 2 MOVs that were
determine the adequacy of maintenance, subject to common mode failure of torque

switches made of melamine material (as per the
• At Cooper, for some systems and plant areas, November 23, 1988 10 CFR 21 notification by

including components such as MCCs, the the Limitorque Corp.). The apparentcause of
Equipment Data File had not been verified, so the delays was that the system engineers had too
that not all components and their maintenance many responsibilities and the assessment was
histories were included. "Low Priority;" this also was cited as a viola-

tion by the NRC.

E.2.2.6 Root Cause Analysis • At Surry, some MOV body-to-bonnet fastener
washers in the Safety Injection System were

Negative Aspects corroded. An engineering evaluation found
them acceptable. Many SIS components were

• At Dresden, root cause analysis had not been wrapped in polyethylene or bagged, either to
performed for a subtle trend of problems associ- control small leaks or prevent the spread of
ated with opening and closing failures of 4160 radioactive contamination. There was a very
VAC breakers, thick deposit of an unknownsubstance covering

E-27 NUREG/CR-5812



the packing leak-off drain piping at some SIS concluded that the practice of coast-in backsea-
MOVs. ting could continue for the remaining MOVs.

• At St. Lucie, following a Unit 2 manualreactor E.2.3.2 Inclusion in a Reliability Centered
trip, both MOVs for the motor-driven AFW Maintenance Program
pumps went fully open as intended. One valve
was later closed by the operators and the other Positive Aspects
was throttled to 200 GPM flow rate. The

operators later tried to re,position the latter valve • At San Onofre, the NRC considered the utility
but it would not move. Also, the fully closed to be the leading industry participant in devel-
valve appeared as fully open on the control opment of a reliability-based PM program,
board. The throttled valve would not respond which was an EPRI pilot program for 16 sys-
because the stem and nut were so galled and tems. Implementation -ff an MOV PM p_'o-
seized together that it could not be manually gram, diagnostic testing programs, and other
positioned. The fully closed valve could not be efforts had significantly reduced MOV failures
remotely positioned open because the pinion since 1987. However, little progress had been
gear on the limit switch drive had worn to the made in developing a PM program for manual
point that it was not meshed with the drive- valves used in emergency situations.
sleeve bevel gear. The limit switch was left
indicating a "full open" signal to the control • At Millstone 3, the Probabilistic Safety Study
room and would only allow the Limitorque had been used to rank MOVs in order of risk
motor to rotate in the closing direction, significance.

• At Palisades, there was a large buildup of boric • At Dresden, the NRC noted that MOV diagnos-
acid on Safety Injection Tank MOVs inside the tic testing was one example of RCM included in
containment. However, MOVs in the Safe- mechanical maintenance.

guards Rooms were very clean and the stems
were lubricated. • At Haddam Neck, the Corporate PRA staff

provided a prioritized list of MOVs to be tested
• At South Texas, the Unit 2 Emergency Cooling a the MOV diagnostic testing program.

Water structure was not well maintained. The

floors of the pump room were covered with l_,,,ve Aspects
water, exposing components such as local
MCCs to high humidity and standing water. • At Fitzpatrick, some PM tasks on MOVs had

been deferred for more than a year past their
• At Fermi, to verify that the MOVs open fully, due date. However, there had been no defer-

the utility had originally planned to open them ments of Tech Spec required surveillance, or of
until an enlarged section of the stem contacted EQ-related maintenance.
the mating seat in the bonnet, i.e. "power
backseating." However, such practices have • At South Texas, the prioritization scheme for
resulted in broken stems and dropped disks at MOV maintenance appeared to emphasize the
other plants. Therefore, the utility eliminated availability of personnel rather than technical
power backseating by stopping all valves on the justification for PM deferral. Of 275 PM
open stroke using the limit switch, rather than items, at least 28 were "quality" (EQ) MOV
the torque switch, so that the power is interrupt- PMs, which were to be performed every 78
ed before the stem contacts the backseat. In weeks. The PM include_t inspection, lubrica-
some cases, the stem will coast into the back- tion and testing. At least eight of the valves
seat with considerable force. Through a utility- were containment isolation valves. The delays
sponsored study by the vendor, the utility in PM ranged from three to 21 months.
concluded that the concern for coast-in baeksea-

ting is restricted to large, "fast-acting" valves. The utility failed to recognize the connection
Lacking evidence to the contrary, the NRC between PM deferrals for MOVs and an in-
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creased rate of MOV failure to function upon A repacking and lubrication schedule for MOVs
demand. From 1987to 1989, 42 MOVs, 34 in recently had been started "_ enhance their
Unit 1 and 8 in Unit 2, failed to function. PM performance.
had been deferred on at least five of these

valves. • At Waterford, the scope of the PM program for
MOVs included both safety-related and balance-

E.2.3.3 PreventiveMaintenancePractices of-plantvalves,whichtheNRC consideredto
be significantlyabovetheindustrynorm. The

PositiveAspects PM requirementsconformedto the vendor
technicalmanualrecommendationsandindustry

• AtDuaneArnold,theMOV maintenanceproce- goodpractice.
durescontainedinformationfromNRC Bulle-

tinsand Information Notices and from plant • At H.B. Robinson, the Managed Valve Mainte-

industry lessons learned, nance Program OVlVMP)had been implemented
to address industry-wide problems with MOVs

• At Zion, a new MOV overhaul and diagnostic and check valves to ensure their long-term
program for all MOVs had been implemented operability. Existing procedures were being
that included a complete inspection and PM improved, new procedures written, PMT re-
including lubrication of the main gear case, quirements defined, and check valve applica-
limit switch compartment and valve stem, and tions evaluated based on industry experience.
proper setting of the torque and limit switches.
In 1987, there were 43 MOV failures, but only • At Fermi, the procedures for MOV assem-
26 in 1988, a 40% reduction. All safety and bly/reassembly and setting of switches were
non safety-related MOVs had been added to the significantly improved, comprehensive, detailed,
PM program, and easily understood.

• At Dresden, an MOV overhaul program had Negative Aspects
been implemented which included a complete
inspection, resistance testing of the motor, • At Fort Calhoun, there was an MOV improve-
lubrication of the main gear case, limit switch ment program to identify and correct any valve
compartmentand valve stem, and proper setting abnormalities. However, the NRC considered
of the torque and limit switches. Permanently that the program could allow damage to valves
mounted sensors for measuring stem force had and actuatorsbecause it permitted higher torque
been installed on all safety-related environ- switch settings without any engineering justifi-
mentally (EQ) and non-environmentally quail- cation.
fled (non-EQ) MOVs. The utility was anticipat-
ing better MOV performance and more conve- • At St. Lucie. the utility did not have repair
nient testing from the VOTES testing method, procedures i;or the motor and turbine-driven

AJ_V pumps and Limitorque MOV actuators.
Also, the NRC considered management support In such cases, repairs had to be made following
of maintenance to be exemplified by the use of the vendor's technical manuals. However, PM
teams to perform PM on MOVs to improve procedures were in effect for those components.
reliability.

• At Waterford, three environmentally qualified
• At Maine Yankee, condition monitoring of safety-related MOVs inside the .,'*actorbuilding

MOVs was part of an ongoing MOV overhaul were lubricated with a mixture of two different
program which included lubrication, inspection types of grease, contrary to the lubrication
of Limitorque operators, EQ inspection, MOV- instructions in the plant manual, which specified
ATS testing, torque switch replacement, and only Exxon Nebula P-O.
changeout of jumper wiring for certain MOVs.

High levels nf lithium had been found in the
gearbox grease of some Safety Injection MOVs
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inside the containment. The Limitorque techni- (1) Actual data on valve stem thrust is available
cal manualstated that only EXXON Nebula EP- that shows the need to lower the torque switch
0 and EP-1 were environmentally qualified for setting, and
such service. Lithium is a constituent of Mobil (2) Engineering has reviewed the thrust data and
Mobilux EP-0. The utility concluded that some approves the lower setting.
mixing of the MOV main gear box lubricant
had occurred, which could have resulted in However, there was no documented evidence
actuator failure. Although the utility had al- that the lower setting had been approved.
ready corrected these problems, the NRC noted
that weaknesses remained with the other aspects E.2.3.4 Incorporation of Vendor Information
of the MOV lubrication program:

Negative Asvects
(1) The use of two different types of lubricants for

the same component may lead to future mixing • At Surry, the Limitorque Maintenance Update
of greases for MOVs. 89-1, dated December 1989, on:

(2) The guidance in the current program was con-
flicting and did not assure that greases would (1) Actuator pinion gear fit-up, orientation, and
not be mixed in the future, location,

(3) Operations QA had not effectively identified (2) Gear to shaft key material, fit-up, and retention
that concern. (staking),

(3) Set screw spot-drilling and retention (lock-
The NRC cited the above problem as a violation, wiring/staking) for Limitorque MOV actuators

was not incorporated into the maintenance
• A South Texas, during performance of a PM procedures nor a controlled document vendor

procedure for "78-Week Inspection, Lubrication file and vendor manual.
and Test of the MOV Actuator for CCW to
Charging Pumps Return Valve (MOV)", the E.2.3.5 Predictive Maintenance and Condition
NRC noted that the cover gasket of the limit Monitoring
switch/torque switch was totally compressed and
hardened. Therefore, the switch compartment Positive Aspects
of the EQ-classified MOV was not sealed.
Also, supplemental holes had been punched in • At D.C. Cook, 250 of approximately 500
the gasket so it would fit in the existing bolt MOVs in each unit are safety related. A small
pattern, sample of these MOVs had been tested in

accordance with the provisions of NRC Bulletin
Also, a procedure for "LimitorqueMOV Motor 85-03. Approximately 1130MOVs, both safety
Inspection and Lube" did not refer to staking and non-safety related, had been tested using
the motor pinion/motor shaft key and/or set the criteria in Bulletin 85-03.
screw. Two requests for field changes dealing
with the proper material for the key and key • At Indian Point 2, trending of valve stroke time
staking had been incorporated into the vendor's via MOVATS was used to initiate PM on
technical manual, but not into the procedure. MOVs.

• At River Bend, during the performance of PM • At Indian Point 3, the NRC noted that the
on one MOV, it was noted that the as-found utility had MOVATS personnel perform the
torque switch settings were 1.5 for the open and testing of two SIS hot/cold leg injection stop
closed positions. The reo.ommended torque valves using company information under a
switch settings were 1.75 minimum/2.0 maxi- procedure for "Testing of Limitorque MOVs
mum. The procedure a_lowed the setting to be Using Motor Operated Valve Analysis _ -d Test
below the minimum if: System (MOVATS)."
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Also, there are approximately 92 safety-related • At Ginna, MOVATS was , _edin the analysis of
MOVs, of which 72 are EQ equipment. Engi- valve performance.
neering took colored photographs of many
MOV internals during the previous outage, • At Haddam Neck, the utility had begun to use
which showed whether the operators had two or the VOTES testing method, which was intended
four limit switch rotors, an approved torque to improve analytical ability and reduce radia-
switch, and correct jumper wires. The photos tion exposure.
also could be used to document rework. The

MOV work performed during the outage includ- Also, the NRC considered the use of MOV
ed about 100 PM activities, including PM for testing for scheduled diagnostic as well as for
the breaker, 16 complete rebuilds, 20 MOVA- PMT purposes to be satisfactory.
TS, and 60 required operators. The MOV
rework was a long-term project to be completed • At Yankee Rowe, two SIS MOVs were tested
during the next few outages, using MOVATS. The test procedure incorpo-

rated relevant NRC information. The utility
• At Zion, measurements of signature current had an extensive number of inspections and

were used to determine the relative condition of tests planned for the outage.
MOVs. Stem-thrust diagnostic testing of
MOVs, which yields stem thrust by measuring • At Prairie Island, the NRC considered only the
yoke strain through the entire stroke (the MOV program among four predictive malnte-
VOTES method), was not performed, so the nance programs to be effective.
NRC considered the utility to lag behind the
industry. • At Braidwood, the NRC considered the four

predictive maintenance programs, including
• At Millstone 1, two different MOV testing MOV testing, to be effective and at a level

techniques, MOVATS and VOTES, were being commensurate with the rest of the industry.
compared on selected MOVs. There was no detailed review of the utility's

response to Bulletin 85-03, but a valve test was
• At Vermont Yankee, MOVATS was used for observed in which diagnostic equipment was

MOV predictive maintenance, used. Valve-specific design basis information,
thrust, and torque requirements were obtained

• At ANO, the NRC considered the MOVATS from the vendors of the valves and actuators.
initiative to be significantly greater than the Setpoint limits were established, and verification
industry norm. was made that the valve thrusts were accept-

able.

• At Clinton, an MOV reliability and improve-
ment program including MOVATS diagnostic • At South Texas, in response to NRC Generic
testing had been e,;tablished. All classes of Letter 89-10, a program for enhanced inspection
MOVs were tested to establish base-line data to and testing of safety-related MOVs was being
detect future degradation, developed. Approximately 342 Unit 1 and Unit

2 MOVs were identified. Up to 40 valves were
• At Fitzpatrick, the NRC witnessed the prelimi- to be inspected during the April 1990 outage.

nary functional test of an RHR isolation MOV
using VOTES, and also the baseline test of the • At Fermi, in response to Bulletin 85-03, diag-
RCIC turbine steamline isolation MOV using nostic tests using MOVATS were conducted on
MOVATS. The functional test of the RHR all valves identified in the bulletin, and also on
MOV was conducted without procedures. The valves which frequently indicated problems.
valve recently had been overhauled and new Visicorder traces were used on all other valves
baseline test data would be taken according to to obtain baseline data. These traces were made
approved procedures, following the preliminary to record limit switch bypass, MOV packing
functional test. and live loading, actuator tee-drains and grease

reliefs, spring pack sizing and preload, and
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MOV backseating and leakage after all limit and • At Braldwood, there were no problems with the
torque switch adjustments had been made. MOV testing program. However, the NRC

considered the utility's philosophy to use the
• At River Bend, in response to Generic Letter vendor-recommended setting to verify valve

89-10, a diagnostic testing program was started operability to be the least effective assurance of
for MOVs. This was a followup to Bulletin 85- meeting design function requirements. The
03, which resulted in testing 22 High Pressure desired thrusts calculated by the vendor were
Core Spray (HPCS) and Reactor Core Isolation less conservative and did not always predict the
Cooling (RCIC)MOVs. thrusts required for valve operability against

differential pressure. The utility's philosophy
Negative Aspects was not as conservative as dynamic testing

against actual differential pressures.
• At River Bend, contraryto the requirementsof

a maintenance work orderfor a prompt inspec- • The NRC found a similar reliance on vendor-
tion and retorquing of the yoke and bonnet bolts recommended settings at the Fermi plant.
on an RHR testreturnMOV, a run-outcheck
with dial indicators to check for a bent stem at • At South Texas, only about 12 MOVs had been
the time of stroking was not performed. The diagnostically tested since computerized MOV-
NRC cited this as a violation. ATS equipment became available in September

1988.
• At Duane Arnold, the NRC considered the

predictive maintenance to be behind the industry E.2.3.6 Post Maintenance Testing
norm. While progress had been made in diag-
nostic testing of MOVs, MOVATS was not Positive Aspects
used on safety and non safety-related MOVs not
covered by Bulletin 85-03. • At Dresden, the PMT requirements such as

valve stroking, current limit-switch signatures,
However, VOTES was being implemented for and VOTESdiagnostic testing were appropriate-
all safety-related MOVs. This was expected to ly specified for HPCI MOVs, ADS valves, and
yield better results and more convenient testing. MFW components.

• At La Salle, MOVATS testing was applied only • At Maine Yankee, MOVATS testing was used
to those safety-related valves described in NRC to confirm satisfactory installation of a new
Bulletin 85-03. Other safety-related and all non torque switch on a HPSI MOV. The closing
safety-related MOVs were not tested, force was 44,000 lbf. versus the intended

setting of 22,000-24,000 lbf. The Limitorque
However, a valve testing program which was Model SMB-O operator had a recommended
apparently more comprehensive than the MOV- maximumthrust value of 24,000 lbf. The valve
ATS program had recently been implemented, was disassembled and there were no signs of

distortion. Also, the overstress was within the
• At Waterford, a limited number of valves were bounds of an analysis made in response to NRC

tested under the MOVATS program. Improper Bulletin 85-03. The root cause was attributed
torque switch settings had caused overthrusting to failure of the maintenance electrician to
for some MOV actuators and valve stems, follow the procedure, i.e. the switch was in-
Several defective torque switches were noted, stalled in a preloaded condition instead of
These failures occurred among only the 20 having the valve off its _backor main seat.
MOVs affected by NRC Bulletin i_5.03. These
20 MOVs comprised only 25% of the safety- • At Indian Point 2, PMT of the Engineered
related valves in the plant. Only eight addi- Safety Feature Actuation System (ESFAS)
tional MOVs were tested at the subsequent controls for an MOV was witnessed by the
refueling outage, leaving 65% of the 80 s_fety- NRC to confirm that rewiring of the valve's
related MOVs untested, manual control switch had not disabled the
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automaticresponse capabilityof the MOV. The
test required operators to realign portionsof the E.2.3.7 Failure Trending
affected fluid system and to observe the syste-
m's response to simulated ESF actuation sig- Positive As_ts
nals. The NRC inspector reviewed the test
approach, observed the test method, and • At Millstone 3, a study of MOV failure rates
confirmed that the test ace.omplished the goal. showed that the negative impact of MOV fail-

ures was not significant enough to require
• At North Anna, after a new torque switch was changes or modifications in the system.

installed in response to a Limitorque service
bulletin, MOVATS was used to testan MOV in • At Braidwood, the NRC reviewed the mainte-
the Unit 1 CVCS charging system, nance history for MOVs in selected systems and

did not detect any adverse trends or significant
Negative Aspects failures. From their overall review, the NRC

concluded that the MOV maintenance program
• At Vermont Yankee, the PMT requirements gave reasonable assurance of satisfactor?/MOV

were not prescribed in the administrative proce- operation and early detection of significant
dure. The PMT requirements may have been failure.
invoked either by maintenance or operations, as
necessary, based on work accomplished, e.g. Negative Aspects
maintenance of safety-related MOVs followed
by a generic procedure for valve leak testing or • At IndianPoint 2, the System Engineer program
stroke timing. The PMT criteria and processes began in 1988 with 12 system engineers plus 2
were not prescribed in the maintenancerequest supervisors. However, some system engineers
procedure, were responsible for 4 to 7 systems, with major

collateral duties such as performing the detailed
• At Waterford, there were different PMT re- design of a major modification, or managing a

quirements for MOV actuators. The require- major outage-related task, e.g. MOV work.
ments for MOVs not previously tested using
MOVATS equipment were much less compre- • At Sequoyah, based on 1989 NPRDS failure
hensive than those which had been tested with data, several adverse trends were noted involv-
MOVATS. ing Limitorque operators and Masoneilan

valves. A Condition Adverse to Quality Report
• At Calvert Cliffs, a non-conformance report had just been prepared that detailed scores of

documented that the specified PMT did not Masoneilan valve failures during the last 9
adequately assure that two MOV actuatorscould years. A search across maintenance histories
deliver the torque cequired for design condi- for Main Steam, Main and Auxiliary Feedwa-
tions, ter, Chemical and Volume Control, and Safety

Injection revealed 284 records of Masoneilan
• At Cooper, during repair of an Emergency valves with stem rotation problems. (In one

Condensate Storage Tank Test Line Shutoff case, a SIS flow control valve in ;icated position
Valve, a HPCI MOV, to restore electrical as both open and closed). Root cause analysis
grounds on the 250 VDC bus supply, it was codes were properly used.
discovered that the insulation on the actuator

motor was degraded and required replacement. E.2.3.8 Root Cause Analysis
Because there were neither procedures for
actuator repair nor for PMT in the maintenance Positive Aspects
work request, the PMT applicable to the scope
of work was not performed. • At Surry, the Component Failure Evaluation

(CFE) Program was set up as a less stringent
form of RCA for failures of lesser importance.
CFE was automatic for _;_safety-related compo-
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nent failures, except that MOVs were handled during the engine cooldown mode, which is a 5-
separately, minute unloaded run after operation. The

probable cause was a faulty check valve in the
• At Haddam Neck, a report about incorrect air control system of the jacket water high

greasing of MOVs was detailed and informa- temperature trip instrumentation.
tive.

• At Limerick, the full impact of corrosion on
• At Fermi, most MOV failures and anomalies, SW components was not fully considered,

were closely monitored and evaluated for root because inspection revealed that 10-20% of
cause and possible generic implications. ESW check valves had restricted disc travel due

to the buildup of corrosion. While these valves
Negative Aspects were still considered operable, such hidden

problems were undesirable.
• At Hatch, for the failure of an MOV in the

HPCI system, a root cause analysis had not • At Fort Calhoun, the AFW discharge check
been performed. Also, no RCA had been valves had a consistent history of external
conducted after the failure of the motor for the leakage. A visual examination showed loose
RCIC steam-supply isolation MOV. disc stops and missing stop welds.

• At Dresden, the utility did not adequately • At La Salle, the Unit 2C Condensate Booster
evaluate the failure of a Unit 3 Isolation Con- Pump had a leaking check valve at a flange
denser Makeup MOV to open. connection.

• At Cooper, the NRC identified four examples in E.2.4.2 Preventive Maintenance Practices
which equipment degradation and/or improper
maintenance and modification activities failed to Positive Aspects
result in a root cause analysis. One of the
examples cited was an impropermodification of • At Maine Yankee, the utility replaced an Emer-
RHR interlock circuits involving an MOV gency Feedwater check valve instead of just
failure, repairing a leak in the valve body. Also, the

work request contained provisions for PMT.
E.2.4 Check Valves

• At Haddam Neck, based on INPO initiatives, an
E.2.4.1 Specific Aginglnsights improved maintenance program for check

valves had been implemented.
• At D.C. Cook, the total numberof check valves

at the two units is 440. Ten per unit were • At H.B. Robinson, the NRC noted that there
examined under the IST program and an addi- was a failure to respond promptly to industry
tional 23 were examined during each refueling concerns about check valves. However, the
outage. During the 1989 Unit 1 outage, 29 Managed Valve Maintenance Program had been
check valves were examined to evaluate the implemented to address industry-wide issues on
atility's response to industry reports concerning MOV and check valves to ensure their long
failures of check valves; most were found to be term operability. Existing procedures were
in good condition. However, 4 out of the 29 being improved, new ones written, PMT re-
showed minor pitting, 1 showed signs of ero- quirements defined, and check valve applica-
sion and corrosion, and 1 with a centerline split tions being evaluated, based on industry experi-
disc had a loose spring, an eroded stem hinge, once.
and a damaged rubber seat insert. All of the
valves were restored to operable condition.

• At Palo Verde, there had been redundant trips
of the Unit 2 EDG three times on Hi Temp.
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Negative Aspects InformationNotice 86-01, which would include
about 340 valves for both units. Valves will be

• At Indian Point 2, a 1986 work orderto replace categorized by service condition, size, type and
a discharge check valve of a Service Water model, and at least one valve in each group will
pump that had been scheduled for completion be sampled.
during the current outage was again deferred to
a non-outage time. The NRC noted that such • At Fort Calhoun, an early-stage programwas in
repairs are best performed during shutdown, place to identify, repair, and prevent incipient

_ failures of check valves.
• At Sequoyah, a Main Steam swing check valve

was inspected and showed degradation. Two of • At Indian Point 2, reviews were ongoing to
the remaining three valves required replace- determine what additional manual and check
meritof parts. Instead, the valves were repaired valves should be periodically tested. Prelimi-
by weld buildups, and they subsequently failed, nary results indicated that some check valves
apparently due, in large part, to stresses in- not previously tested should be included. This
duced by welding, finding may have a significant impact on plant

PM requirements, since over 500 check valves
E.2.4.3 Predictive Maintenance and Condition were under review.

Monitoring
• At Fitzpatrick, Quality Control personnel video-

Positive Aspects taped the internals of valves and adjacent piping
using state-of-the-art fiber optic equipment

• At Salem, check valves from 8 systems from during assembly of various Service Water
both units had been reviewed by the utility for System check valves.
i,aclusion into the inspection program, which
depended on the type of valve, its function and • At Calvert Cliffs, the utility was actively in-
maintenance history. These factors determined volved in resolving the concerns of industry and
the method and frequency of inspection. About the Calvert Cliffs staff about check valves, as
200 valves were included in the program. The identified in NRC Information Notice 86-01.
inspection program incorporated guidance from The Nuclear Industry Cheek (NIC) Valve Group
EPRI Project RP-2233-20, t6application guide- was evaluating techniques for non-intrusive
lines for check valves in nuclear power plants, testing check valves. Out of 400 check valves

at both units, thirty valves were to be acousti-
However, the system engineer expressed doubts caUy monitored in 1991. Check valves had
about the data obtained from disassembly of the bee_ categorized and were being periodically
Unit 1 check valves in late 1989, because all tested for forward and reverse flow, where
valves, regardless of size and type, had been applicable.
disassembled following a generic procedure.

• At Ginna, in response to NRC Information
• At Surry, as discussed in Section E. 1.1 of this Notice 88-70, '7 40 check valves had been

Appendix, check valves are installed in each of defined in severe or "other service." A sample
the three steam inlet lines of the common head- valve from each of seven check valve categories
er to the AFW pump turbine. At least one is verified for full stroke capability and internal
valve per unit was disassembled for inspection structural soundness during each outage.
at each outage. Testing for leaks was also
performed on Instrument Air System check • At Haddam Neck, the utility decided to inspect
valves which supply air to solenoid-operated the major Main Feedwater check valves in
valves which, in turn, open the steam admission response to NRC Information Notice 86-01.
valves. Other major system check valves had been

added.

• At Limerick, an inspection program for check
valves had been established in response to NRC
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• At Braidwood, the predictive maintenance utilities to evaluate degraded performance in the
program for check valves was at a level com- laboratory using the AEM program. Any
mensurate with industry activity and was con- valves identified as degraded or inoperable
sidered to be effective, would be disassembled and inspected during the

next outage.
• At Sequoyah, in response to NRC Bulletin 89-

0218and NRC Generic Letter 87-0619, on check Also, the NRC reviewed the IST requirements
valves, the check valves of the thermal barrier for the Penetration Valve leakage Control
booster pump in the Essential Raw Water System and the Automatic Depressurization
Cooling System were inspected. The internals System and found that the check valves were
were degraded by erosion and corrosion, being verified operable as per ASME Code
Following an engineeting justification to show Section XI.
that these valves were notessential for safe sys-
tem operation, the internals were removed and
the bodies left in place. Negative Ast_eets

• At South Texas, trending forms for leakage • At Fermi, procedural inadequacies resulted in
tests on the Safety Injection System check failure to full-stroke test four check valves in
valves were used to determine if the leakage the RHR and Core Spray Systems. The test
was approaching the acceptance limit. If so, actuator provided only a partial stroke. Full-
possible responses include increasing the fre- flow testing of the valves was performed under
quency of surveillance tests, gathering more other procedures. The NRC cited this as a
data, performing predictive analyses, and per- violation.
forming maintenance or rel_r.

Also, the ASME Code Section XI requires that

The utility identified the check valves and test Category C cheek valves, which perform a
frequencies based on plant engineering design safety function in the closed position to prevent
data. The list included all sizes of safety and reverse flow, be tested in a manner to prove
non-safety related system check valves, and in that the disc seats promptly on cessation or
steam, water, and gas applications, reversal of flow. Current testing of the Standby

Liquid Control System did not verify closure of
• At Fermi, performance monitotingwas conduct- the check valve. The utility considered that

ed either by periodic testing, surveillance moni- such testing was beyond the single failure
toting, or visual inspection. Data sheets con- criterion, since failure of both the check valve
tained information on the valves and their and a relief valve would be necessary to fail the
condition, and were routed, with work packag- system. "l_e NRC considered this to be an
es, to trend performance, inadequate response to the utility's own QA

findings.
• At River Bend, the utility was not trending the

results of the ctleck valve monitoring program. • At Surry, the check valves which ensure opera-
However, as noted for Calvert Cliffs, an indus- bility of backup accumulators for the air-operat-
try-wide trending program was under develop- ed valves required for safe shutdown were not
ment by the Nuclear Industry Check Valve included in the IST program.
Group. The utility was developing maintenance
procedures that would include a data sheet to Also, as discussed in Section E.1.5.1 of this
show positive and negative trends in check Appendix, chronic problems had occurred in the
valve performance. EDG Air Start System from leaking cheek

valves.

The utility was developing an acoustical etais-
sion monitoring (AEM) program as part of the • At Waterford, the safety-related systems depend
predictive maintenance program for check solely on the nitrogen stored in the nitrogen
valves, and was working with EPRI and other accumulators to operate critical valves during an
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accident. The utility was using a procedure for utility planned instead upon frequent re-exami-
quarterly ISI valve tests which was intended to nation of valves showing degradation.
meet the requirements of the ASME Code
Section XI for 16 individual check valves • At PrairieIsland, the utility's predictive mainte-
associated with the safety-related boundary of nance program was not at a level commensurate
the nitrogen accumulator subsystems, with that of the rest of the industry. Specifical-

ly. monitoring of check valves was one of three
The utility was attempting to take credit for predictive maintenance programs which the
determining the operability and capacity of the NRC considered to be too insufficiently devel-
dump valves for the nitrogen accumulators oped to be of value. There was no definite goal
based on this quarterly test, which had several for having these programs fully implemented.
limitations.

• At River Bend, the testing program for check
Previous maintenance records, showed that valves included 102 valves greater than 2.5 in.
operability of the nitrogen accumulator subsys- in diameter, and which failed the design review
terns had never been verified since startup criteria based on the minimum fluid velocity
testing in 1983. and proximity to areas of turbulent-induced

flow. The minimum velocity for each valve
• At H.B. Robinson, three MSIV Instrument Air type, as recommended by the EPRI guidelines,

accumulator check valves, required to maintain was not calculated. Valves less than 2.5 in.
the MSIVs in the closed position, were not diameter were not considered due to their
included in the ASME Code Section XI test historically low rate of failure.
program. Functional tests of these valves were
performed under another procedure, but only E.2.4.4 Post Maintenance Testing
for rapid closure and not for their ability to seat
and seal under slow loss of instrument air. Positive Aspects

• At H.B. Robinson, the NRC inspected check • At Haddam Neck, the NRC inspectors observed
valves for the Low Head Safety Injection and PMT of a boration flow path check valve which
RHR Systems, Safety Injection Accumulator had been blocked by an accumulation of boric
Outlet lines, the Service Water pump discharge, acid. Appropriate PMT requirements were
Main Steam and MSIV Accumulators. The specified, equipment restored to normal config-
procedures in effect lacked acceptance criteria uration, and the PMT was conducted before
for the inspection of check valve internals for acceptance for operation.
wear and degradation; also, there was neither a
surveillance nor a PM program. Check valves Negative Aspects
were neither tested nor maintained unless the

valve was degraded, or testing/disassembly • At Fermi, Operations personnel accepted an
were required by the ASME Code Section XI. RHR check valve without a stroke test follow-
No testing of MSIV accumulator check valves ing maintenance. The valve subsequently did
was completed or planned, not stroke and had been incorrectly reassem-

bled. Adequate instructions had not been
• At McGuire, the NRC considered the utility's provided.

response to the industry concerns about check
valves identified in EPRI NP-5479, 2° dated This was cited by the NRC as a violation.
January 1988, to be adequate, and that appro-
priate valves we"e being identified and correct-
ed in the Nuei_r Service Water System. How-
ever, there weie no specific inspection criteria,
e.g. dimensions to be measured and recorded,
and a failure to compile quantified data on wear
and degradation to adjust PM frequency. The
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E.2.4.5 Failure Trending • At Fitzpatrick, the "Action Accomplished" and
"Cause" sections of the work tracking form

positive Aspects were not always fully used. In one case, some
areas in the work package procedure that asked

• At Calvert Cliffs, for all check valves, an for specific information were left blank, such as
extensive component history was maintained when an adverse condition was found during an
which was periodically updated and some inspection of a check valve and the spaces for
maintenance was trended, comment and apparentcause were left blank.

Negative Asuects E.7 References

• At Rancho Seco, the method to determine (1) American Society of Mechanical Engineers,
NPRDS reportable failures appeared to contain ASME Boiler and Pressure Vessel Code, Sec-
potential oversights and omissions. There were tion XI, Subsections IWP and IWV, Code in
incomplete or missing entries of failures of effect.
Main Steam safety relief valves and Instrument
Air System check valves. (2) U.S. NRC, "Erosion/Corrosion Induced Pipe

Wall Thinning," Generic Letter 89-08, May 2,
• At Haddam Neck, a 6 in. Service Water check 1989.

valve was disassembled and found to be stuck
open. Three similar valves were disassembled, (3) U.S. NRC, "Failure of Main Feedwater Check
inspected and repaired, but no nonconformance Valves Causes Loss of Feedwater System
report was written. The NRC felt that the Integrity and Water Hammer Damage," lnfor-
conditions requiring issuance of a non-confor- mationNotice 86-01, January 6, 1986.
mance report should be clarified so that signifi-
cant deficiencies could be identified, corrected (4) U.S. NRC, "Safety-Related Motor-Operated
and trended. Valve Testing and Surveillance, 10CFRSO.54-

(f)," Generic Letter 89-10, June 28, 1989.
• At Sequoyah, the NRC concluded that the utility

had a relatively strong check valve program. (5) U.S. NRC, "Motor Operated Valve Common
However, programmaticsupport and implemen- Mode Failures During Plant Transients Due to
tation could be strengthened. System walk- Improper Switch Settings," IE Bulletin 85-03,
downs were neither performed nor documented November 15, 1985.
regularly, and there was no evidence of trend-
ing of check valve failures. (6) U.S. NRC, "Instrument Air Supply System

Problems Affecting Safety-Related Equipment,"
E.2.4.6 Root Cause Analysis Generic Letter 88-14, August 8, 1988.

Negative Aspects (7) U.S. NRC, "Failures of Air-Operated Valves
Affecting Safety-Related Systems," Information

• At Rancho Seco, a nonconformance report was Notice 88-24, May 13, 1988.
not written when it was determined that debris
had caused two Instrument Air System check (8) U.S. NRC, "Potential Loss of Motor Control
valves to fail during a special test procedure. Center and/or Switchboard Function Due to
The problem had not been recognized for its Faulty Tie Bolts," Information Notice 88-11,
generic implications, nor for the risks of using April 7, 1988.
sealing tape on threaded joints.

(9) U.S. NRC, "Inappropriate Application of
The NRC cited this a violation. Commercial Grade Components," Information

Notice 87-66, December 31, 1987.

NUREG/CRo5812 E-38



(10) U.S. NRC, "Failure of Westinghouse W-2 Type (20) Electric Power Research Institute, "Application
Circuit Breaker Cell Switches," Information Guidelines for Check Valves in Nuclear Power
Notice 87-61, December 7, 1987. Plants," Final Report, EPRI NP-5479, January

1988.

(11) U.S. NRC, "Failure of Westinghouse W-2 Type
Circuit BreakerCell Switches," Supplement1to
Information Notice 87-61, May 31, 1988.

(12) U.S. NRC, "Effect of Circuit Breaker Capaci-
tance on Availability of Emergency Power,"
Information Notice 88-50, July 18, 1988.

(13) National Electrical Manufacturers Association,
"Procedures for Field Inspection and Perfor-
mance Verification of Molded-Case Circuit
Breakers Used in Commercial and Industrial

Applications," NEMA StandardAB2-84, (with-
drawn).

(14) Institute of Electrical andElectronics Engineers,
"Recommended Practice of Design of Reliable
Industrial and Commercial Power Systems,"
IEEE Standard493-1980.

(15) U.S. NRC, "Modified Enforcement Policy
Relating to 10CFR 50.49 Environmental Quali-
fication of Electrical Equipment Important to
Safety for Nuclear Power Plants," Generic Let-
ter 88-07, April 7, 1988.

(16) Electric Power Research Institute, "Application
Guidelines for Check Valves in Nuclear Power
Plants," EPRI Project RP-2233-20, Palo Alto,
CA, October 1987.

(17) U.S. NRC, "Check Valve Inservice Testing
Program Deficiencies," Information Notice 88-
70, August 29, 1988.

(18) U.S. NRC, "Stress Corrosion Cracking of
High-HardnessType 410 Stainless Steel Internal
Preloaded Bolting in Anchor Darling Model
$350W Swing Check Valves or Valves of Sim-
ilar Design," Bulletin 89-02, July 19, 1989.

(19) U.S. NRC, "Periodic Verification of Leak Tight
Integrity of Pressure Isolation Valves," Generic
Letter 87-06, March 13, 1987

E-39 NUREG/CR-5812



R ' " ' "'" ' ' " ' '"' EG " " ' ' 'NRC FO M 335 U.S. NUCLEAR R ULATORY COMMISSION 1. REPORT NUMBER --
(2.89) (Aislgnedby NRC. Add Vol.. SuDD..Rev..
NRCM 1102. dlnd Addendum Nurnblrl. if iny.)

_2ol.3_o2 BIBLIOGRAPHIC DATA SHEET
(See instructions on the reversej NUREG/ CR-5812

BNL NURE@-'52309ii ii I I i iiii I i II IIIII I i i '

2. TITLE AND SUBTITLE

Managing Aging in Nuclear Power Plants: Insights from NRC _ .
Maintenance Team Inspection Reports 3. DATEREPORTPUBLISHED

MONTH [ YEAR

December 1993
4. FIN OR GRANT NUMBER

A 3270

5. AUTHOR(S) 6. TYPE Of: REPORT

A. Fresco, M. Subudhi, W. Gunther, E. Grove and J. Taylor Final

7. PER IOD COVE RED II,clu_ve O,,eO

8. PER FoR'MI NG ORGAN IZATION - NAME AND ADDRESS/If NRC. ptcw_deDivision, Office or Region, U._ Nuclear Regulatory Cornm,cuon.and nM#ing ,Odreta; if conttactOroptDv,OenameRndmRiling Iddrecc)

Engineering & Testing Group

Department of Advanced Technology

Brookhaven National Laboratory

Upton t NY 11973

9.SPONSORING ORGANIZATION - NAME AND ADDRESS (HNRC. n,D,"3an,e _ ,to,.'?if¢o.,_ror.D,ov_eNRC O,vi,,o,.OflJceo,Reg_,.U.S.Nu_mr RegmaroryCo,.,.m_,.

Division of Engineering

Office of Nuclear Regulatory Research

U. S. Nuclear Regulatory Commission
Washington, DC 20555-0001

10. SUPPLEMENTARY NOTES ----

11. ABSTRACT (200 wo,_,o, le_J

A plant's maintenance program is the principal vehicle through which age-related degradation is managed. From 1988
to 1991, the NRC evaluated the maintenance program of every nuclear power plant in the United States. Forty-four out
of a total of 67 of the reports issued on these in-depth team inspections were reviewed for insights into the strengths and
weaknesses of the programs as related to the need to understand and manage the effects of aging on nuclearplant systems,• 0

structures, and components. Relevant reformation was extracted from these inspection reports and sorted into several
categories, includingSpecific Aging Insights, Preventive Maintenance, Predictive Maintenance and Condition Monitoring,
Post Maintenance Testing, Failure Trending, Root Cause Analysis and Usage of Probabilistic Risk Assessment in the

Maintenance Process. Specific examples of inspection and monitoring techniques successfully used by utilities to detect
degradation due to aging have been identified.

The informationalso was sorted according to systems and components, including: Auxiliary Feedwater, Main Feedwater,
High Pressure Injection for both BWRs and PWRs, Service Water, Instrument Air, and Emergency Diesel Generator Air
Start Systems, and emergency diesel generators, electrical components such as switchgear, breakers, relays, and motor
c_ntrol centers, motor operated valves and check valves. This information was compared to insights gained from the
Nuclear Plant Aging Research (NPAR) Program. Attributes of plant maintenance programs where the hrRC inspectors
felt that improvement was needed to properly address the aging issue also are discussed.

12. KEY WORDS/DESCRiPTORS (L,st wota, oe Dnrases ¢llat w,I/ assist researcnen in locating rne reDocr. I 13. AVAILABILITY STATEMENI

Nuclear Power Plants-Aging; Reactor Components-Aging; Reactor Unlimited
Components-Failures; PWR Type Reactors-Maintenance; Reactor 14. SF-CURITY CLA$$1FICA;ION

Components-Service Life; Risk Assessment ; Auxiliary Water Systems, I TIW, Pax)el

Valves, Efehtrical Equipment, Feedwater Diesel Engines, US NRC Unclassified

( Th,s ReDoctl

Unclassified
15. NUMBER OF PAGES

190
16. PRICE

NRC FORM 335 12-agl i i



i

I
!

.m m
l " //


