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Abstract

SAFSIM (System Analysis Flow SIMulator) is a FORTRAN computer
program for simulating the integrated performance of complex flow systems.
SAFSIM provides sufficient versatility to allow the engineering simulation of
almost any system, from a backyard sprinkler system to a clustered nuclear
reactor propulsion system. In addition to versatility, speed and robustness are
primary SAFSIM development goals. SAFSIM contains three basic physics
modules: (1) a fluid mechanics module with flow network capability; (2) a
structure heat transfer module with multiple convection and radiation exchange
surface capability; and (3) a point reactor dynamics module with reactivity
feedback and decay heat capability. Any or all of the physics modules can be
implemented, as the problem dictates. SAFSIM can be used for compressible and
incompressible, single-phase, multicomponent flow systems. Both the fluid
mechanics and structure heat transfer modules employ a one-dimensional finite
element modeling approach. This document contains a description of the theory
incorporated in SAFSIM, including the governing equations, the numerical
methods, and the overall system solution strategies.
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Preface

This document is the first of three documents that describe the SAFSIM
computer program. The second document (SAND92-0694) is an input manual
that describes the input variables and format required to create an input file * -
SAFSIM execution. This first document is a theory manual that describes the
governing equations and numerical methods of SAFSIM . The third document
(SAND92-0695) is an application manual that provides various example
problems, including benchmark problems. Originally, this theory manual was
scheduled to be published first, followed by the input and application manuals.
However, because of changing circumstances, the input manual was completed
and published first. Because SAFSIM development is ongoing, the manuals
should be considered living documents and therefore may not be up to date with
the most current version of the computer program. Also, some of the features
described in the theory manual may not be completely implemented in the
program. Such features are noted in the description, but even these notes may
be out of date, depew ling on progress made on program development. The
application manual is in a very preliminary stage.

The development of SAFSIM was sponsored by the Air Force Phillips
Laboratory under the Space Nuclear Thermal Propulsion program. The SAFSIM
software is available to government agencies and their contractors through the
Energy Science and Technology Software Center in Oak Ridge, TN.
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Nomenclature

Fluid Mechanics
Variable Description
A superficial flow area
A control surface area vector
Ao minimum superficial flow area in a finite element
A, wall exchange surface area for convection heat transfer
a speed of sound (sonic velocity)
B, fluid temperature gradient interpolation function for node i
By, manifold blowing parameter used for transpiration flow
B, manifold blowing parameter based on unmodified friction factor
Co material Courant number (vAt/L)
CL control length
CS control surface
cv control volume
[C] finite element fluid capacitance matrix
Cy manifold element constant to account for annular geometry
Cq choked flow boundary finite element discharge coefficient
c, fluid constant-pressure specific heat
Coo — Cpa four constants used to define specific heat polynomial function
c, fluid constant-volume specific heat
¢, — Cs five constants used to define porous media friction factors
D equivalent diameter or particle diameter
D, hydraulic diameter
[DF] element mass fraction density matrix for fluid component %
d, coefficient matrix diagonal dominance factor
E, mechanical energy loss due to viscous forces
E, isentropic bulk modulus of elasticity
e matrix entry
F finite element fluidity (reciprocal of %)
[F] fluidity matrix




friction factor

laminar flow friction factor

turbulent flow friction factor

effective friction factor accounting for transpiration flow

finite element upwind interpolation function for node ¢

LTI o ) N oo e )

acceleration vector

g, acceleration due to gravity in the vertical (2) direction
{g} acceleration load vector
H, net pump head (Ap/gp)
h fluid specific enthalpy
h, convection heat transfer coefficient
I finite element conventional interpolation function for node :
J super element index number
K form loss coefficient (K factor)
K, form loss coefficient for flow from local node 1 to local node 2
K, form loss coefficient for flow from local node 2 to local node 1
[K,] finite element fluid advection conductance matrix
(K] finite element fluid conduction conductance matrix
K] finite element fluid convection heat transfer conductance matrix
(K] finite element total conductance matrix ([K,] + [K] + [K,])
K] effective finite element total conductance matrix
[KX) element mass fraction advective matrix for fluid component &
k, fluid thermal conductivity
Ry dispersion-enhanced fluid thermal conductivity (&k)
ky— ks four constants used to specify conductivity polynomial function
L control volume or finite element flow length
(L/D), equivalent length-to-diameter ratio to account for minor losses
M Mach number (via)
M} dynamic mass flow rate load vector
M.} effective mass flow rate load vector ({m}+{S,}+{g}+{Mp})
m fluid mass in a control volume or finite element (pV)
m

fluid mass flow rate (pveA)




mp fluid mass flow rate after square-root relaxation
nm, updated fluid mass flow rate
m* critical mass flow rate

mass flow rate load vector

N, number of components in a multicomponent fluid
N,, number of equations
N,, number of exchange surfaces connected to a finite element
N, number of nodes in a finite element
Ng number of elements in a super element
P pump input power (power required to turn the shaft)
Pe;, grid Peclet number (based on element length) (RePr))
Pr Prandtl number (uc,/k)
Pr, Prandtl number based on enhanced fluid conductivity (uc,/¢k)
P, heated perimeter
P, wetted perimeter
D static or thermodynamic pressure
Dy back pressure
PL average pressure for a closed-loop network
p* critical pressure
{p} node pressure vector
D; pseudo pressure at local node i (p;z;/p)
Q total rate of heat added to fluid
q rate of heat added plus rate of shaft work done (@ + W,,mﬂ)
a, effective power associated with density variations with time
a4 power added directly to the fluid from any external source
dp, mechanical power converted to thermal power in a flowing fluid
Qe power associated with conduction within the fluid
q;" total volumetric heating rate to fluid
d, total heating rate to fluid
R mixture gas constant (for a multicomponent fluid)
Re Reynolds number based on superficial flow area (mD !/ Au)
Re; grid superficial Reynolds number based on length (mL / Ay)




Re,

superficial Reynolds number below which the flow is laminar

Re, superficial Reynolds number above which the flow is turbulent
Rk gas constant for component & of a multicomponent fluid
{R,.} finite element fluid volumetric heating load vector
{R.} finite element fluid convection heat transfer load vector
{R,} finite element total thermal load vector ({R_.} + {R_})
{R,} effective finite element total thermal load vector
{R¥} finite elemeat mass fraction load vector for fluid component %
R control volume or finite element effective flow resistance
S mass source term for a fluid mixture
Sy manifold sucking parameter
Sk mass source term for fluid component &
St Stanton number (h /pvc)
St modified Stanton number (St-A4,,/eA4)
{S} effective fluid mass source load vector
s pump rotational shaft speed (revolutions/s)
S, surface area of a particle in a porous media
T fluid temperature
T, average fluid temperature in a closed-loop network
Ty fluid temperature after relaxation
T, updated fluid temperature
T, wall exchange surface temperature for convection heat transfer
T, constant used in the fluid viscosity equation
t time
u fluid specific internal energy
%4 volume available for fluid in a finite element (¢4AL)
U, volume of particle in a porous media
v,ls, volume-to-surface area ratio of particle in a porous media
W, finite element weighting function for node i
w rate of work done on fluid
Wy friction factor weighting factor
w, log-mean fluid temperature weighting factor for convection term
wy log-mean fluid temperature weighting factor for dynamic term




w,, mass flow rate or mass fraction weighting factor

w volumetric flow rate (ved)
x position
x*torxt mass fraction for component k (or ) of a multicomponent fluid
{xc%} node mass fraction vector for fluid component &
z vertical position
Greek Variables Description
a kinetic energy correction factor
a, closed-loop pressure correction factor
p. coefficient of thermal expansion
y ratio of fluid specific heats (c,/c,)
r finite element boundary surface
Ap finite element pressure drop or rise (p, — p,)
Ap peak pump pressure rise
ATy log-mean temperature difference
At, fluid mechanics time step
Az finite element change in elevation (2, - 2,)
£ finite element porosity
Em mass flow rate relative error
Ep fluid temperature relative error
g, fluid density relative error
A finite element pore flow area
gV superficial fluid velocity
&v maximum superficial fluid velocity

absolute wall roughness
&D relative wall roughness
n upwind factor for the thermal energy equation
Mg upwind factor for the mechanical energy equation
M, upwind factor for the fluid mass fraction equation
Opns implicitness factor for the fluid mechanics equations
@ empirical correction factor for blowing flow correlation

A volumetric flow rate fraction




Am relaxation parameter for mass flow rate iterations

Ap relaxation parameter for temperature iterations
A, relaxation parameter for density iterations
A —Ag three constants used to specify fluid density polynomial function
yr fluid dynamic viscosity
Ho constant used in the fluid viscosity equation
Hy dynamic viscosity based on the fluid temperature at the wall
v pore fluid velocity
v, fluid velocity perpendicular to a manifold element wall
v control volume fluid velocity vector
fluid condnctivity enhancement factor (for flow in porous media)
p fluid density
Pr fluid density after relaxation
Pu updated fluid density
R), gas density times the gas constant for a closed-loop network
7 shear stress vector
¢, fluid dispersion conductivity coefficient
X mass flow rate fraction
v constant used in the fluid viscosity equation
Q solution domain which is equivalent to the finite element volume
Subscripts Description
1 port 1 of a control volume or local node 1 of a finite element
2 port 2 of a control volume or local node 2 of a finite element
3 port 3 of a manifold finite element (feed line connection)
i node index number or matrix row index number
J super element index number
j finite element index number or matrix column index number
D evaluated at constant pressure
r rated condition
shaft shaft
T evaluated at constant temperature
v evaluated at constant volume




vis

viscous

O indicates element number
Superscripts (and Overstrikes) Description
n current time (beginning of time step)
n+l1 future time (end of time step)
O evaluated at this time level
A peak or maximum
~ pseudo ~r modified

—_ average or effective
time rate of change

* critical conditions
- vector
" volumetric

Other Symbols Description
{} column vector
LJ row vector
[] matrix
|| absolute value
2 summation
A difference
0 partial derivative
| integral
1-D one dimension or one dimensional
2-D two dimensions or two dimensional

Structure Heat Transfer

Variable Description
A, exchange surface area (P,L,)
A, structure finite element conduction area
(C) structure finite element capacitance matrix
c structure material specific heat




particle diameter for a porous media

e, surface emissivity for thermal radiation heat transfer
fi fraction of explicit time step limit for a structure
H height of a cylindrical heat transfer structure
h, convection heat transfer coefficient for an exchange surface
(K] structure finite element convection conductance matrix
[K.] structure finite element cr i1duction conductance matrix
K] finite element total conductance matrix ([K,] + [K_])
_[I_(_ ] effective finite element total conductance matrix
kpy porous media effective thermal conductivity
k, effective thermal radiation conductivity for a porous media
kg thermal conductivity of the solid structure in a porous media
k, structure material thermal conductivity
L, structure finite element conduction length
N, number of convection exchange surfaces for a structure element
P, heat perimeter of an exchange surface
q heat flow (power)
ql convection heat flux
q; structure volumetric heat source
{R} finite element convection heat transfer load vector

finite element heat flux load vector

finite element volumetric heating load vector

{R,} finitr 2lement total thermal load vector ({R, .} + {R .} + {R.})
{E} | effective finite element total thermal load vector
r radial position
T fluid exchange temperature for convection heat transfer
T, structure temperature
{T} structure node temperature vector
t time
V, structure finite element volume (A,L,)
4 finite element weighting function for node @
X position

xiv




Greek Variables Description

AT, finite element structure temperature difference (7, - 7))
Aty explicit time step limit
At, sub-time step for a heat transfer structure
£ porosity
6 meridonal angle
Our implicitness factor for the structure heat transfer equations
A, dimensionless time step (At,/Atg)
n circumference of a circle divided by its diameter (3.14159...)
P, structure material density
Op Stefan-Boltzmann constant (5.6696-10-8 W/m2K+4)
¢ azimuthal angle
Q structure temperature solution domain (volume)
Subscripts Description
1 local node 1 of a finite element
2 local node 2 of a finite element
BC boundary condition
c convection
explicit
ex exchange surface
i node index number
j finite element index number
S solid
s structure
Superscripts (and Overstrikes) Description
min minimum value
n current time (beginning of time step)
n+1 future time (end of time step)

effective

"

flux (per unit area)

e

volumetric




Other Symbols

Description

{} column vector
L] row vector
[] matrix
z summation
A difference
0 partial derivative
J integral
1-D one dimension or one dimensional
2-D two dimensions or two dimensional
3-D three dimensions or three dimensional

Reactor Dynamics

Variable Description
C, delayed neutron precursor concentration for group i
de total differential feedback reactivity
dpy, differential feedback reactivity for feedback term &
ﬁ_df_,_,_ time derivative of the programmed reactivity
dt

H, decay heat precursor concentration for group j
k feedback term index number
k, effective neutron multiplication factor
l effective neutron lifetime
1 neutron generation time (I/k,)
N; number of differential feedback terms
N, number of decay heat precursor groups
N, number of delayed neutron precursor groups
n total or instantaneous neutron power or neutron density
n, effective thermal power (n, + n,)
n, decay heat thermal power
n, prompt neutron or fission thermal power
n

time-averaged neutron power




q, extraneous neutron source
t time
X a system parameter for feedback reactivity term &
Greek Variables Description
o feedback coefficient for feedback term k
B total delayed neutron fraction
pH total decay heat fraction

;’ decay heat fraction for group j
B delayed neutron fraction for group i
B effective total delayed neutron fraction (¥5)
y energy correction factor
At, sub-time step for reactor dynamics
Ax, the change in the feedback parameter x;
éc, truncation error for delayed neutron concentration for group ¢
&, relative truncation error for neutron power
£, maximum relative truncation error
&gl desired relative truncation error
A decay constant for delayed neutron group i
,I’f decay constant for decay heat group j
P total reactivity
Ps reactivity in units of dollars ($) and cents (¢)
T reactor period
@ inverse reactor period
Subscripts Description
1 indicates solution at full time step
1/2 indicates solution at one-half time step
4th indicates fourth-order solution
5th indicates fifth-order solution
i delayed neutron group ¢ index number
J decay heat group j index number
k feedback term index number

xvil




r reactor dynamics

$ dollars
Superscripts (and Overstrikes) Description
0 initial value
H decay heat
m current time (beginning of time step)
m+1 future time (end of time step)
-— average or effective
Other Symbols Description
In natural log
max maximum value
A difference
2 summation
|

| absolute value
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Section 1.0 Introduction

1.0 Introduction

SAFSIM+ (System Analysis Flow SIMulator) is a FORTRAN computer pro-
gram that provides engineering simulations of user-specified flow networks at
the system level. It includes fluid mechanics, structure heat transfer, and
reactor dynamics capabilities. SAFSIM provides sufficient versatility to allow
the simulation of almost any flow system, from a backyard sprinkler system to a
clustered nuclear reactor propulsion system. Although versatility is the primary
SAFSIM development goal, computational speed and robustness are additional
development goals. In general, these are conflicting goals. The enhancement of
versatility usually results in a reduction in computational speed and sometimes
in a reduction of robustness. An attempt is made to balance these conflicting
goals; however, versatility received top priority. The next two sulsections
attempt to convey the motivation for SAFSIM development along with a
discussion of the general guiding philosophy.

1.1 SAFSIM Development Motivation

The key feature of a system level computer program for flow modeling is the
ability to simulate the integrated performance of all components of a system.
Thus ali the potentially complex interactions and feedback mechanisms between
components can be captured. Also, in the simulation of the integrated
performance of a system, the details of a component-level response are of less
concern than the overall system response. In such simulations it is usually
sufficient to model the components in a one-dimensional (1-D) or lumped
fashion. Such system level programs have been developed and used with great
success in the light-water nuclear reactor industry for many years (for example,
Reference 1). However, such computer programs contain a significant amount of
capability particular to light-water reactors and therefore are not truly general
purpose. Also, making modifications to these programs is difficult without
intimate familiarity of the program's overall structure.

A primary motivation for SAFSIM development is the desire to have a
general-purpose computational tool to provide quick and inexpensive engineer-
ing performance simulations of complicated user-specified systems. The simula-
tions are intended to provide a first-look understanding of a system's steady-
state and transient behavior during operational and off-normal conditions. It is
also desired that this tool have the ability to accommodate changes in the
problem definition via changes in an input file rather than changes in the
computer program. Thus all geometric and operational information is provided
by the analyst, allowing the analyst to select a level of modeling detail
consistent with the problem detail available. SAFSIM's network approach allows

* pronounced safe sim.
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Section 1.0 Introduction

the user to "build" a geometric representation of any system by appropriately
coupling networks of fluid flow and structure heat transfer finite elements.

As mentioned, SAFSIM is a general-purpose computational tool. Thus it was
designed to be independent of any specific system hardware, allowing it to be
used for a variety of engineering applications. Although SAFSIM was originally
intended to allow simulation of various advanced nuclear thermal propulsion
concepts, hardware-specific capabilities were not incorporated. Instead, the basic
physics relevant to modeling such systems was incorporated at a fundamental
level. In addition, various applications of the basic physics require different
modeling assumptions with regard to their implementation. For example,
modeling the flow through a porous media depends on the specific correlations
selected for friction factors and heat transfer coefficients. Also, the level of detail
included in the input model can have significant impact on the czlculated
results. Therefore, SAFSIM was designed such that these modeling decisions are
delegated to the analyst whenever practical, via the input file and several user-
supplied subroutine interfaces. This approach allows the analyst to build an
input model for a particular system and to then parametrically explore the
impact of the various modeling assumptions. Such an approach generally results
in a more thorough understanding of the system, although it requires more
effort by the analyst. This general-purpose feature of SAFSIM was a key
motivation in its development.

1.2 An Engineering Approach

SAFSIM is referred to as an engineering computer program. This engineer-
ing approach forms the basis of the general development philosophy adopted for
SAFSIM. This subsection is intended to explain what is meant by an engineer-
ing approach, and to convey how this basic philosophy impacts SAFSIM develop-
ment and its use. This subsection is comprised of a collection of thoughts,
accumulated over a number of years by the author, with regard to engineering
analyses. Such thoughts are, in general, very subjective; they are offered simply
to provide the basis for SAFSIM development and to hopefully entice other
analysts to examine their analysis requirements in a different light.

With regard to an analysis, an engineer should never ask the question: Are
these results correct? Instead, the appropriate question to ask is: Are these
results good enough? And "good enough" must be evaluated in the context for
which the results are to be used. "Good enough" must also be consistent with the
level of problem definition. Often in practice, the "correct" results are never
known. Even the best-planned experiments contain uncertainties with respect to
measurement and conduct of operation. Sometimes the exact configuration or
condition of a system is not known with certainty.
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Section 1.0 Introduction

For example, how accurately a specific component temperature must be
predicted depends on the design and nature of the component. If the component
was designed with a large margin of safety with respect to thermal stress,
knowing its operating temperature within +25% may be sufficient. However, if it
is anticipated that the component will be operating close to its melting point, it
may be necessary to predict its temperature to within +5%. If the modeled
component is part of a conceptual system (a "paper study"), general trends in the
temperature response may be sufficient with little emphasis placed on the
magnitude.

Multidimensional fluid flow and heat transfer computer programs abound
and can be used to simulate the details within a single component. But in an
engineering system level simulation, capturing the overall system response is of
primary concern. Also, the complete equations that govern fluid mechanics are
quite formidable and some level of approximation is required to achieve their
solution in a reasonable amount of time. Thus the use of "engineering factors" to
account for some of the details allows considerable reduction in computation
time. An example of such an engineering factor is the form loss coefficient, also
known as a K-factor. A K-factor can be used to account for the pressure losses
associated with multidimensional flow disturbances occurring within a com-
ponent. The recirculating flow occurring at an abrupt expansion in a pipe is an
example of such a disturbance. At the system level, the details of such a
disturbance are not important, only the pressure loss associated with it.

Other examples of engineering factors include friction factors, heat transfer
coefficients (Newton's law of cooling), shape factors, effective material con-
ductivities, fluid conductivity enhancement factors, hydraulic and equivalent
diameters, and pump and turbine characteristic curves. Over the years,
engineers have developed a wealth of engineering factors to simplify complex
problems. Some of these factors are based on basic theory while others are based
on experiment. SAFSIM takes advantage of as many of these engineering factors
as possible. The analyst has access to these factors through many options in the
input file and through user-supplied subroutine interfaces within SAFSIM. This
is consistent with the SAFSIM development goal of versatility.

The impact on the use of engineering factors, along with the use of sim-
plifications to the governing equations, can and should be investigated paramet-
rically. Whenever calculated results are found to be sensitive to an assumption
or simplification, additional detailed computational and experimental invest-
igations would be warranted. This provides the impetus to allow the analyst as
much control over the system model and solution procedure as practical. It has
been stated that "If you give the user enough rope, he will surely hang himself."
Unfortunately, when an analysis runs amok, usually the hangee blames the
computer program. Such is the danger of providing so much rope. However, it is
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Section 1.0 Introduction

the author's observation that a good analyst appreciates lots of rope and simply
accepts the danger of working with a noose around his neck.

This brings up the next sequence of thoughts. It is the responsibility of the
analyst to determine if the calculated results are reasonable. Too much faith
should never be placed in any computer program. The analyst must closely
evaluate the results, perform parametric studies (possibly with other programs),
and compare results with any available experimental data. SAFSIM is not
intended to be used as a "black box."

As just stated, SAFSIM results should be compared to experimental data
whenever they are available. However, "numerical experiments" provide a
luxury not available to the hardware experimentalist. Computer simulation
allows an analyst the ability to alter physics in order to understand the
sensitivity of the results to a particular assumption. For example, the pressure
drop associated with transpiration drag can be "turned off." Or exotic fluids and
materials can be evaluated with very little expense. Because the user has
complete control of the input models for SAFSIM, the analyst can perform
"what-if analyses" to improve understanding of performance and to provide
insight as to where additional detailed computational or experimental work
should be focused.

SAFSIM is a powerful tool and if used correctly can provide approximate
solutions to complex system level flow problems. However, it has limits and
these limits should be clearly understood. This theory manual, along with the
cited references, should be studied to ensure that SAFSIM is not being used to
solve a problem it was never intended to solve. Like any computer program,
SAFSIM can make a good analyst better or a bad analyst dangerous. Be wary of
software advertising "no experience required."

The next section provides an overview of the SAFSIM computer program. It
includes a qualitative description of its major features without any equations.
This section is followed by the development of the fluid mechanics, structure
heat transfer, and reactor dynamics equations and numerical methods. These
sections contain many equations to allow scrutiny of the theory behind SAFSIM.
Next comes a description of the overall system level solution procedure. This
document concludes with some general summary statements followed by some
appendices, which contain useful information pertaining to SAFSIM. Variables
are defined after they are first used. In addition, the nomenclature section at the
beginning of this document provides a quick reference for the definitions of all
variables.
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2.0 SAFSIM Overview

SAFSIM currently contains three basic physics modules: (1) fluid mechanics,
(2) structure heat transfer, and (3) reactor dynamics. All three modules are
coupled to allow the prediction of system performance. The analyst can employ
any or all of the physics modules as the problem dictates. The following
subsections provide a qualitative overview of the three physics modules along
with a brief description of other SAFSIM features.

2.1 Fluid Mechanics

The fluid mechanics module solves the single-phase conservation of mass,
momentum, and energy equations and is based on a 1-D finite element model.
The module allows the specification of a user-defined flow network or multiple
networks. The network approach allows finite elements to be connected in series
or parallel; thus pseudo multidimensional representations of components can be
constructed. The fluid can be either a gas or a liquid; also, mixing models are
included that allow the specification of multiple fluids. Either open or closed
networks can be modeled. The fluid mechanics module includes the solution of
the compressible or incompressible mechanical and thermal energy equations.

The analyst can select a quasi-static or partially dynamic solution of the fluid
mechanics equations. For the quasi-static solution, only the boundary conditions
and loads (such as convection heat transfer from a structure) are time
dependent; the fluid temperature, mass flow rate, and density time-derivative
terms are neglected. For the partially dynamic solution option, the fluid
temperature and mass flow rate time-derivative terms are included. A fully
dynamic option is planned in which the density time-derivative term (mass
accumulation) in the mass continuity equation is included. The dynamic options
are fully implicit. Also, to speed execution, an option exists to bypass the
mechanical energy equation solution during problem execution if desired.
Although the mechanical and thermal energy equations are solved separately,
they are iteratively coupled to provide the solution to a total energy equation for
the fluid. Super element capability is provided for the mechanical energy
equation solution. Super elements allow a series of finite elements to be grouped
into one equivalent super element, greatly improving computational efficiency.

Advection* of, conduction in, and convection to the fluid are modeled in the
thermal energy equation. Upwind finite elements are employed for the thermal
energy equation with automatic determination of the upwind factor based on the

*+ The term "advection" refers to the movement of energy associated with a flowing fluid; it is
used in place of the often-used term "convection" which is reserved for reference to convection
heat transfer based on Newton's law of cooling.
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grid Peclet number. Convective heat transfer from any solid structure to the
fluid is based on the log-mean temperature difference, thus improving accuracy
and allowing a coarser mesh. More than one convective exchange surface can be
coupled to any fluid mechanics finite element.

Flow in porous media can be simulated. The input data for a fluid mechanics
finite element allows the user to specify an element porosity to account for
porous media. The analyst may select from among several popular correlations
for calculation of the porous media friction factor. If none of these correlations is
adequate, analysts can define their own via the input file. Fluid conductivity
enhancement due to dispersive effects within the porous media is included.

An ideal equation of state is used for gases to specify density as a function of
temperature and pressure. For liquids, the density is specified as a function of
temperature only. Fluid conductivity and specific heat are specified by third-
order polynomial equations. Either a power-law or Sutherland-law equation can
be used to specify fluid viscosity. Multiple temperature ranges can be specified
for the three fluid properties. A user-supplied equation of state and property
interface is also available.

Different time steps can be specified for each fluid mechanics flow network.
Pressure or mass flow rate boundary conditions can be applied to any node of a
flow network for the mechanical energy equation. Temperature or zero heat flux
boundary conditions can be applied to any node for the thermal energy equation.
Mass fraction boundary conditions for each component of a multicomponent
fluid network can also be specified for any node. A special closed-loop pressure
boundary condition is available for simulating closed-loop pressure performance
when using SAFSIM's quasi-static solution procedure.

Three special-purpose finite elements are included to increase modeling
versatility: (1) a choked flow boundary element, (2) a compressor/pump element,
and (3) a distributed flow manifold element. A choked flow boundary element
allows the simulation of choked flow based on the quasi-static solution of the
compressible, isentropic flow equations. Discharge coefficients can be added to
this finite element to account for any flow inefficiencies. The compressor/pump
finite element requires the input of a pump characteristic curve along with rated
and operational speeds. The pump characteristic curve is adjusted for varying
operational speeds based on the pump similarity laws. A distributed flow
manifold finite element provides a quasi two-dimensional flow capability and
allows flow to enter or exit this element along its entire length and not just at
the nodes. It accounts for the merging of flow streams. Also, transpiration flow
effects on the friction factor and heat transfer coefficients can be included in this
element if desired. A fourth special-purpose finite element is planned that will
allow simulation of a turbine.
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Three equation solvers are available for the mechanical energy equation: (1)
Gauss-Seidel (iterative), (2) Cholesky decomposition (direct), (3) and Gauss
elimination (direct). The analyst may select any of these solvers based on the
specific problem; if a specific solver is not selected, SAFSIM attempts to use
Gauss-Seidel iteration first. If convergence is not met, or if the coefficient matrix
is not diagonally dominant, Cholesky decomposition is employed. This is a direct
solver that operates only on terms within the semibandwidth of the coefficient
matrix and is therefore relatively fast. If the coefficient matrix is not positive
definite, Cholesky will fail and Gauss elimination is used. This is the slowest of
the three solvers but the most general. This solver uses partial pivoting and is
written so that only the terms within the bandwidth of the coefficient matrix are
included, greatly increasing speed. The use of multiple numerical solvers adds to
the robustness of the program.

Two solvers are available for solution of the thermal energy equation: (1)
Gauss-Seidel and (2) Gauss elimination. For flow problems that are advectively
dominated (such as many gas flow problems), Gauss-Seidel provides a rapid
solution for the fluid temperature field. Gauss elimination is included for flow
problems that are not advectively dominated because the coefficient matrix may
lose its diagonal dominance. Cholesky decomposition is not included for the
thermal energy solution because the coefficient matrix is not symmetric due to
the advective term in the equation.

Any computer program designed to solve the fluid mechanics equations re-
quires decisions as to what aspects of fluid mechanics are to be included. These
decisions determine what type of fluid flow problems can be simulated. The
following table summarizes these decisions with those applicable to SAFSIM
marked with a check, v.. This table should provide prospective SAFSIM users
with a quick reference for determining if SAFSIM is the appropriate compu-
tational tool.

Table 1. Fluid Mechanics Flow Types

Eulerian v Lagrangian
continuum v/ discrete
internal and porous media v external
inviscid viscous v’
laminar v turbulent v
incompressible v/ compressible v/
subsonic/sonic v/ supersonic (vanticipated)
Newtonian fluid v/ non-Newtonian fluid
static v’ dynamic v/
one dimensional v’ multidimensional
single phase v multiphase
single-component fluid v’ multicomponent fluid v/

Note: a check mark (¥) indicates a flow type modeled in SAFSIM
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2.2 Structure Heat Transfer

The structure heat transfer physics module is based on a 1-D finite element
model that allows the user to model conduction in any heat transfer structure
such as pipe walls, fuel elements or particles, vessel walls, thermocouples, etc.
The user can include as many siructures as desired. Multiple exchange surfaces
allow the user to convectively or radiatively couple any heat transfer structure
finite element to any fluid mechanics finite element(s). The module can be run
in quasi-static or dynamic mode. In dynamic mode, the module automatically
determines the optimum implicitness factor for each element of each structure at
each time step. Time step size can be automatically calculated for each structure
by the program or user specified.

Material properties can be temperature dependent if desired. Also, several
options are available for supplying the property data, including tables,
polynomials, power laws, and constants. An extensive built-in heat transfer
coefficient correlation library includes correlations for laminar and turbulent
flows, for internal and external flow geometries, and for gases and liquids
(including liquid metals). Temperature, heat flux, and convective/radiative
boundary conditions can be specified. Also, finite elements from different heat
transfer structures can be conductively (including a contact resistance) or
radiatively (including view factors) coupled. This coupling, however, is explicit.
A tridiagonal numerical solver provides a rapid solution for the node tempera-
tures of all of the structures.

2.3 Reactor Dynamics

The reactor dynamics physics module is based on a point (0-D) kinetics model
with feedback. Multiple reactors can be specified, and multiple feedback
coefficients are allowed for each reactor to account for all system interactions.
The analyst has complete control over how the feedback coefficients are defined.
Also, several "control laws" are available to simulate control rod/drum reactivity
control for reactor startup and shutdown simulations. Special-purpose control
laws can be added to the program by the analyst if desired. The analyst can
specify any number of delayed neutron groups and any number of decay heat
groups. A source term also can be included.

Two solvers are currently available for integration of the reactor dynamics
equations: (1) Euler, and (2) Runge-Kutta-Fehlberg (RKF). Adaptive time
stepping is employed by both solvers based on the desired relative truncation
error. The Euler integrator employs step doubling to provide the truncation
error estimate for time step selection. The RKF integrator determines an error
estimate as the difference between a fourth- and fifth-order prediction. The
analyst can switch between solvers during a problem if desired.
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2.4 Function-Controlled Variables

In addition to the three physics modules, SAFSIM contains a special input
feature: function-controlled variables. This feature allows the analyst to specify
many of the input variables as functions of output variables. Examples of input
variables include: convergence criteria, flow areas, conduction lengths, feedback
coefficients, compressor speed, and boundary conditions. Examples of output
variables include pressure, temperature, velocity, and heat transfer coefficient.
For example, the diameter of a fluid mechanics finite element can be specified as
a function of a heat transfer finite element temperature to simulate the effect of
thermal expansion on the flow field. Functions can be specified as functions of
other functions to allow complex logic paths to be included via input. A library of
functions is included along with a provision for analysts to easily add their own.
Examples of mathematical functions in the library include cosine, square root,
averaging, table lookup, polynomials, and conditional statements.

2.5 System Level Features

Although SAFSIM can be used to model specific components in detail, its
major strength is the ability to couple multiple components together to
investigate synergistic effects between components. This is important because,
in general, a system of optimized components does not produce an optimum
system. Nonlinearities in the physics can produce system performance that
might not be expected based on analysis of an isolated component.

The three physics modules, along with the function-controlled variables, are
explicitly coupled. Employing explicit coupling greatly increases program versa-
tility and allows the specification of different time steps for each fluid mechanics
network, heat transfer structure, and nuclear reactor in the system, which all
may have vasily different characteristic time constants. For very tightly coupled
systems, the system level time step can be decreased as appropriate.

Although SAFSIM is a time-dependent computer program, it can be used to
perform steady-state calculations of a system. Two methods are available to
accomplish this. The first method involves executing a transient simulation until
the time-derivative terms are sufficiently small. A second system level steady-
state method sets all time-derivative terms to zero and then performs wall
temperature iterations to obtain consistency between the physics modules and
function-controlled variables. In general, this second method is very fast
compared to the first method but for very complex systems may not be as robust.
The two methods can be combined if desired.

In addition to the many options available via the input file, several user-
supplied subroutine interfaces are supplied to allow an analyst to tailor SAFSIM
to problem-specific modeling needs. These interfaces streamline the process of
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adding special features and include user-supplied equation of state and fluid
properties; user-supplied heat transfer coefficients; user-supplied functions;
user-supplied reactor dynamics control laws; user-supplied loss-coefficients for
manifolds, tees and wyes; user-supplied source terms; user-supplied system-
level subroutine for additional physics modules or for coupling other programs to
SAFSIM; and user-supplied special-purpose input and output.

2.6 Proposed Enhancements

SAFSIM is a functional computer program that runs on a personal computer
or workstation and provides the analyst with a tool for obtaining engineering
solutions to complex system analysis problems. SAFSIM development is by no
mezns complete. However, the program architecture was designed with
expansion and modification in mind; thus new features and capabilities can be
added with relative programming ease. Also, SAFSIM was designed with many
user interfaces built into the program, allowing each analyst to tailor SAFSIM
for their particular application without having to fully understand the internal
programming structure and solution techniques. Hopefully it is apparent that
versatility is the primary development objective of SAFSIM, making it a
candidate analysis tool for a broad range of engineering disciplines. Bench-
marking and documentation of the current version are in progress. Additional
enhancements are envisioned to make SAFSIM even more versatile, robust, and
fast. These planned enhancements will expand the class of problems for which
SAFSIM is applicable and are provided in the following nonprioritized list:

(1) LU decomposition solver with iterative refinement for very large flow
networks (greater than about 350 nodes)

(2) Built-in bandwidth minimizer for the mechanical and thermal energy
equation solvers

(3) Turbine finite element

(4) Kagonove solver for the reactor dynamics equations

(5) Structural mechanics physics module

(6) Restart capability

(7 Blowdown tank boundary condition option

(8) Generalized mass source terms for the fluid mechanics equations

(9) 2-D tables and other special functions

(10) Mass accumulation term in the continuity equation

(11) Upwind finite elements for the mechanical energy equation

(12) Liquid metal electromagnetic pump option

(13) Liquid metal accumulator model

(14) Homogeneous equilibrium model for two-phase flow

(15) Pre- and post-processing tools (graphical interface)
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3.0 Fluid Mechanics Governing Equations

There are three equations governing fluid mechanics: (1) conservation of
mass, (2) conservation of momentum, and (3) conservation of energy. These
three equations are developed using a control volume formulation in which
integral balance equations for the three
conservation quantities (mass, momentum,
and energy) serve as the starting point. An
example, one-dimensional (1-D), arbitrary-
geometry, fixed control volume with two
ports for entering and exiting flow is
provided in Figure 1. The integral balance
equations and the details of their formu-
lation can be found in most introductory
text books on fluid mechanics. The following
are recommended examples of such texts:
Introduction to Fluid Mechanics,2 Fluid  Figure 1. Example 1-D, Fixed
Mechanics,® Incompressible Flow,* and Control Volume
Transport Phenomena.’

The conservation of mass, momentum (in terms of kinetic energy), and
energy integral balance equations for a fixed control volume are

2 [pdV+ [epv-dA=S @.1)
atCV CS
2 [1pv*dV + [Lepv?y-dA= [pv-gdV - [9-VpdV-mE,  (3.2)
atCV CS cv cv
2 Jp(u+12~v2+g,z)dV+ J.ep(u+%v2+gzz)v-dﬁ=Q'+W (3.3)
atCV CS

where ¢ is time, p is the fluid density, V is the fluid volume within the control
volume, ¢is the control volume porosity (for porous media flow modeling), vis an
average fluid velocity, A is the control surface area, S is the fluid mass source
term, p is the static (or thermodynamic) pressure, mm is the mass flow rate, E, is
the mechanical energy loss due to viscous forces, u is the fluid specific internal
energy, g, is the vertical component of the acceleration vector (g), z is the

elevation above some reference datum, @ is the rate of heat added to the control

volume (by conduction, convection, and direct volumetric heating), and W is the
rate of work done on the control volume. The cv and cs limits under the integral
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signs indicate integration over the control volume and control surface,
respectively. An arrow over a variable indicates a vector quantity. The mass flow
rate in Equation (3.2) is defined as

m = pveA 3.9

with the variables as defined previously. The control surface area A is usually
referred to as a superficial flow area; it is the area available for flow if there
were no porous media within the control volume. The quantity A is referred to
as the pore area, ¢v is referred to as the superficial fluid velocity, and v is
referred to as the pore fluid velocity. Because mass flow rate is a convenient
engineering quantity, it is used as a dependent variable in SAFSIM instead of
velocity.

In the next three subsections, all terms of the conservation equations are
discussed, including details of how the integrations are performed. Also, all
assumptions related to the final form of the equations are presented.

3.1 Conservation of Mass

The conservation of mass equation, expressed qualitatively, requires that the
rate of change of mass in the control volume plus the net mass efflux through
the control surfaces equals the rate of mass creation or destruction (i.e., the
source term). Thus the creation or destruction of mass is allowed. If an average
density for the control volume is defined as

y e 3.5)

then the first term in Equation (3.1) can be written as V%’?’ where the overbar is

omitted from the density variable for brevity. Thus p is now a representative
average density for the control volume. For a 1-D fixed control volume with two
ports (one inlet and one outlet), the second term of Equation (3.1), after
performing the integration, becomes (pved), — (poveA),. The 1 and 2 subscripts
indicate the inlet and outlet surfaces (ports) of the control volume, respectively.
This result is obtained recognizing that the dot product of the velocity and
differential area vectors is zero everywhere except where the velocity vector is
normal to the differential area vector; thus nonzero terms occur only at the inlet
and outlet ports. It should also be recognized that the 1-D assumption implies
uniform properties at the inlet and outlet ports. Equation (3.1) can now be
written as
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17 . .
V—§+m2—ml=S 3.6)

This is the 1-D conservation of mass equation used in SAFSIM. The major
simplifying assumption is that of one dimensionality. It should be noted that
this equation is never solved directly for the density field. The density is
determined using an equation of state based on the calculated pressure and
temperature fields. The equation of state and the conservation equations are
solved iteratively to ensure simultaneous solution of all dependent variables.

Two new variables are introduced at this time:
m m
2.’1:_-1‘ and y,=—% @.7)
m m

These variables are called the mass flow rate fractions. Also, the following
relationship between the mass flow rate of the control volume and the mass flow
rates at the inlet and outlet ports is presented here as

Wy +(1-w,, iy = m (3.8)

where w,, is a mass flow rate weighting factor with a value between 0 and 1; a
value of 1/2 is typical. Combining Equations (3.6), (3.7), and (3.8) results in the
following expressions for the mass flow rate fractions:

—14¥n(g_ vy _ Qw9
12—1+m(S Vﬁt) and 7, =1 - (S V&t 3.9

Use of these expressions is convenient in the formulation of the mechanical
energy equation. They are used in an iterative solution procedure for the fluid
mechanics equations that is discussed in detail later.

The differential equation for conservation of mass corresponding to Equation
(3.6) is presented here for reference:

ap dpv) S
é‘t+ -V (3.10)

This is the equation typically used in finite difference computer programs.
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3.2 Conservation of Momentum

The integral balance equation for the conservation of momentum (which is a
statement of Newton's second law) is given by

2 pvdV + [ evpv-dA= [p-8dV - [VpdV - epAE (3.11)
5t f
cv CcS cv cv

The mechanical energy equation is derived by taking the dot product of the
velocity vector with the momentum equation. Thus the mechanical energy
equation governs kinetic energy and is not independent of the momentum
equation. (The phrases momentum equation and mechanical energy equation
are used interchangeably throughout this document.) The momentum equation
is expressed in terms of kinetic energy for mathematical convenience and to
facilitate formulation of the finite element equations to follow in a later section.
The momentum equation in terms of kinetic energy [Equation (3.2)], i.e., the
mechanical energy equation, is repeated here for convenience:

9 [1pv*dV + [Lepv¥v-dA= [pi-gdV - [7-VpdV- mE,  (3.2)
o 5y cs cv cv

v} — v - J

-~ - ~— ~ S~
term K1 term K2 term K3 term K4 term K6

Expressed qualitatively, the mechanical energy equation requires that the
rate of change of kinetic energy in the control volume plus the net efflux of
kinetic energy through the control surfaces equals the sum of the rate of work on
the control volume due to surface and body forces (gravity body force, hydro-
static surface force, and viscous shear surface force).

Term K1 is the time rate of change of kinetic energy in the control volume.
Analogous to the average density defined by Equation (3.5) and used in the
time-derivative term of the mass conservation equation, an average kinetic
energy for the control volume can be defined as

__ Jiptav
1pp=C — v (3.12)
Now,
3(pv*) M 4
term K1=1 1V p 22 2 '
erm vV P 2V[,o > +v c?t] (3.13)
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The last operation was carried out assuming that the average of the product of p

and v2 equals the product of the averages (pv? = 5 v?). This common assump-
tion is reasonable if the quantities do not vary greatly over the control volume.
In regions where the gradients are steep, smaller control volumes are warrant-
ed. As with any discrete volume formulation, volume-size parametric studies are
required to determine appropriate volume sizes for any given problem. The
overbars are omitted from the terms on the right hand side of Equation (3.13) for
brevity.

Taking the derivative of the mass flow rate [Equation (3.4)] with respect to
time, assuming the pore area is constant, yields

om v
b A v 14
p—+V ] 3.14)
Also, the fluid volume is defined as
V = eAL (3.15)

where L is the flow length of the control volume. (Note that a variable without a
subscript refers to an average or representative value for the control volume,
whereas a variable with a 1 or 2 subscript refers to the value corresponding to
either the inlet or outlet port of the volume.) Combining the expression for
volume with Equations (3.13) and (3.14), along with some simple mathematical
manipulations, results in the following equation for term K1 of the mechanical
energy equation:

term K1= "~ |Z2
erm 7 25 4

mL[om m dp
1
p&A[ ] @.16)

This term represents the unsteady kinetic energy of the fluid in the control
volume and includes mass flow rate and density time-derivative terms.

Next, an expression for term K2 of the mechanical energy equation is
determined. First, the integral over the control surface is broken into one
integral over the inlet surface area and one integral over the outlet surface area
(recall that the dot product of the velocity and the differential area vectors is
zero everywhere except where the velocity vector is normal to the differential
area vector). Thus

term K2 = J%gpvsdA~ Hhepv3dA 3.17)
Ay A
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As mentioned previously, the 1-D assumption implies uniform properties at the
inlet and outlet surfaces. However, for viscous flow, the velocity profile can not
be uniform because of the shear stress between the fluid and the wall of the
control volume. Thus the fluid velocity is a function of the distance from the
wall. The integrals of term K2 can be simplified, however, by defining a kinetic
energy correction factor, a. This factor is defined by the following equation:

j gpvidA
A

I S (3.18)
my

where v is an average velocity over the area. Omitting the overbar from the
velocity variable, term K2 is written simply as

term K2=a;~012(n'w2)2 - %al(mvz)l (3.19)

Again, the 1 and 2 subscripts refer to the inlet and outlet ports, respectively.

The kinetic energy correction factor corrects the kinetic energy calculated
using the average velocity, v. This engineering approach allows the kinetic
energy to be written in terms of an average velocity and a correction factor.
However, values for @ must now be found according to Equation (3.18). For
laminar flow in a circular pipe, the velocity profile can be assumed to be a
parabolic function of the radius and independent of the Reynolds number (Re).
Equation (3.18) can then be evaluated, resulting in a = 2. For fully-developed

R turbulent flow, as the Reynolds number (based on the
Table 2. Kinetic ;- noter as the characteristic length) increases, the
Engrgy Correct- profile becomes steeper near the walls and flatter (more
ion Factor blunt) away from the walls (see Figure 2). It turns out
Re a that the velocity profile is a weak function of the Reynolds
<2,300 | 2.0000 | number as indicated in Table 2. Because « varies very
4,000| 1.0770| little for turbulent flow, a single value of 1.05 is used in
23,000 | 1.0648 | SAFSIM for turbulent flow while a value of 2 is used for
1.1-105| 1.0580 | laminar flow. Also, linear interpolation based on the
1.1-106] 1.0387| Reynolds number is used in the transition region. [In
33.106| 1.0306| SAFSIM, the user specifies the Reynolds number above
which the flow is turbulent (Re,). The Reynolds number
below which the flow is laminar (Re) is then determined as 0.6:Re, .] For porous
media flow, o = 1 for all Re.

Because of the small variations of a with Re, the additional assumption that
@, = @y = a is made. Thus a is based on the Reynolds number for the control
volume and is assumed to be uniform within the volume. The equation for « is
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> =3
Laminar Turbulent

Figure 2. Example Radial
Velocity Profiles in a Pipe

valid strictly only for incompressible flow; however, using this equation for
compressible flow introduces very little error if the control volumes are
sufficiently small. Thus Equation (3.19) simplifies to

term K2 = %a[mzvg —mlvf] (3.20)

Now the expression for the mass flow rate is substituted into Equation (3.20)
along with the mass flow rate fractions [Equation (3.7)] and the assumption that
&, = & = & Term K2 of the mechanical energy equation now becomes

. 2 3 3
term K2 = i 2™ [ X2 ___ 4 ] (3.21)
267 | p3A7  pRAL

This term represents the mechanical energy due to changes in velocity and is
associated with what is usually called the dynamic pressure or velocity pressure.
The introduction of the mass flow rate fraction variables allows the control
volume mass flow rate to be factored outside the brackets. These variables are
defined in Subsection 3.1 and are discussed in more detail later.

Term K3 represents the mechanical energy associated with the gravity body
force (potential energy). Only an axial component of acceleration is included. To
simplify this term, first the differential volume is written in terms of the control
volume differential length, dx. Thus

dV = eAdx (3.22)

Now, term K3 can be written as

term K3 = Ipi?-gaAdx = f—pvg, eAdz (3.23)
CL

%

where cL indicates integration over the length of the control volume, and 2, and
2, are the relative elevations of the control volume inlet and outlet ports,
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respectively. Applying the expressions for mass flow rate and the mass flow rate
fractions, and assuming g, doesn't vary with position, yields

term K3 = —g, (my2, —1m,2,) = -g,m(x32;, - 212,) (3.24)

For liquids, the values of the mass flow rate fractions differ very little from
unity. For gases, the potential energy term (K3) is usually very small compared
to the other terms in the mechanical energy equation; thus assuming that the
mass flow rate fractions both equal unity does not introduce appreciable error
for most engineering flow systems of interest. The equation for term K3 can then
be simplified to

term K3 = -mg,(2; - 2,) = ~mg,Az (3.25)

where Az is the change in elevation from outlet to inlet. Thus only Az has to be
specified for each control volume.

Making use of the differential volume from Equation (3.22) allows term K4 of
the mechanical energy equation to be written as

Dy
term K4 = | {—@)aAdx = [veAdp (3.26)
o \ox ”

where p is the static pressure. The quantity veA is the volumetric flow rate, w.
Now analogous to the mass flow rate fractions, the volumetric flow rate fractions
are defined as

Ay =21 and A, z% (3.27

The integral of Equation (3.26) can then be approximated as

term K4 = -’;l[azpz - Apy] (3.28)

Use of the volumetric flow rate fractions allows the volumetric flow rate for the
control volume to be factored outside the parentheses, which is then expressed
in terms of the mass flow rate divided by the density.

As an aside, if 4, and A, are assumed to equal 1 (steady, incompressible flow),
the solution for p is greatly simplified. For liquids, this is a reasonable
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assumption. For gases, the incompressible assumption for all terms of the
mechanical energy equation is a good assumption if the Mach number is less
than about 0.3. If the incompressible assumption is made ouly for term K4,
reasonable solutions can be obtained for all subsonic flows. It is not a good
assumption, however, for regions of very large gradients, such as those that exist
in a shock wave. This also is discussed in more detail later.

Returning to Equation (3.28), this equation can be expressed in terms of the
mass flow rate fractions as

term K4 = m[l& Dy — 2L pl] 3.29)
P2 P

The final term of the mechanical energy equation involves the energy losses
due to viscous dissipation. The governing physics for this dissipation is very
involved; however, in a 1-D solution of the fluid mechanics equations the use of
empirical correlations (based on experiment) replaces this physics. This common
engineering approach is expressed in the following equation for the mechanical
energy loss, E,:

PN AN G
E,—f[D+(D)J st K= (3.30)

where f is the Darcy friction factor, L is the flow length, D is the equivalent

diameter of the control volume, (—II-;—) is an equivalent length-to-diameter ratio
e

to account for minor losses such as pipe bends, ¢vis the superficial fluid velocity,
K is an added loss coefficient (sometimes referred to as a form loss coefficient or
as a K factor) to account for minor losses such as expansions and contractions,
and £v is the maximum superficial fluid velocity occurring within the control

volume. The added loss coefficient is flow direction dependent according to the
following rules:

K=K, , ifm=>0 and K=K,_, if m <0 3.31)

where K, ; is the added loss coefficient for flow from port 1 to port 2 (defined as
the positive flow direction), and K, , is for flow from port 2 to port 1 (negative
flow). This allows the analyst to account for the different loss coefficients
associated with flow in different directions. Equation (3.30) is then written in
terms of the mass flow rate and density, to be consistent with the other terms.
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_m | fIL (LY |, K
E =5 {AZ [D +(D),]+ A.?un} (3.32)

where A, is the minimum flow area of the control volume (either at port 1 or
port 2). The use of the engineering factors (friction factor, added loss coefficient,
and equivalent length-to-diameter ratio) in the mechanical energy loss term is
common in 1-D fluid mechanics modeling. Term K5 is now given as

AL ()], K
termKB—mzpz{Az[D+(Dl]+Asm} (3.33)

Before proceeding to a discussion of the friction factor, f, a few comments
about Equation (3.32) are in order.

# The loss term is expressed in terms of the superficial fluid velocity because
it is consistent with the available friction factor correlations for flow in
porous media. For flow in a pipe, the porosity equals 1 and Equation (3.32)
remains valid.

® D is an equivalent diameter for the control volume. (The variable D for
control volumes containing porous media is discussed later in this
subsection.) For control volume geometries not too far from circular or for
flow parallel to a bank of tubes or rods, the hydraulic diameter is
appropriate and is defined as

D, === (3.34)

where D, is the hydraulic diameter, and P, is a wetted perimeter; i.e., the
perimeter of the control volume in contact with the fluid. For irregular
geometries, the hydraulic diameter should be multiplied by a correction
factor to determine the equivalent diameter. Reference 3 contains tables of
the appropriate correction factors for concentric annulus, rectangular, and
triangular geometries. For example, for flow in a concentric annulus with
an inside-to-outside radius ratio of 0.8, the correction factor is 0.667. For a
square flow passage, the correction factor is 1.125.

» A wealth of tables and correlations is available in the literature for
determining values for K and (L/D), for a large variety of flow geometries
and configurations. For example, Reference 6 is a popular handbook
dedicated entirely to such loss coefficients. These coefficients account for
multidimensional flow patterns that cannot be resolved with a 1-D solution.
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However, at the system level, the details of such flow patterns are of less
concern than the overall pressure loss associated with them. If desired,
SAFSIM calculates the added loss coefficients for gradual and abrupt area
changes associated with contractions and expansions based on correlations
from Reference 6. These correlations and their implementation in SAFSIM
are provided in Appendix A,

% The added loss coefficients (K) found in the literature are usually based on
the maximum velocity. For incompressible flow, the maximum velocity
occurs at the minimum area; hence the use of A ; in Equation (3.32). For
compressible flow, this may not be the case. The approach used in Equation
(3.32) is still reasonable, however, considering that relatively large uncer-
tainties are usually associated with the experimentally determined values.
Also, most loss coefficients are only applicable to incompressible flow.

Like the loss coefficients, a wealth of data exists for determination of the
friction factor; the friction factor data of Moody” being perhaps the most famous.
An empirical fit of the Moody friction factor data is provided in Reference 8. This
fit is used in SAFSIM for turbulent flow in rough pipes and is provided here:

)
f= 1.325[ln(0.2 7027 % +5.74Re *® )] (3.35)

where €is the wall roughness, (¢/D is referred to as the relative roughness), and
Re is again the Reynolds number using the equivalent diameter as the
characteristic length. This correlation is used for relative roughness values
greater than or equal to 1.0-10-5.

For turbulent flow in smooth pipes (¢/D < 1.0-10-6), the correlation chosen for
use in SAFSIM is that of Petukhov?®:

f = (1821og Re- 1.64)™ (3.36)

This correlation was selected because it is a relatively recent correlation that
agrees well with the data from many experimenters and because a correspond-
ing heat transfer coefficient is provided as a function of this friction factor.

For isothermal laminar flow, the friction factor can be derived by assuming a
parabolic velocity profile. This profile is used in conjunction with the definition
of the Darcy friction factor (which is proportional to the fluid shear stress at the
wall for Newtonian fluids) to yield the following classic result:
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_ 64

f=Re

3.37)

Corrections can be made to this equation for large temperature differences
between the wall and the fluid. However, the extra computational effort is
probably not justified for most engineering analyses because of the small
dependence. Also, the friction factor in turbulent flow is not a function, or is only
a very weak function, of the temperature difference between the wall and fluid.

For the transition flow regime (Re, < Re < Re ), linear interpolation between
the laminar and turbulent friction factors is determined as

f =wyf, +(1—w,)f, (3.38)

where f; and f, are the friction factors corresponding to laminar [Equation (3.37)]
and turbulent flow [Equation (3.35) or (3.36)], respectively; and the friction
weighting factor, w;, is given as

Re, - Re
Wpe = m (339)

This is the same interpolation scheme used for the kinetic energy correction
factor discussed earlier in this subsection. Use of this interpolation scheme helps
to smooth the transition between flow regimes and facilitates convergence of the
numerical solution algorithm.

The friction factor for flow in porous media bas the following form:

D N S

where the Reynolds number is based on the superficial flow area and the char-
acteristic length is an effective particle diameter. Thus

mD

Re’—‘z';

(3.41)

where the equivalent diameter D is now an effective particle diameter, and u is
the fluid dynamic viscosity. [With A defined as the superficial flow area,
Equation (3.41) is appropriate for flow in porous media and in pipes.] For non-
spherical particles of a porous media, D can be defined as
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(3.42)

v, . . . .
where —£ is the volume-to-surface area ratio of the particle. For particles of
sP
different sizes, a volume-weighted average of the volume-to-surface area ratio
can be used as long as the size variation is not too great. The constants
appearing in Equation (3.40), ¢, through c;, are provided in Table 3 for several
popular porous media correlations.

Table 3. Porous Media Friction Factor Correlation Constants

Constants

Correlation | Comments cq co Cs cy4 Ck
Ergun!0 original version 3.5 300 0 1 1
Modified

Ergun!! smooth surfaces 3.6 360 0 1 1
Modified

Ergun!l rough surfaces 8 360 0 1 1
Achenbach!2 - 1.75 320 20 1 04

SAFSIM allows the analyst to select any of these correlations for each control
volume. Or, the analyst can elect to define different correlations by specifying
the five ¢ constants of Equation (3.40) for each additional correlation.

It should be noted that all of the friction factor correlations are based on
steady-state experimental data. Nevertheless, the correlations are used for
transient calculations due to lack of sufficient data to support general transient
correlations. This approach is common in fluid mechanics modeling and in most
cases is satisfactory.

The last step in the formulation of the mechanical energy equation is to
combine the five terms just developed [Equations (3.16), (3.21), (3.25), (3.29),
and (3.33)]. This produces, after dividing out a mass flow rate from each term,
the following equation:

L |:0"m m a”p]+am2|: 25 s ]

piA?  piAf
. 2

o A | X2, X1 __"1_1_11(_&) K

.4 [Pz "7 p‘] 20" {A2[0+ D)|" 4L,

The pseudo pressures P, and p, are defined now to simplify this equation:

(3.43)
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ﬁl =le1 and P, = lz‘Pz (3.44)

P P2
Equation (3.43) is then rearranged as follows:

I L [om mop
- At —|———|=

(3.45)
m*lal 21 _ % __I_L_L_+(_£] . K
2 |\ plA} p347) p*|A%|D \D).| A%,

Now, let

mlaf x x| 1) fIL (_L..) K
” 2[32 [pi"Af p%A%] P {A2 [D+ D ,J* A.imH (3.46)

where # is an effective flow resistance that accounts for both velocity pressure
losses (or gains) and viscous losses. Also, let the reciprocal of % equal F, where F
is called the fluidity. Equation (3.45) now becomes:

N FL[om 1 dp
FI3 -5.1=m - _fhjom _m op )
[P, - By)=m - Fg Az p [ét 2p§t] (3.47)

This is the mechanical energy equation derived from the control volume integral
balance equation [Equation (3.2)]. Note that the use of the mass flow rate as a
dependent variable in the mechanical energy equation results in two time-
derivative terms appearing in Equation (3.47). Namely, the mass flow rate time
derivative and the density time derivative. As a note of interest, for steady,
incompressible, frictionless flow, this equation reduces to the well-known
Bernoulli equation. The details of how Equation (3.47) is combined with the
conservation of mass equation [Equation (3.1)] to find the pressure and mass
flow rate fields is described in a later section.

3.3 Conservation of Energy

The integral balance equation for the conservation of energy is provided by
Equation (3.3). Qualitatively, it states that the rate of change of energy in the
control volume plus the net energy efflux through the control surfaces equals the
sum of the energy added to and the rate of work done on the fluid in the control
volume. This equation is repeated here for convenience.
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% [plu+3v? +g.2)dV + feolu+ivi+gzjp-dd= Q@ + W (33
Xev , o e e
term E1 term E2 term E3 term E4

The first step in the simplification of this equation is to express term E4 as a
sum of three separate work terms. Thus

W =W,pop + Wy + W, (3.48)

where the subscripts shaft, vis, and p refer to shaft, viscous stress, and pressure,
respectively. (The work of gravitational forces is already included in term E2.)
The shaft work is of course the work performed on the fluid by the shaft of a
mechanical device such as a pump or a turbine. The viscous shear work is
expressed by the following equation:

W,, = [(7-7)dA (3.49)

where 7 is the shear stress vector acting on the differential surface area. It is
assumed that at a solid surface, the integral of Equation (3.49) is zero because
the velocity is zero at a wall due to an assumed no-slip boundary condition. At
the inlet and outlet surfaces, only the normal stress component is nonzero
because the flow is assumed to be normal to these surfaces (i.e., 1-D flow). These
viscous normal stresses are assumed to be negligible. This is a reasonable
assumption except for the interior of a shock wave. SAFSIM is not intended for
the study of a shock wave interior and thus the only nonzero contribution of the
work term (other than any specified shaft work) is due to pressure forces. The
pressure work term is given as

W,=-[pv-dA (3.50)
CcS

where p is the normal component of stress and is referred to as the static
pressure. For convenience, the pressure work term is added to term E2 of
Equation (3.3), which is now written as

2 J'p(u+%v2+g,z)dV+ jep u+12~v2+g,z+-‘2 v-dA= Q + W,,, (351
It gy cs P

v </ - ~~ 4 Nt S——
term E1 term E2 term E3 term E4
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Proceeding with the development of the conservation of energy equation,
term E1 can be written as

152
termEl=Vé{g:‘)+Va(2§t )+Vé(pg‘z)

P (3.52)

where u is the fluid specific internal energy. This equation is derived using the
volume-averaged kinetic energy defined in Equation (3.12) along with the
following two new analogous definitions:

| puav
pu =Y 7 (3.53)
and
[pg.2dv
pg.z= v (3.54)

As done for the conservation of mass and momentum equations, the overbars
indicating an averaged property are omitted for brevity. The product of averages
is again assumed to equal the average of the products.

Further expansion of term E1 yields:

term E1= pV% -#p\/V—?—t‘i +(u +1vP +g,z)V% (3.55)

For most practical engineering problems, the specific potential energy (g,2) is
much less than the specific internal energy (1) and can be neglected.

From thermodynamics, the differential specific internal energy can be
expressed as

(o u
du-( ﬂ,)udT{av)Tdv (3.56)

where T'is the fluid temperature and v is the specific volume (not to be confused
with the velocity, v). The v and T subscripts indicate that the corresponding
terms in parentheses are evaluated at constant volume and constant tem-
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perature, respectively. The term (%) is given the special symbol, c,; this is the

constant-volume specific heat. For an ideal gas, the second term to the right of
the equal sign is zero and for most liquids, the second term is very small
compared to the first term. Therefore, for engineering purposes, Equation (3.56)
can be approximated very well by

du=c,dT (3.57)
When integrated, this equation results in
u=c,T +constant (3.58)

where the constant is assumed to equal zero, consistent with the common
practice of assigning u = 0 at an absolute temperature of zero. Also, ¢, is the
constant-volume specific heat averaged over the applicable temperature range.
It is common to determine ¢, by evaluating the specific heat at the arithmetic
mean of the associated lower and upper fluid temperature limits of integration
for each control volume. As has been the practice throughout this document, the

overbar average symbol is omitted from here on for brevity. Now, term E1
becomes

term E1=pVe, %Z‘— + va%;: + (cUT +3v? )V%—? (3.59)

Combining this equation with Equation (3.14) for the mass flow rate time
derivative and Equation (3.15) for volume results in

2
term E1 = pVe, %L 4o, 7y 22 AL O "L dp

3.60
at ot peA &t 2p%A Ot (3.60)

The reason for expressing the last two subterms as they are will become
apparent when terms E1 through E4 are combined later. Term E1 is the time
rate of change of energy in the control volume and contains time derivative
terms for the three dependent variables p, m, and 7.

Term E2 of Equation (3.51) is the net efflux of energy through the control
surfaces. Again, from thermodynamics

h=u+2 (3.61)

P
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where h is the specific enthalpy, and

Jh h
dh=|—| dT+|— .62
h [&T)pd +(é‘p)po (3.62)

where again, the p and 7 subscripts indicate that the corresponding terms in
parentheses are evaluated at constant pressure and constant temperature,

oT

pressure specific heat. For an ideal gas, the second term to the right of the equal
sign is zero and for most liquids, the second term is very small compared to the
first term. Therefore, for engineering purposes, Equation (3.62) can be approx-
imated very well by

respectively. The term (é}l) is given the special symbol, c,; this is the constant-
p

dh=c,dT (3.63)

It is instructive to expand Equation (3.62) without neglecting the second
term. Thus

dh=c,dT +(1- peT)-‘?l;i (3.64)

where S, is the coefficient of thermal expansion (also called the volume expans-
ivity) and is defined as

B. = ;(;T—]p (3.65)

For an ideal gas, §, equals 1/7 and the second term to the right of the equal sign
in Equation (3.64) vanishes. For most liquids, although B, is close to zero, dp/p is
usually small compared to c,dT. It is important to recognize that although
Equation (3.63) is valid for a large class of fluids and flow situations, there are
cases for which it is inadequate. Equations (3.64) and (3.65) provide information
helpful in determining when Equation (3.63) is reasonable. Similar results can
be obtained for the specific internal energy with the aid of Equation (3.61).

Continuing with Equation (3.63), integration of this equation results in

h =¢,T +constant (3.66)
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where the constant is assumed to equal zero, consistent with assigning u = 0 at
an absolute temperature of zero in Equation (3.58). The overbar average symbol
is again omitted from c, from here on. Now, term E2 becomes

term E2 = Cp(lflsz - mlTl) + %a(mzvg - m]_Vf) +g,(n'1222 - Ihlzl) (3.67)

where the kinetic energy contribution is derived just like term K2 of the
mechanical energy equation, and enthalpy is assumed to be uniform across the
control surfaces, consistent with the 1-D assumption. Using the definitions of
the mass flow rate fractions from Equation (3.7) and implementing the same
assumptions regarding the potential energy contribution as imposed on term K3
of the mechanical energy equation results in

2 8 3
term E2 = mic, (1,Tp — 1. T)) + 2 [12 -4 ]+g,Az (3.68)
{" P PV Y

All of the details concerning derivation of this equation from Equation (3.67) are
covered in Subsection 3.2 and therefore are not repeated here. Term E2 repre-
sents the net efflux of energy through the control surfaces. Terms E3 and E4 are
just contributions to the power added to the fluid and therefore are combined
into a single variable g, for convenience. Thus

q=Q+W,. (3.69)

Equations (3.60), (3.68), and (3.69) are now added together, which after some
rearrangement yields the control volume conservation of energy equation:

oT op .
pVe, — +chV3te +mcp(2’2T2 ~-nhh)-q=

ot
3.70
._m _IL_ @___ni_a__p_ +amz xg — lei +gAz ( )
peAl &t 2p | 28° | pjA; PIAY] CF

Equation (3.43) is now rearranged to produce the following convenient result:
| L |om mdp|l am?| p3 23
~M{—| —— - ——— |+ - +8, Az =
{paA[ o 2p ét] 26 [p%Aé paz | %

. 2
X2 X1 m” | f|L 5) K
m[ﬂz s pl]+m2p2{A2[D+(D Az,

(3.71)
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Comparison of Equation (3.70) to this version of the mechanical energy equation
reveals that the expression on the right-hand side of Equation (3.70) is identical
to the expression on the left-hand side of Equation (3.71). Now, based on the
right-hand side of Equation (3.71), a new variable is introduced:

_ 22 L (L K
el ol S ELE) o

where g, is the mechanical power associated with the flowing fluid that is
converted to thermal power. It represents the recoverable an unrecoverable
losses from compressibility and viscous dissipation and accounts for both kinetic
and potential energy. The control volume conservation of energy equation is now

chv%+chV%+mcp(sz2 —xlT1)=q+q,,,, 3.73)

This equation is referred to as the thermal energy equation and its solution
yields the fluid temperature response. Defining another new variable, q, as

q,= —chV%‘)'rz 3.74)

where g, is an effective power associated with density variations with time. Also,

the power q is split into two components: g, which is the power added directly to
the fluid (for example, neutron and gamma ray heating or chemical reaction
heating), and q,, which is the power associated with conduction in the fluid
across control volume boundaries. The conduction power can be expressed as

T
qk = ng, "‘""""az 3 (3.75)
ox

where ¢ is the fluid thermal conductivity enhancement factor (to be defined in
Subsection 3.5) and &, is the fluid thermal conductivity which is assumed to be
independent of position. This is the net efflux of heat conducted into the control
volume based on Fourier's law of conduction applied to the fluid. (Heat added to
the fluid by convection heat transfer is also included in this term, via the
natural boundary conditions, and will appear when the finite element
procedures are implemented in a later section.) The thermal energy equation
can now be expressed succinctly as
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T .
pVe, ——+mc,(1.Ty - 21 T1) = qa +ax +ap, +4, (3.76)

Simultaneous solution of the mechanical and thermal energy equations results
in solution of the total energy equation, accounting for internal, pressure,
kinetic, and potential energies. Equation (3.76) is equivalent to the following
differential energy equation, which is sometimes used in finite difference
computer programs:

oT a(p‘/r) "oy o m aZT
PCy ot +Cp ox =44 t4q4, +Qp+€kt'5;2- (3-77)

where the triple prime superscripts indicate per volume (or volumetric) quant-
ities. Equations (3.76) and (3.77) can be shown to be equivalent by integrating
Equation (3.77) over the volume. Although the variables g,, and g, are small
and can be neglected for incompressible flow, they are crucial in compressible
flow when Mach numbers are greater than about 0.3.

3.4 Multiple Fluid Mass Continuity

Although SAFSIM is currently a single-phase fluid computer program, it
contains a multicomponent capability. This single-phase, multicomponent fluid
capability allows multiple components of a single-phase mixed fluid to be
tracked throughout a fluid mechanics network. This capability has a broad
range of engineering applications. For example, hydrogen and helium gases can
be modeled within a network, accounting for mixi.ig of the two gases on a per
finite element basis.

The multiple components of a mixed fluid are assumed to be in thermo-
dynamic equilibrium and homogeneously mixed within an element. The
governing equation for each component of the fluid is therefore simply a mass
conservation equation. For a fluid component, the conservation of mass equation
[Equation (3.6)] can be written as

x"V%tg +x¥m, - xfm, = x*S (3.78)

where x* is the mass fraction for component k of the multicomponent fluid; thus

mk

x* = (3.79)

m
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where m is the fluid mass in the control volume. The 1 and 2 subscripts in
Equation (3.78) again refer to the inlet and outlet ports and a variable without a
subscript refers to an average value for the control volume. The mass fractions
are defined for the ports and control volume such that

k=1 (3.80)

where N, is the number of components comprising the mixed fluid. Thus
Equation (3.78) need be solved only N_-1 times. Substituting the mass flow rate
fraction definitions of Equation (3.7) allows Equation (3.78) to be written as

x"V%+x§mxz -xtmy, = S* (3.81)

where S* is the mass source term for component &, such that

N,
>sk=8 (3.82)
k=1

where S is the total mass source for the control volume.
3.5 Equation of State and Fluid Properties

To complete the fluid mechanics governing equations, it is necessary to
specify the fluid properties appearing within. The relevant fluid properties are
density (o), dynamic viscosity (u), specific heats (c, and c,), and thermal
conductivity (k). The equation that governs the fluid density is referred to as the
equation of state.

Three options are available in SAFSIM for the specification of fluid
properties: (1) ideal gas, (2) ideal liquid, and (3) user-specified. An ideal liquid is
a fluid in which its density is a function of temperature only and the constant-
volume and constant-pressure specific heats are equal. The user-specified
equation of state option allows the user to implement any equation of state and
property data as a function of fluid pressure and temperature. Subroutine inter-
faces are supplied in SAFSIM that simplify the linking of any user-specified
data. Because numerical solution procedures are adverse to discontinuities, care
must be taken to ensure that the user-specified data is a smooth function of
temperature and pressure. This helps to prevent oscillations and possible non-
convergence of SAFSIM's iterative numerical methods.
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The equation of state for an ideal gas is given as

4

=RT (3.83)

where R is the gas constant. For a multicomponent fluid comprised of ideal
gases, the same equation is used with an effective R calculated as

N,
R=Y x*R* (3.84)

k=1

where R* is the gas constant for component k. If one of the fluid components is
specified by a user-specified equation of state, Equation (3.84) is employed with
an effective R* for that density component determined by

R+ =-2_ 3.85
T (3.85)
The partial pressures for a control volume are useful variables when dealing

with multiple gases and are calculated as

k

Further details concerning Equations (3.84) and (3.86) can be found in
Reference 13 and in most thermodynamic texts.

For an ideal liquid, the density is specified as a second-order polynomial
function of fluid temperature; thus

p=A, +A,T+A,T? (3.87

where A, A,, and A; are user-supplied constants. For a multicomponent fluid
comprised of liquids, the mixture density is based on a simple mass fraction
weighted average given by the following equation:

N,
p=S xkph (3.88)
k=1
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Two options are available for specification of the dynamic viscosity for both
gases and liquids: the power-law and the Sutherland-law equations. The power-
law equation is expressed as

4= ”D(ﬁ) (3.89)

and the Sutherland-law equation is expressed as

3
_ [TV Tty
""“’(To) [Tw] 490

where y,, T,, and y are user-supplied constants. These constants are supplied
for many fluids of interest in various handbooks and texts such as Viscous Fluid
Flow.1* SAFSIM input allows specification of different constants for different
temperature ranges. This multitemperature-range property capability provides
added flexibility in property modeling.

For multicomponent fluids comprised of gases, the Method of Wilke as
modified by Herning and Zipperer (outlined in Reference 15) is employed as the
viscosity mixing rule:

p=y (3.91)

This method has been found satisfactory for a variety of mixtures, but may be
inadequate for gas components with vastly different viscosities. For multi-
component fluids comprised of liquids, simple mass fraction weighting is used:

p=Y xtut (3.92)

The fluid properties used in the conservation equations are based on the
average control volume fluid temperature which is sometimes called the bulk
temperature. In the evaluation of heat transfer coefficients for use in Newton's
law of cooling, a viscosity based on the fluid temperature at the wall (exchange
surface) is sometimes required. In such instances, the wall viscosity is deter-
mined according to the following approximate relations:
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T, 0.7
o = #(?) (3.93)
and
02061 _ ;-0.2661 +M (3.94)

37.073

where y,, is the viscosity based on the fluid temperature at the wall given by T,
The constants in Equation (3.94) are appropriate for temperature in Kelvins and
viscosity in Pa-s. The user can select between these two equations; Equation
(3.93) is appropriate for gases and Equation (3.94) is appropriate for liquids.
Both of these equations can be found in Reference 15.

The constant-pressure specific heat for both gases and liquids is expressed as
a third-order polynomial function of fluid temperature. Thus

¢, =Cpo +Cpy T+ T? + g T° (3.95)

where cj, ¢y, ¢, and c,3 are user-supplied constants. Again, different constants
for different temperature ranges can be used if desired. For an ideal gas,

¢,=c,~-R (3.96)

and for an ideal liquid, ¢, = c,. For a user-specified fluid, ¢, must be supplied.

For a multicomponent fluid (gas or liquid), mass fraction weighting of both c,
and c,is used to determine the mixed properties. Thus

N, N,
¢, =2 x*ct and c, =) x*c} 3.97
k=1 k=1

The thermal conductivity is also expressed as a third-order polynomial
function of fluid temperature. Thus

k, = kyy + kT +kyT? + kT (3.98)

where ky, k,, R, and k,; are user-supplied constants (for different temperature
ranges if desired). For multicomponent gases, the same mixing model employed
for viscosity is used as suggested in Reference 15; thus
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N, kakk‘k

t = N . % (3.99)
k=1 4Y¢ 1 ol R
R =
2+#(5)
For ideal liquids, simple mass fraction weighting is used; thus
N,
k= x*k} (3.100)

k=1

The fluid thermal conductivity enhancement factor, & [introduced in
Equation (3.75)] accounts for the enhancement of fluid conductivity due to
dispersion effects as the fluid flows over and through a porous media and is
given by the following equation:16

&=—==¢_ RePr (8.101)

where k,, is the enhanced fluid thermal conductivity, and ¢, is the dispersion

conductivity coefficient for flow in porous media. According to Reference 16, ¢, is
equal to 1/2. However, other values of ¢, have been proposed. Also, Equation
(3.101) has no explicit dependence on porosity. Therefore, SAFSIM allows the
analyst to supply a value of ¢, for each porous media finite element, with 1/2 as
the default value. For nonporous media elements, £is equal to 1.

An additional fluid property that is determined in SAFSIM is the local speed
of sound or sonic velocity. For an ideal gas, the speed of sound, a, is given as

a= Z—"RT = yRT (3.102)
where yis the ratio of specific heats. For an ideal liquid, the speed of sound is

a= (3.103)

p

where E, is the isentropic bulk modulus of elasticity. For a user-specified fluid,
the user must supply an appropriate R value (as a function of 7" and p if desired)
such that Equation (3.102) is satisfied.
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4.0 Fluid Mechanics Finite Element Formulation

The governing equations for SAFSIM fluid mechanics are derived in Section
3.0. The next step is to express the governing equations in terms of algebraic
expressions that can be programmed on a computer. Perhaps the most common
approach to this step is the finite difference method in which the derivative
terms are expressed as algebraic differences; the resulting equations are then
solved for the entire problem domain which has been divided into a group of
connected geometric mesh intervals.

SAFSIM makes use of the finite element method, which is rapidly gaining
popularity in the fluid mechanics community. This method has achieved great
success in the structural mechanics community, where the method was origin-
ally developed. In this method, the problem domain is again divided into a group
of mesh intervals (referred to as finite elements) and the governing equations
are solved in an approximate integral sense for each individual finite element
with some level of continuity enforced at the finite element connections (referred
to as nodes). Thus the finite element method can be considered as an integral
method. A fundamental difference between structural mechanics and fluid me-
chanics finite element models is that for structural mechanics, the finite element
represents a material region whereas for fluid mechanics, the finite element rep-
resents a spatial region. Thus a finite element model of fluid motion is specified
in terms of velocity at a node in space rather than of a node in the material.

A third method for solution of the fluid mechanics equations is the finite
volume method, which can be considered to be a subset of the finite element
method. There is a wealth of available literature describing the finite difference,
finite element, and finite volume methods. Excellent introductions to the finite
element method can be found in References 17 and 18. For one-dimensional
applications, there are not significant mathematical differences between the
three methods; however, the finite element method provides a convenient and
well-defined framework for addressing the tedious bookkeeping chores required
of complex system modeling, especially for a general-purpose program.

The finite element method allows the modeling of the whole as an
assemblage of discrete parts or finite elements. Thus it is necessary to derive
equations that express the mathematical properties of the individual elements.
There are four approaches for deriving the finite element equations: (1) the
direct approach, (2) the variational approach, (3) the weighted residuals
approach, and (4) the energy balance approach.

The direct approach, so-called because the finite element equations are
written based on direct physical reasoning, is the simplest of the four methods
and offers an intuitive "feel" for the finite element process. This approach is
limited to relatively simple problems. The variational approach relies on the
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calculus of variations and requires development of what is referred to as a
variational principle. This method is more mathematically rigorous than the
others but is seldom used in developing fluid mechanics computer programs
because of the need to find an appropriate variational principle.

The third approach for deriving finite element equations is probably the most
common and relies on the use of approximating (or interpolation) functions and
weighting functions. This method of weighted residuals begins with a general
functional relationship for the dependent variable (approximating function) that
approximately satisfies the given differential equation and boundary conditions.
Substitution of this approximating function into the original equation results in
an error called the residual. A weighting function is then applied to this
residual, which is required to vanish in some average sense over the entire
solution domain. When the weighting function and the approximating function
are the same, the method is referred to as the Bubnov-Galerkin or simply the
Galerkin method. When the two functions are different, the method is referred
to as the Petrov-Galerkin method. This latter method is employed in SAFSIM for
the thermal energy equation.

The fourth approach relies on the use of a global energy balance to derive the

ite element equations. This general method usually provides more insight
into a problem and has the advantage that the energy balance can be specialized
or generalized as the situation demands. In a sense, this approach is an
extension of the direct approach based on a global balance equation. The energy
balance governing equations are integrated over the solution domain; interpo-
lation functions for the dependent variables are then imposed to arrive at the
finite element equations. The energy balance approach for formulation of the
finite element equations is also similar to the finite volume method which
directly discretizes the integral form of the conservation equations.

The finite element equations for fluid mechanics used in SAFSIM are
developed using the direct, weighted residuals, and energy balance approaches.
For the thermal energy equation, the finite element equations are derived using
what is known as the Petrov-Galerkin method. For the mechanical energy
equation, the finite element equations are derived using what can be considered
a combination of the direct and energy balance approaches. Use of the energy
balance approach is why the fluid mechanics governing equations of Section 3
are expressed in terms of a mechanical energy equation and a thermal energy
equation. The finite element equations for the thermal energy equation are
derived first because some of their features are employed in the derivation of the
finite element equations for the mechanical energy equation. The derivations
are intended to provide sufficient information to allow interpretation and
understanding of SAFSIM's capabilities. They are not intended to provide a
complete tutorial on finite element theory.
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4.1 Thermal Energy Equation

The thermal energy governing equation is known as an advective-conduction
equation* and is the subject of extensive research and some controversy. It
contains the combined effects of heat transfer due to a moving fluid (advection)
and heat transfer due to fluid conduction. Mathematically, an advective
equation is characterized as a hyperbolic equation while a conductive equation
is characterized as an elliptic equation. The dual nature of this equation poses
numerical difficulties which are addressed by use of an upwind formulation of
the finite element equations.

The first step in the derivation of the thermal energy finite element
equations, using the method of weighted residuals, is to integrate the governing
differential equation (Equation 3.77) over the solution domain, Q. The solution
domain is broken into discrete elements, each of which contains N, nodes. These
finite elements are thus analogous to the control volumes used in the derivation
of the governing equations and Q can be considered as the finite element
volume. Thus

J w[pcu%%c ‘5’(’;‘:") " g, ﬂ}dn 0 @1

where W, is the weighting function for the element and g;” is just the sum of the
three volumetric heating terms (¢7'+qp;, +4,').

Integration of the conduction term is carried out using Gauss's theorem
(integration by parts in 1-D). This produces two terms: a term involving
integration over the volume, and a second term involving integration over the
element boundary surface, I'. Thus

>T T W,

—t 4,

jw[gk ]dn jw(gk )dI“ jgkﬁ = 4.2)
conduction term surface i integral volume mtegral

The surface integral allows introduction of the following convective heat transfer
boundary conditions:

* This equation is also referred to as the convective-diffusion equation. In this document, the
term "advective" is used in place of "convective" and the term "conduction" (which is a diffusive
process) is used in place of "diffusion."
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N,
-gk,%T; = [h(T, - T)] 4.3)

r l=1 l

where N,, is the number of convective exchange surfaces (as requested by the
analyst), h, is the convective heat transfer coefficient for the exchange surface,
and 7T, is the wall temperature of the exchange surface (this is determined by
solution of the structure heat transfer conduction equation to be developed in a
later section). Thus the heat flux at the element boundary surface is specified as
the sum of convective heat transfer terms based on Newton's law of cooling.

For the 1-D thermal energy equation, the element differential volume
[consistent with Equation (3.22)] is defined as

dQ = eAdx 4.4

The differential surface area (for exchange of heat via Newton's law of cooling) is
defined as

where P, is the heated perimeter (i.e., the surface area exchanging heat). The
heated and wetted perimeters can be different if desired.

It is now time to define the interpolation functions to be inserted into
Equation (4.1). Recall ¢{hat substitution of the interpolation (approximating)
functions into the original equation results in an error called the residual; this
residual multiplied by a weighting factor is then required to vanish in some
average sense over the solution domain. The element fluid temperature is
defined in terms of the interpolation functions as

T=3 LT, (4.6)

where I, is the interpolation function for node i. In the current version of
SAFSIM, the number of nodes (INV,) is 2 and the two interpolation functions are

1,=1—-z- and IZ:% @.7)

Thus it can be seen that for a two-noded 1-D element with 0 < x < L, the
element temperature is just a linear interpolation of the node temperatures:
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T = (1~{—)T, Jr—;‘jT2 (4.8)

where T, and T, are the fluid temperatures at local nodes 1 and 2, respectively,
of the finite element. Thus at the element center (x = L/2), the element fluid
temperature is just the algebraic average of the node temperatures. A three-
noded element would allow quadratic interpolation functions. Such higher-order
elements can produce the same level of accuracy as a two-noded element with
fewer elements. However, the amount of computations per element increases. In
keeping with the engineering approach of SAFSIM, the simpler two-noded
elements are employed; more elements can be used for increased resolution
where necessary.

It is useful to define the temperature gradient in terms of the interpolation
functions; thus

or M
_..__=§:B.T. 4.
ox o (4.9)

where B; is the temperature gradient interpolation function defined as

ol
B, =— 4.1
. (4.10)
Based on Equations (4.7) and (4.10):
1 1
B 2 - — B = -— 4.
1= and 2 (4.11)

Also, the advective term is written in terms of the mass flow rate [based on
Equation (3.4)] and the mass flow rate fractions [Equation (3.9)] as

. Ao T) _ ("'wp) AL

P ox A ox

x:T; (4.12)

i=1

It is also convenient to write the interpolation functions in matrix/vector format;
thus Equations (4.6) and (4.9) become, respectively,

N’I
T=3 LT, =| 1 [T} (4.13)
i=1
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and

oT

N,
- Y- |BYr) (414

where the half brackets | | indicate a row vector and the curly brackets { }
indicate a column vector.

Using matrix/vector notation, Equation (4.1) is written in the following
concise form:

(O 2+ (K I DT = (B} + (R @.19)

where [C] is the element capacitance matrix, [K,] is the fluid conduction
conductance matrix, [K)] is the convection heat transfer conductance matrix,
[K,] is the advection conductance matrix, {R .} is the volumetric heating load
vector, and {R} is the load vector for convection to an exchange surface or
surfaces. These matrices and vectors are expressed by the following integrals:

[C]= ‘j) pe,{W)| I jdQ = z pe, {W)| I JeAdx (4.16)
[K,]= £ Er WY BldQ = igk,{W}l_B |eAdx (4.17)
[K.]= ! h W) I|dr = :[hc{W}l_I |Pdx (4.18)
(1= [es 7Y 2 | B 0= [ ) ) @19
{R,.}= ‘j) q"{W}dQ = zq"’{W}sAdx (4.20)
{R}= ! h.T, {W}dr = zthw [W}P,dx (4.21)
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Before the integrals can be evaluated, the weighting functior, W,, must be
defined. A common selection of the weighting functions is known as the Bubnov-
Galerkin formulation. In this formulation, the weighting functions are set equal
to the interpolation functions and the resulting matrices [after performing the
integrations of Equations (4.16) through (4.21)] are referred to as the conven-
tional element matrices. Such a formulation is analogous to central differencing
in the finite difference method. Another formulation, known as the Petrov-
Galerkin formulation, is useful when the governing equations contain an
advective term. With this formulation, the weighting functions are

[W|={1]+nG] (4.22)

where 7 is referred to as the upwind factor and the upwind interpolation
functions, G, are given as

1G|= H% - {') —3({—2— - {-)J (4.23)

Figure 3 is included to graphically demonstrate the interpolation and weight-
ing functions. The sum of the conventional (/) and upstream (G)) interpolation
functions equals the weighting function (W) for perfect upwinding (7 = 1).

When the upwind interpolation 1.6 T
functions of Equation (4.23) are used, 13+d3 ~ ﬂ\\
the resulting matrices are referred to re ﬁxl‘? s [ o
as the upwind element matrices. ] ><,.~4;""%:;;.::: RSN as
Such a formulation is analogous to 3 /, LI TR
backward or upwind differencing in & oo T N 1 1 [0
the finite difference method. The up- B —
wind concept is quite simple and 1 oo T
merely reflects the fact that when the P I S 1{ .
flow is advectively dominated, the 00 0.1 02 03 0.4 0.5 0.6 0.7 0.8 0.9 1.0
dependent quantity (fluid temper- x/L
ature in this case) is primarily a Figure 3. Interpolation Functions

function of the upwind conditions. On

the other hand, when the flow is conductively dominated the dependent quantity
is a function of both upwind and downwind conditions. The use of "upwinding"
eliminates the spatial oscillations occurring in advective transport problems.

The upwind factor, n, ranges from 0 to 1, inclusive. If the upwind factor
equals 0, the conventional element matrices result. However, based on accuracy
considerations, oscillations in the solution occur if the grid Peclet number is
greater than 2. The grid Peclet number is defined as
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me pL

PeL=ReLPr¢= Agk
t

(4.24)

where Re; is the grid superficial Reynolds number based on the element length
instead of the equivalent diameter, and Pr; is the Prandtl number based on the
dispersion-enhanced fluid thermal conductivity. The grid Peclet number charac-
terizes the ratio of heat transfer by advection to the heat transfer by fluid con-
duction. Thus small grid Peclet numbers (less than about 2) indicate conductive-
ly (or diffusion) dominated flows while large grid Peclet numbers indicate advec-
tively dominated flows. Any flow can be rendered conductively dominated by
choosing small element lengths at the expense of computational efficiency.
However, for many fluid flow problems of interest (especially those involving a
gas), the element length would be prohibitively small.

Because the grid Peclet number is a function of mass flow rate, the element
length required to make the flow conductively dominated changes as the flow
rate changes. By introducing a variable upwind factor, it is possible to choose a
value for each element based on the current value of the grid Peclet number.
Thus the inclusion of an upwind element matrix offers a simple solution to the
problems presented by an advective-conduction governing equation. The result-
ing hybrid finite element preserves oscillation-free solutions while maintaining
the accuracy of the conventional matrix for conduction dominated flows. The
major difficulty of the hybrid element is the loss of accuracy for flows that are
neither conductively nor advectively dominated. More is provided on this later.

Jumping ahead somewhat, the inclusion of an upwind matrix for a steady-
state advective-conduction flow problem (with no heat addition and with the
assumed flow direction from node i-1 to node i+1) results in the following
difference equation for three interior nodes after discretization and assembly:

1+ Pe;, n+1 T, ,-(2+nPe; )T, +|1+ Pe,, n-1 T,,,=0 (4.25)
2 ' 2

If Pe; equals 0 (a pure conduction problem), the classic central differencing
formula results in which a node fluid temperature is the algebraic average of the
fluid temperatures of the adjacent nodes. If 7 is set to 1 (a pure advection
problem indicative of large Pe;), Equation (4.25) reduces to

T = (PeL + 1)Ti--l +Ti+1
' Pe; +2

(4.26)
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This equation shows that the larger the value of the grid Peclet number, the
more heavily weighted is the upwind temperature. For example, for a grid Peclet
number of 100, the upwind temperature has a weighting factor of 101/102 and
the downwind temperature has a weighting factor of 1/102.

To ensure noncscillatory flows when the grid Peclet number is greater than
2, it is necessary to select the upwind factor such that

n2 1—7,%-— 4.27
L

Many schemes!® have been proposed for choosing the upwind factor. How-
ever, because these schemes are based on an analytical solution for steady,
constant-property flow with no source terms or convection heat transfer, they
are not relevant for most practical flow situations. With a hybrid formulation,
accuracy is diminished for upwind factors between 0 and 1 because the upwind
element component serves as a source of numerical diffusion. Also, the inclusion
of source terms exacerbates the problem. Therefore, the following simple scheme
is implemented in SAFSIM:

n=0forPe;, <1, n=1(Pe, -1)for 1<P2; <3, and n=1for Pe;, 23 (4.28)

Thus except for Pe; between 1 and 3, the upwind factor is either 0 (conductively
dominated flow) or 1 (advectively dominated flow). This scheme imposes full
upwinding when the grid Peclet number reaches the relatively low value of 3.
Thus advection dominated solutions are emphasized at the expense of small
conduction related errors. As the grid Peclet number increases, these small
errors grow even smaller. Likewise, conduction dominated solutions are empha-
sized at the expense of small advection related errors.

Assigning an upwind factor for each finite element allows reasonable flow
solutions to be calculated when part of a flow system is advectively dominated
while another part is conductively dominated. Also, for flow in an element that
is neither conductively nor advectively dominated, an upwind factor between 0
and 1 reflects an averaging of the two concurrent processes. However, accuracy
degradation may become significant for these flows.

Much controversy exists in the finite element community with regard to
upwind elements. Although upwind elements eliminate spatial oscillation, they
introduce some degree of numerical diffusion. Many contend that the oscillations
are indicative of too coarse of a mesh or the use of inappropriate boundary
conditions. On the other hand, their use allows oscillation-free solutions for any
given mesh. Because the use of a coarse mesh is desirable in complicated system
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level problems (to increase execution speed), the hybrid conventional/upwind
formulation is implemented in SAFSIM.

Now that the interpolation and weighting functions have been specified, the
integrals of Equations (4.16) through (4.21) can be performed. The integrations
result in the following expressions for the capacitance and conductance matrices:

(€] =227 [T ;}» qﬁ%‘i[“i “ﬂ (4.29)
i el e
[K,]= gki""A [_i "1] 4.31)

[K.]= h‘é‘” ﬁ ;_]+ n"“f‘” ['i _i] (4.32)
{R.}= M;l'-&{i} + qf‘—‘f‘—;-"'-:f-{"i} (4.33)
{Rn}= Qié-‘-’-{i} + q%'—‘f{'i} (4.34)

Except for the conduction term, each matrix is composed of a conventional
element matrix contribution (analogous to central differencing) plus the upwind
factor multiplied by an upwind element matrix contribution (analogous to
upwind differencing).

It should be noted that these matrices are for positive fluid flow defined as
flow from local node 1 to local node 2 of the element. Similar matrices result for
reverse flow. Because the analyst is allowed to define the local nodes as desired
and to connect elements together arbitrarily (to enhance versatility), much
bookkeeping is required to properly assemble the element matrices into a global
matrix. However, this bookkeeping is transparent to the analyst.
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An unfortunate property of the selected hybrid finite element is that it does
not result in perfect upwinding when 7 equals 1, as shown by Equation (4.26).
This can also be demonstrated by setting the upwind factor to 1 in Equation
(4.29), the capacitance matrix, and in Equation (4.32), the convection heat
transfer conductance matrix. For example, Equation (4.32) simplifies to:

wl-nal %]

Perfect upwinding requires that the entries in the top row of this matrix equal
zero. It is possible to achieve perfect upwinding if the conventional element com-
ponent of Equations (4.29) and (4.32) are appropriately modified. One such
modification for achieving perfect upwinding is to replace the consistent matrix
with what can be referred to as a lumped matrix. (The conventional components
are expressed in what is sometimes called the consistent form because they are
consistent with the derivations of the general finite element equations.) Thus
Equations (4.29) and (4.32) are now replaced (temporarily) with the following:

_peV[1 1], peV[-1 -1
[€]== [1 1]+ﬂ =, (4.36)
for the capacitance matrix, and
_hA, |1 1 kA4, -1 -1
[K]==3 [1 1]“’ 3 [1 1] .37

for the convection heat transfer conductance matrix. Unlike the consistent
matrix, the lumped matrix applies equal weighting to both nodes of the element
thus allowing perfect upwinding when the upwind factor equals 1.

The matrices of Equations (4.36) and (4.37) are not the final form used in
SAFSIM because an improvement in accuracy can be achieved by making an
additional modification. This modification allows the accuracy of a higher-order
element to be achieved with a simpler linear element. To illustrate the need for
further modification, it is useful to present the following simplified thermal
energy equation:

mcp(TZ - Tl) = hcAw(Tw - T) (4.38)

This is an integral steady-state energy balance for a 1-D control volume (finite
element) with conduction and volumetric heat sources omitted for simplicity.
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Assuming that 7\ is a specified boundary condition, it is necessary to express T
(an average fluid temperature for the finite element) as a function of 7| and T}
in order to solve for T,. For a two-noded element, a linear relationship is
required of the form:

T = wch + (1 - wc)Tz (4.39)
where w, is a weighting factor between 0 and 1. Equations (4.38) and (4.39) can
be combined to yield:

(—ﬁﬂhf ]Tw + Tl[l - wc(h?A"’ }]

me,, me,

T, = ~ . (4.40)
1+(1-w, )(b—é'”—)
me,,

The quantity in parentheses can be expressed in terms of the Stanton number:

(I e

where S? is referred to as a modified Stanton number. The Stanton number is a
common dimensionless parameter defined as the ratio of the heat transfer by
convection at the wall to the heat transfer by advection. For T less than 7,
inspection of Equation (4.40) reveals the nonphysical result that 7, is greater
than T, whenever the modified Stanton number is greater than the inverse of
the weighting factor. Similarly, for T, greater than 7,, 7, is less than 7T,
whenever the modified Stanton number is greater than the inverse of the
weighting factor. Stated mathematically:

T,>T, for T,<T, when St> :Ul— (4.42)
and
T,<T, for T,>T, when Sf> l—vl- (4.43)

(4

For example, if the weighting factor is given the usual value of 1/2, the crit~ical
modified Stanton number (1/w,) equals 2. Then, for T, less than 7, if St is
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greater than 2, T, is greater than the wall temperature. The reason for the
nonphysical result is that a linear fluid temperature profile is employed when in
fact the profile is exponential.

The problem can be avoided by using more elements of smaller size. Thus the
wall exchange area for the element is reduced thereby reducing the modified
Stanton number. With this approach, the exponential profile is approximated
with multiple linear profiles, which of course is the essence of any numerical
approximating procedure. The problem is that the modified Stanton number is a
function of the mass flow rate, which can vary during a simulation. Therefore it
is not possible to a priori select an appropriate finite element length to ensure
the modified Stanton number remains below the critical value. This is partic-
ularly a problem for laminar and transition flow regimes where the heat trans-
fer coefficient is not a strong function of mass flow rate. However, a problem can
also arise in turbulent flow, especially for flow in porous media where the
exchange surface area can be very large for a given finite element volume.

A common solution to the problem is to use a weighting factor of 0, which is
equivalent to setting 7 equal to 7,. This avoids the nonphysical result but
usually introduces gross inaccuracies. A solution to the problem can be achieved
by proper choice of the weighting factor based on the flow conditions of the finite
element. The procedure for selecting the appropriate weighting factor begins
with the solution to the following 1-D equation:

. dT
me —(—l-,-x— = h‘cPh (Tw - T) + q,’"eA (444)

This equation is equivalent to Equation (4.38) written in differential form and

includes volumetric heating for increased generality. Assuming that T, and h,
are uniform (not functions of x), and that T equals T at x = 0, the solution to this

equation is
meA qeA h P
Tex)=T + 3% |9 7 L | Rk 4.45
=T+ 1o th,.)e""[ x H )

p

This solution demonstrates the exponential nature of the combined advective-
convection heat transfer problem. At x = L, with A, = P,L and q, = q;"¢AL, this
equation provides the following relation for T} :

T,=T, + hfft‘w + (Tl -T, —‘h:];&w )exp[—(’:iﬁw ]] (4.46)

p
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Taking the natural logarithm of this equation produces

q
T2 - Tw - ¢
(———th'”J:S?=—ln Py (4.47)
" T-To-5 4

where the modified Stanton number was introduced in Equation (4.41). The next
step is the integration of Equation (4.44) over the flow length; upon rearrange-
ment, this equation can be written as

T, -7T)- (ngtﬁ) v (4.48)

where (T, - T) is the average temperature difference to be used in Newton's law

of cooling. Inserting Equation (4.47) into Equation (4.48) provides the following
expression for the average temperature difference:

(T, - T)=ATpy = h-1 N (4.49)
T2 - Tw - q, hcAw
. vy
_m __ 4
711 Tw hcAw

where it is seen that the appropriate average temperature difference to use is
the log-mean temperature difference, AT}, familiar from heat exchanger theory
but complicated somewhat by the addition of the direct heating term.

The proper average value of 7' to use in Newton's law of cooling is simply
T = Tw - ATLM (4.50)

where the log-mean temperature difference is provided by Equation (4.49).
Equation (4.39) can be written in terms of w, as follows:

L I-T,
¢ T,-T,

(4.51)

where w, is now defined as the leg-mean weighting factor for convection heat
transfer. Combining Equations (4.50) and (4.51) gives
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(Tw - ATLM)— T2
T,-T,

w, = 4.52)

Also, Equation (4.46) is written here in terms of the modified Stanton number:

q q
T, =T, + " /;w +(Tl L3, Aw)exp[-—s'f] (4.53)

Thus the appropriate value of w, can be determined by the solution of Equations
(4.49), (4.52), and (4.53). Upon first inspection, it appears that the log-mean
weighting factor is a function of T, T,, T,, q,/(h.A,), and St. Fortuitously,
although not obvicus, the weighting factor is only a function of the modified
Stanton number; the other parameters serve only to translate the exponential
fluid temperature profile and do not alter its shape. Thus the log-mean
weighting factor can be calculated as a function of the modified Stanton number,
independent of T}, T,, T,, and q, /(h A,). Figure 4 presents the results of this
calculation and a curve fit of the log-mean weighting factor data (as used in
SAFSIM) is provided by the following equation:

. < 0:500068210 +0.039853698 - St +0.000416401- St 2
¢ 1+0.23517031- St +0.059687353 - St

(4.54)

For any value of the modified Stanton number, the appropriate log-mean
weighting factor can be calculated by Equation (4.54). Thus a priori determina-
tion of w, allows a two-noded linear finite element to approximate the accuracy
of a higher-order element with only minimal computational overhead. Equation
(4.37) is now written to take advantage of this weighting factor. Thus

e e e

Now the convective heat transfer conductance matrix contains variable coeffic-
ients. If w, happens to equal 1/2, Equation (4.55) provides the lumped form of
the convection heat transfer conductance matrix [Equation (4.37)], and if w,
equals 1/3, it provides the consistent form of the convection heat transfer
conductance matrix [Equation (4.32)]. Of course, w, can take on any value
between 0 and 1/2, as dictated by the flow conditions.
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Figure 4. The Log-Mean Weighting Factor

The advective-conduction oscillatory problem is addressed with the use of a
grid-Peclet-number-based upwind factor and the advective-convection oscillatory
problem is addressed with the use of a modified-Stanton-number-based log-
mean weighting factor. One additional spatial oscillatory problem arises due to
the advective-capacitance nature of the thermal energy equation. This problem

arises whenever a "traveling wave" phenomena is numerically modeled using an
Eulerian (or fixed) grid.

Equation (4.3%) was presented as a simplified thermal energy equation to
illustrate the basic advective-convection problem. Similarly, a simplified thermal

energy equation is written here to illustrate the advective-capacitance problem.
Thus

(4.56)

mcp(Tz"“ - T{"") = pcuV(M)

At,

where the superscripts n+1 and n refer to the future and current time values,
respectively, and A, is the fluid mechanics time step. This simple equation for a
1-D finite element balances the advective transfer of thermal energy (in terms of
fluid temperature) with the time rate of change of temperature. A simple finite
differencing in time is used for the dynamic (time-derivative) term and the
advective term is written in terms of the future values of the node temperatures
(i.e., implicitly). Once again, the finite element fluid temperature at any time
can be written in terms of the two node temperatures and a dynamic weighting
factor, w,. Thus
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Tn+l = wdT1n+l + (1 -Wy )Ter-l or T" = wdTl" + (1 -Wq )Tz” (4.57)
Combining Equations (4.56) and (4.57) produces

.pch T + T1n+l 1- wy -pch
mc,At, mc,At,
T2n+l = 7 (4.58)

LV
1+(1—wd)(mpcc At,]
p

Comparison of this equation with Equation (4.40) reveals their similarity,
with the quantity in parentheses serving the same role as the modified Stanton
number in the advective-convection equation. Rearrangement of this quantity
provides:

pC V C L -1
v —- U —_ ( ! 4. 9
IT-ICp‘ t, Cp (VAth (y O) ( ° )

where yis the ratio of specific heats and Co is a material Courant number. This
number is familiar from the well-known Courant condition for 1-D explicit
numerical formulations of a time-dependent advective equation. Based on
stability considerations, the Courant condition requires that

VAt,

Co =
°=7T

<1 (4.60)

Analogous once again to the advective-convection equation, because of the
assumed linear fluid temperature profile, Equation (4.58) provides nonphysical
fluid temperature results according to the following criteria:

TP > T for T{*'<T" when (yCo)™ > :ul- (4.61)
d
and
TP <T™ for T*'>T" when (yCo)" > El— (4.62)
d

Again, T is the assumed boundary condition. If ¥Co is considered as a modified
material Courant number, then nonphysical results occur when the inverse of
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the modified Courant number is greater than a critical value given by 1/w,.
Restated mathematically, to prevent nonphysical results requires that

Co > -”E;i (4.63)

Thus for a given element length and fluid velocity, this criteria places a
minimum acceptable-value restriction on the time step. This is in contrast to the
Courant condition which places a maximum acceptable-value restriction. For
example, if w, equals 1/2 and y equals 5/4, a large enough time step must be
selected such that the Courant number is greater than 2/5. Although an explicit
formulation of the thermal energy equation is not used in SAFSIM, the
comparison to the Courant condition is presented as a point of interest. The
restriction of Equation (4.63) is related to the advection of energy in time with
respect to the dynamic fluid temperature term and is independent of the level of
implicitness assumed for the spatial terms.

Again, the difficulty is associated with a traveling wave front and is a classic
problem associated with the numerical modeling of advective phenomena based
on a fixed point of reference. Many solutions to this problem have been proposed
in the finite difference community and are migrating to the finite element
community. The solutions involve the use of hybrid Eulerian-Lagrangian
elements or higher-order elements, which are, of course, more complicated than
a simple linear element. One of these solutions may be incorporated into a later
version of SAFSIM; however, the current version of SAFSIM minimizes the
problem by an appropriate selection of the weighting factor, w,. Based on the
similarity of Equations (4.58) and (4.40), some type of log-mean weighting factor
is indicated. The weighting factor equation developed for the advective-
convection problem [Equation (4.54)] with the inverse modified Courant number
used in place of the modified Stanton number has been found to prevent the
nonphysical results associated with the time-dependent advection problem. Thus
using the curve fit of Equation (4.54) provides

. _ 0500068210 +0.039853698 - (»Co)™ +0.000416401 - (y Co)™
‘ 1+0.23517031- (yCo) " +0.059687353 - (Co) ™

(4.64)

Although a linear element suffers from numerical diffusion (which can be
reduced by decreasing the element length) for problems involving a traveling
wave front, the use of the dynamic log-mean weighting factor, w,, is simple and
prevents spatial oscillations while removing the associated time step restriction.
Introducing the weighting factor into Equation (4.36), the new capacitance
matrix becomes
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) ] (4.65)

The development of the finite element conductance and capacitance matrices
and load vectors is now complete. These matrices and vectors are repeated here
for convenience with the conventional and upwind matrices added together for
conciseness. Thus

[c]= -”%’K[(l i '?1(1_”;‘;‘)'3 1+ ,f)l(;_"zz")] (4.66)
e e
[Ki]= —%ﬂ[_i —ﬂ (4.68)
R e 459
{Rc}='—‘f;—”—z"’—{8;z;} @.70)

[R,.}= 32'-{(1 ) ”)} (4.71)

The final step is to define the level of implicitness for the spatial terms in
Equation (4.15). In other words, the fluid temperatures in the {7} vector must be
evaluated at the current or future time, or some combination of the two. Using a
simple finite difference formulation for the time-derivative capacitance term and
defining 6p,, as the fluid mechanics implicitness factor, Equation (4.15) can be
written as

[C]{%'I—"—}+[K,]{T}"F” ~{R)™ .12)
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where the total conductance matrix [K)] is
[K.]= (K] + K]+ (K] 4.73)
and the total load vector {R}} is
{R}={R,.}+{R.} (4.74)
Also, the implicitness factor is defined such that
£0FM = t" + Oy AL, (4.75)
and 0 < 6y, < 1. The following definitions can now be made:
{TY'™ = (1- 65 ){T)" + 6 {T}"" (4.76)
and
{R}™ =(1-0my){R)" + Op{R}™ (4.77)

Now, substitution of Equations (4.76) and (4.77) into Equation (4.72) gives

1 n+l
Xt_f'[c] +Opp [K,]]{T} =

- (4.78)
O] - om TY - OB oY
This can be expressed more concisely using the following definitions:
AE Ilt,-[c] + 0 [K.] 4.79)
and
{R}= C] (1- 05K, ]}{T} +(1-0m R} +0me (R} (4.80)
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where [I? ,] and {E} are the effective total conductance matrix and the effective
total load vector, respectively. Now Equation (4.78) can be written as

[E )T}y ={R)} (4.81)

Written in this form, the level of implicitness can be selected by the choice of
the implicitness factor, 6, The four most common choices for 65, are 0, 1/2, 2/3,
and 1. A value of 0 results in a fully explicit formulation which suffers from the
time step restriction presented in Equation (4.60), i.e., the Courant condition. An
additional restriction arises due to the inclusion of the fluid conduction term.
This restriction is known as the diffusion condition and in 1-D is given as

pc,L?
o,

At < (4.82)

Although the fully explicit formulation is easy to program and computationally
efficient, the two potential time step restrictions are undesirable in a general-
purpose system program such as SAFSIM.

Choosing an implicitness factor of 1/2 results in what is commonly referred to
as the Crank-Nicolson formulation. And a factor of 2/3 results in the Galerkin
formulation (the 2/3 number arises in the consistent form of the finite element
matrix when time is treated as an additional dimension). Both the Crank-
Nicolson and Galerkin formulations are unconditionally stable but may exhibit
an oscillatory transient response if the time step is too large. The current version
of SAFSIM employs a fully implicit formulation (6g, = 1) for solution of the
thermal energy equation. The fully implicit formulation is unconditionally stable
and does not suffer an oscillatory response for any time step size, at the expense
of a small decrease in accuracy compared to Crank-Nicolson and Galerkin
formulations. The fully implicit formulation is also relatively easy to program
and computationally efficient (fast), making it an appealing choice for SAFSIM.
Future versions of SAFSIM may incorporate an option to allow the user to select
the level of implicitness via the input file if the need arises.

The solution procedure and numerical methods for the thermal energy
equation are discussed in detail after development of the finite element matrices
for the mechanical energy and mass fraction equations.

4.2 Mechanical Energy Equation

As mentioned in Section 4, the finite element equations for the mechanical
energy equation are derived using a combination of the direct and integral
balance approaches. The thermal energy equation contains a single dependent

page -- 57




Section 4.0 Fluid Mechanics Finite Element Formulation

variable, namely fluid temperature 7. The mechanical energy equation,
however, contains two dependent variables: pressure p, and mass flow rate .
An iterative approach is employed to resolve this problem and is discussed in
Section 6 where the numerical solution methods are explained.

Use of the direct and integral balance approaches simplifies the derivation of
the finite element equations because the integral balance equations derived in
Section 3 serve as the starting point. The control volume now becomes the finite
element and the ports are the local nodes. Specifically, Equation (3.47) provides
the basic relationship to be employed in the finite element derivation and is
repeated here for convenience:

F(B, - 5,)= m-Fg,Az-—(—-;—) 3.47)

The first step is to write the conservation of mass for an element in terms of
the node mass flow rates and source terms. The conservation of mass governing
equations are developed in Section 3. Combining Equations (3.7) and (3.9) and
rearranging produces

i = ity +(1‘wm)(S‘Vé§) (4.83)
for the first local node and
.. op
m=nmy - W, (S - V-gt-) (4.84)

for the second local node of the element.

Now the mechanical energy equation [given by Equation (3.47)] is combined
with each of the mass continuity relationships [Equations (4.83) and (4.84)] to
produce the following equations for the two nodes:

F(l‘l‘Pl 'lez] =
P1 P2

and
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..F(ll.p _ &2 )=

P1 Pza Lo s (4.86)
, ) m dp

- - F= |22 _ TP
my w,,,(S Vo“t) Fg Az - paA(é‘t 2p&t)

The advantage of this approach is that mass continuity, enforced at the nodes, is
included directly into the mechanical energy equation. The values for y, and y,
are determined by solution of Equations (3.9), which are forms of the mass
conservation equation. Thus solution of Equations (4.85) and (4.86) automatic-
ally satisfies conservation of mass. Another advantage of this approach is that
the node mass flow rates appear as natural boundary conditions. Equations
(4.85) and (4.86) are now written in matrix form as

[Fl{p}={M.} (4.87)

where [F] is the fluidity matrix given by

11 (/) 172 s
7))

{p} is the node pressure vector,

{p}= {;’ ;} (4.89)

and {M} is the effective mass flow rate load vector given as the sum of the node
mass flow rate load vector {m}, the effective fluid mass source load vector {S.},
the acceleration load vector {g}, and the dynamic mass flow rate load vector

{Mp}. Thus
{M,}={m}+{S.}+{g}+{Mp} (4.90)

where

{m}= {—'f"} (4.91)
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{s.}= (S-V%){"(l'“"" )} (4.92)

...wm

{e}= Fg.Az{_i} (4.93)

gL (on_m o)1
{MD}—FpgA(ﬁt 2 o“t){-—l} (4.94)

When the local load vectors are assembled to form a global load vector, the
mass flow rates for internal nodes cancel except when specified as a boundary
condition. Thus, if the element flow rates are assumed known, Equation (4.87)
can be solved for the node pressures. With the pressures calculated, the element
mass flow rates can be determined using the following relationship between
pressure drop and mass flow rate:

Z x n+l L

2 1 on
L& p,-=p +g8, 02— ————m
n+l (Pz 2 P 1) ¢ P"“&'AA‘/

n
g~ n+1L (1 + pn+1 )
20" gAML, P

where # is the element resistance [defined in Equation (3.46)], which is the
inverse of the fluidity F. This equation is simply Equation (3.47) written in
terms of mass flow rate, adopting a fully implicit formulation consistent with the
thermal energy equation (6, = 1). Thus the spatial terms and fluid properties
are evaluated at the future time and a simple finite difference of the time-
derivative terms is used. Because the calculated pressures are based on assumed
values of the mass flow rates, an iterative procedure is required to determine the
pressures and corresponding mass flow rates. The iterative process used be-
tween pressure and mass flow rate is discussed more fully later.

(4.95)

An interesting feature of Equation (4.87) is that in contrast to the thermal
energy equation, there is only a single coefficient matrix, namely the fluidity
matrix. Also, the potential energy and dynamic terms of the governing equation
appear as part of the load vector.

Inspection of the fluidity matrix indicates that the equation for pressure is
diffusive in nature. This is indicated by the symme*ric nature of the matrix with
the offdiagonal terms of opposite sign than the diagonal terms, similar to the
conduction matrix of the thermal energy equation [Equation (4.68)]. This
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indicates that Equation (4.87) is useful only for subsonic flows. However, like
the thermal energy equation, the mechanical energy equation is an advective-
diffusion equation when both subsonic and supersonic flows are considered. To
allow the treatment of supersonic flows, it is necessary to modify Equation (4.87)
to include an advective component by the inclusion of an upwind element com-
ponent.*

By analogy to the thermal energy equation, the finite element equation for

mechanical energy can be modified to allow supersonic flow predictions by the
addition of an advective upwind matrix component; thus

A R ) A7) U2l
NICARCAIREECALICA

and

{m}={”2‘}+np{"f"} 497
[S.}= (s - V—ZZ){_(I " Wn )} " nF(S . Véﬂ){(l " Wn )} (4.98)

{g}= Fg,Az{_i} + nFFg,Az{:i} (4.99)

_p L [om_1mdp) 1 L (o _m dp
{MD}"FpaA(ét 2P5t){“1}+" FpsA( 2pé‘t){ 1} (4100

where 7 is the upwind factor for the mechanical energy equation. As was noted
for the thermal energy equation, these matrices are for positive flow defined
from local node 1 to local node 2; similar matrices result for reverse flow.

¢ Although upwind elements for the mechanical energy equation are not fully implemented in
the current version of SAFSIM, preliminary results with an experimental version are
encouraging. A brief description of upwind elements is included here for completeness.
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When the flow is subsonic, the resulting potential flow equations are elliptic
in the space coordinate (parabolic in time) and the pressure at a node is a
function of both upwind and downwind conditions. When the flow transitions to
supersonic, the resulting equations become hyperbolic reflecting a change from a
diffusive to a propagation dominated or advective nature. In this case the
pressure at a node is a function only of the upwind conditions because pressure
signals (which travel at the speed of sound) can no longer propagate upwind.

The upwind factor is used to transition the equations from diffusive to
advective in nature and is based on the local fluid velocity and sound speed.
When the flow is subsonic, indicated by a Mach number (v/a) less than 1, the
upwind factor is 0. For supersonic flow, when the Mach number is greater than
1, the upwind factor is 1. Note that when the upwind factor equals 1, the mass
flow rates at internal nodes do not cancel when the global load vector is formed.
Thus a node mass flow rate must be specified; the appropriate mass flow rate
corresponds to a velocity equal to the sonic velocity and the upwind fluid
conditions. Thus the transition from sonic to supersonic flow (or vice versa) is
part of the solution. Also, there is the possibility that the transition can occur
through a shock discontinuity. The simple linear upwind elements employed in
SAFSIM can capture such shocks but significant "smearing" of the shock occurs.
Again, this is the problem related to the modeling of an advective process using
an Eulerian mesh. More complex higher-order elements are needed for accurate
shock capturing. At the system level, capturing of a shock, however smeared, is
usually adequate and the smearing has little or no effect on the upwind system
response. SAFSIM is not intended for the detailed study of shocks, especially in
light of the inherent multidimensional nature of this phenomena.

The use of an upwind factor in the mechanical energy finite element equation
allows approximate modeling of supersonic flow while retaining the accuracy of
the conventional (central differenced) element for subsonic flow. An advantage
of separating the mechanical and thermal energy equations is that different
upwind factors can be used for the two different advective mechanisms in the
fluid mechanics equations. Whereas the thermal energy equation deals with the
transport of thermal energy, the mechanical energy equation deals with the
transport of mechanical energy. The two equations are coupled via the equation
of state and fluid properties such that their simultaneous solution provides the
solution to a total energy equation. The solution of the mechanical energy equa-
tion for pressure and mass flow rate is fully implicit. Again, the solution proce-
dure is discussed more thoroughly later in Section 6, as is the implementation of
"essential" boundary conditions.

4.3 Mass Fraction Equation

The final finite element equations to be developed are those governing the
mass fractions for each fluid component of a multicomponent fluid. If the fluid is
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comprised of a single component, the properties appearing in the thermal and
mechanical energy equations are simply those of the single fluid. If the fluid is
comprised of more than one component, the properties represent those of the
fluid mixture. Thus the multiple components are assumed to be homogeneously
mixed and in thermodynamic equilibrium, thereby negating the need for
multiple momentum and energy equations. To determine the mixed fluid proper-
ties, according to the mixing rules provided in Section 3.5, it is necessary to
calculate the node mass fractions for each fluid component via the conservation
of mass equation. If the mixture contains N, fluid components, only N, - 1 mass
fraction equations need be solved; the mass fraction for the final component is
determined from Equation (3.80).

The equation governing mass conservation, in terms of the mass fraction, for
fluid component k is developed in Section 3.4 and provided by Equation (3.81).
This equation is repeated here for convenience:

x"V%te+x§mn - xfmy, = S* (3.81)

This equation needs to be expressed for each local node of the assumed two-
noded linear finite element. First, because the velocities of all fluid components
are assumed to equal the velocity of the mixture (the homogeneous assumption),
the mass fraction for nodes and elements is

m*  p*vieA __/_Ji _

m pveA  p

x* (4.101)

Now, writing Equation (3.8) in terms of a single fluid component and dividing by
the mixture mass flow rate allows the element mass fraction, x*, to be expressed
in terms of the node mass fractions. Thus

W xf +(1-w, )xi = «* (4.102)

where w,, is the mass fraction weighting factor (equal to the mass flow rate
weighting factor). Because Equation (3.81) is already expressed in an integral
form for a control volume, it is easy to construct the corresponding finite element
equation using the direct approach. The finite element equation is

(2] [} = (R (.10
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where [D*] is the mass fraction density matrix for fluid component &, [K] is the
mass fraction advective matrix for fluid component &, {x*} is the node mass
fraction vector for fluid component &, and {R,’:} is the mass fraction load vector

for fluid component k. These matrices are defined for a two-noded linear finite
element as

(D} _Vop|(1-w,) W | . Y 0P -1-w,)  -w, (4.104)
2 o w, (1-w,) 2 ot w, (1-w,)
K: ___._”l[_zl Zz]+ x’ﬁl[ X1 —x2] (4.105)
[ ] 2 X1 A2 7 2 -X1 X2

{x+}= {"}t} (4.106)

k k
rl STl St [-1
== N — 4.10
{R:} 2{1} nxz{l} (4.107)
where 7, is the upwind factor for the fluid mass fr 'quation. Because no
mass diffusion term is included in the original g g mass conservation

equation, the equation is purely advective in natur¢ and only an upwind
formulation is needed. A conventional element (central differencing equivalent)
capability is included here for generality in case mass diffusion is added at a
later time. For advection only, 7, = 1 and Equations (4.104), (4.105), and (4.107)
simplify to

Vo, 0 0
[D’,:] - E_éte[Zwm 2(1-w, )] (4.108)
Al 0 0
[&}]= -”21[_ 27, 2752] (4.109)
{RE}= %i{g} (4.110)
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It is instructional to carry out the operations of Equation (4.103) for a single
element, using these matrices, to demonstrate that it reduces to the governing
equation [Equation (3.81)]. Keep in mind that these equations are for positive
flow defined from local node 1 to local node 2. If mass flow rate and density are
assumed known, the mass fraction finite element equations are static (no time-
derivative terms). The dynamic nature of the equation arises from the assumed-
for-now dynamic density term which is part of the fluid mechanics iterative
solution procedure to be discussed in Section 6.1.

Solution of the mass fraction equation provides the mass fractions at the
nodes. Because fluid properties for the mixture are evaluated for the finite
elements, it is necessary to use Equation (4.102) to evaluate the element mass
fraction in terms of the node mass fractions. Currently, a mass fraction
weighting factor value of 1/2 is employed in SAFSIM which implies that mass
sources and mass accumulation are spatially uniform within the element.
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5.0 Special-Purpose Finite Elements

The finite element equations for fluid mechanics described in the previous
sections are referred to as standard finite elements. To provide greater modeling
versatility, three special-purpose finite elements are included in SAFSIM: (1)
Choked Flow Boundary Finite Element, (2) Compressor/Pump Finite Element,
and (3) Distributed Flow Manifold Finite Element. A fourth special-purpose
element is planned to allow simulation of a turbine. Using these special-purpose
finite elements invokes particular algorithms, which are described in the next
three subsections.

5.1 Choked Flow Boundary Finite Element

With the inclusion of upwind elements in the mechanical energy finite
element equations, it is possible to calculate sonic (choked) and supersonic flow
with no special treatment of the equations. An alternative for accommodating
choked flow at an exit is to implement the choked flow boundary finite element.*
The choked flow equations used in SAFSIM are based on steady, adiabatic,
frictionless flow of an ideal gas, neglecting potential energy and fluid con-
duction, and can be found in most fluid mechanics textbooks such as Reference
2. These equations and their SAFSIM implementation are described here.

Consider the flow exiting a pipe that may contain an —
orifice or converging nozzle as depicted in Figure 5. The flow
exits into an infinite plenum with a pressure, p,, specified ————
by a boundary condition. Choked flow exists when the flow ——
at location 2 reaches sonic velocity because pressure condit- 1
ions at the exit can no longer propagate upstream. (Irre- e

versible expansion occurs from p, to p,.) In terms of pres- 2
sure, choked flow exists when Figure 5. Choked
Flow Schematic
N X
-1
‘p—"<£”=[-‘-2 )r (5.1)
Do Py \r+1

where p, is the stagnation pressure (the pressure that would exist if the fluid
were brought to rest adiabatically), p* is the critical pressure (the pressure
corresponding to a Mach number of unity), and y is the constant-pressure
specific heat divided by the constant-volume specific heat. The stagnation pres-

+ As mentioned earlier, upwind elements for the mechanical energy equation are not fully
implemented in the current version of SAFSIM. Thus use of the choked flow boundary eiement
provides a simple but valuable choked flow modeling capability.

page -- 66




Section 5.0 Special-Purpose Finite Elements

sure can be determined in terms of the local fluid conditions by the following
equation:

A
Do = p[1+-7-—;—1M2]"‘ (5.2)

where the square of the Mach number, M?, can be expressed in terms of the
mass flow rate as '

. 2 . 2RT
m=_n"___M 5.3
p2A2a2 [pZAZ},) ( )

where the ideal gas law [Equation (3.83)] for density and Equation (3.102) for
the sonic velocity of an ideal gas are applied. Note that Equation (5.1) is derived
from Equation (5.2) with M = 1. Equation (5.2) can be expressed in terms of fluid
conditions at location 1 and again at location 2, with the two resulting equations
combined to provide an expression for p, in terms of p,. Thus

Y
1 +Z'-:—1M§2 r-1
p.=p, ——;—3—1——; (5.4)
1+ = M;

The first step in the procedure for calculating the flow conditions in a choked
flow boundary element is to use Equations (5.1), (5.2), and (5.3) to determine if
the flow is choked at location 2. The stagnation pressure is calculated using the
current fluid conditions at location 1 and the fluid temperature at location 2.
This is consistent with the iterative approach used to solve the mechanical
energy equation in which the mass flow rate is assumed known in the
determination of the pressure drop. The iterative approach is described in

Section 6. (From here on, Locations 1 and 2 are associated with local nodes 1
and 2, respectively, of a choked flow boundary finite element.)

If the flow is not choked, p, = p, and Equation (5.4) can be solved for p,.
Because M, is a function of p,, a fixed-point iterative technique is employed.
Also note that y is not known at nodes 1 and 2 because the specific heats are
evaluated for the finite elements and not the nodes. Typically y is a very weak
function of temperature and pressure and this approximation is not significant.
A shorter element length can be used to minimize the error if desired.

if the flow is choked, the Mach number at node 2 equals 1 but p, is not a
function of p,. Therefore, another equation is needed in conjunction with
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Equation (5.4) to determine p,. This equation is developed starting from the
mass flow rate evaluated at node 2. Thus

M = CqpyAsay = Capr Az ¥ RT, (5.5)

where ¢, is a discharge coefficient that can be used te account for nonisentropic
flow effects. Discharge coefficients can be found in most fluid mechanics hand-
books. Making use of the ideal gas law again, Equation (5.5) can be expressed in
terms of p, to yield

m |T,R
Dy = (5.6)
2 cay N 7
Combining Equations (5.4) and (5.6) then produces
v
() ™
. 1+ 54—

Py m T2R 2 (5.7)

A (1+Z—'—1-M12)
2

Again, because M, is a function of p,, this equation is solved iteratively.

The next step, for both subsonic and choked flow, is to calculate an effective
fluidity for the element in terms of the node pressures and element mass flow
rate. This is accomplished using the mechanical energy equation given by
Equation (3.47); imposing the choked flow boundary element assumptions of
steady (1, = x, = 1), frictionless flow with negligibie potential energy provides

-1
lzw:i[&_&] or F=Inl:"22——&'] (58)
F mips P P2 P

This effective fluidity is then simply used in the mechanical energy finite
element matrices just as if it were a standard finite element except the time-
derivative, potential energy, and fluid conduction terms are omitted. When the
flow is choked, the value of p,, originally provided as a boundary condition, is
replaced with the value calculated by Equation (5.6). However, the original
pressure value is retained for subsequent evaluation of the choked flow
condition via Equation (5.1).
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The final step is to determine an appropriate value for the mechanical power
converted to thermal power, g, which is defined by Equation (3.72) in
Subsection 3.3. This value is needed in the compressible-flow thermal energy
equation. Although Equation (3.72) can be used to approximate q4, (with f and K
equal to 0) for the choked flow finite element, an expression consistent with the
steady, adiabatic, frictionless flow assumptions is developed starting with the
following relationships between T and T;:

1+ m 2
T, =T, ——7—%1——- (5.9)
1+ T M g
based on choked flow theory, and
ap, = 1mc,(T; - T) (5.10)
neglecting fluid conduction. These two equations can be combined to give
y=1(yr2 2
| (e -nz)
Apo = e, Ty o) (5.11)
1+ Z'z—" M %

For choked flow, M, equals unity; otherwise, M, is determined using Equation
(5.3) evaluated at node 2 fluid conditions. Using the g, value calculated by
Equation (5.11) in the thermal energy equation provides the appropriate
element exit fluid temperature, T,, in terms of T}, consistent with the choked
flow boundary finite element formulation.

The equations for the choked flow finite element are formulated based on a
pressure boundary condition at node 2 (the element exit); this is the most
common boundary condition. However, because SAFSIM allows the analyst to
specify either pressure or mass flow rate boundary conditions at any node, it is
necessary to also formulate the choked flow equations based on a mass flow rate
boundary condition at node 2.

The first step now is to determine the maximum-possible value for the mass

flow rate at node 2. This can be determined by writing Equation (5.5) in terms of
p* using the ideal gas law. Thus
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m* = chzp* ,RZ’ (5.12)
2

where m* is the critical mass flow rate and the critical pressure, p*, is deter-

mined by combining Equation (5.1) with Equation (5.2) evaluated at node 1 fluid
conditions to provide

14

p*=py(M})r-1 (5.13)

If the specified mass flow rate at the boundary is less than the critical mass
flow rate, the flow is not choked and p, can be determined in terms of p, using
Equation (5.4) together with Equations (5.3) and (5.9). These equations must be
solved iteratively with respect to p, and T,

If the specified mass flow rate at the boundary is greater than the critical
mass flow rate, the flow is choked and the boundary condition mass flow rate is
replaced with the critical mass flow. The boundary condition mass flow rate is
retained in case the flow subsequently becomes unchoked. For choked flow, p,
equals p*, which is calculated using Equation (5.13). Again, Equations (5.8) and
(5.11) are used to determine values of F and g, respectively.

As mentioned, the choked flow boundary finite element equations are based
on steady, frictionless flow, neglecting potential energy and fluid conduction.
These conditions are not overly restrictive for sonic flow of a gas because the
time-derivative, friction, potential energy, and conduction terms are usually
small compared to the kinetic energy term. Also, SAFSIM allows the inclusion of
a discharge coefficient to account for any losses associated with nonisentropic
flow, thereby improving simulation capability. Such discharge coefficients for
orifices and nozzles are available in many fluid mechanics handbooks.

5.2 Compressor/Pump Finite Element

Because many flow systems of interest include a compressor or a pump, a
special-purpose finite element is included in SAFSIM to allow the simulation of
such a device. The term "compressor" is commonly used when the device is
applied to a gas while the term "pump" is used when the working fluid is a
liquid. For brevity, the term pump is used hereafter. Also, only a centrifugal-
type pump capability is currently available, although an electromagnetic pump
option for liquid metal applications is planned.

The input of mechanical work to a pump is used to increase the pressure of
the fluid passing through the pump and thereby provides a driving potential for
flow. In a system level program such as SAFSIM, the details of the fluid flow
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within the pump are not of interest. What is of interest is the overall pump flow
performance as a function of the system pressure response. Such a global
response can be characterized with what is referred to as a pump performance or
characteristic curve. Such curves are based on steady-state experimental data
and provide a relationship between pump pressure rise and delivered flow.

The dependent variable in a characteristic curve is the net pump head, H,,
which is defined as the pump pressure rise (Ap) divided by gp, where g is the
acceleration due to gravity and p is the fluid density. This definition arises from
the Bernoulli equation with changes in velocity and elevation neglected. Thus
the net head is the difference between the pressure head developed by the pump
and any frictional losses within the pump. The independent variable is the
pump volumetric flow rate, 1. A plot of net head versus the volumetric flow rate,
for a reference or rated pump speed, produces the pump characteristic curve.

As with the choked flow element, a relationship for an effective fluidity in
terms of the node pressures and element mass flow rate is needed for the pump
element. Again, the relationship is provided by the mechanical energy finite
element equation for steady flow given by Equation (5.8). To facilitate transfor-
mation of the pump characteristic curve into an effective fluidity, the net head
versus volumetric flow curve must be converted to a pressure rise (Ap) versus a
mass flow rate curve. (Pressure rise and mass flow rate are the qua-itities of
direct calculational interest in SAFSIM.) The conversions are easi.y accom-
plished by multiplying the net head by gp, and by multiplying the volumetric
flow rate by p. The appropriate density multiplier is generally a rated density
(the density of the working fluid used in the creation of the characteristic curve),
but any value can be used because the fluidity is a function only of the slope of
the characteristic curve. The appropriate g multiplier is the rated value that is
almost always the average value corresponding to sea level, namely 9.8 m/s2.
The resulting curve is referred to as the modified pump characteristic curve.

As mentioned, a characteristic curve is based on a rated rotational shaft
speed. The curve can be modified for different speeds using the pump similarity
rules which arise from a pump dimensional analysis. These rules, in terms of
rated conditions, are

m._s (5.14)
m, s,
2
Ap _[s
Ap, _[sr] 19

and
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3
P pls
Sl 4 .16
P, p,(s,) 6.16)

where m, is the rated mass flow rate, s is the shaft speed in revolutions per unit
time (revolutions/s in SAFSIM), s, is the rated speed, P is the power supplied to
the shaft, P, is the rated power, and p, is the rated density. The last rule for
power is not needed in determining an effective fluidity for the pump but is
included for completeness. The use of these similarity ruies allows a single
characteristic curve to be used for all rotational speeds.

The first step in calculating the effective fluidity is to determine the pressure
rise based on the current value of mass flow rate using the modified pump
characteristic curve. Next, using the current value of the pump inlet pressure,
the pump outlet pressure is simply:

Py =p,+Ap (5.17)

Use of the current values of mass flow rate and inlet pressure is consistent
with the iterative solution approach used in the solution of the iluid mechanics
equations. The effective fluidity for the pump finite element can now be
determined using Equation (5.8). However, -an adjustment is made to this
equation that greatly improves convergence of the iterative solution method of
the mechanical energy equation. The adjusted equation is

-1

R 2
efinin ST o
2 1

adjustment term

where Ap is the peak or maximum value of pressure rise from the modified

pump characteristic curve. The mass flow rate fractions are retained for dynamic
simulations. The term involving the peak pressure rise is the pressure rise
adjustment term. This equation for fluidity is used in the solution of the node
pressures. The element mass flow rate is then determined from

. D) n+l
. s L ,
sz_zapl_ég(_] I -
el P2 P1 P \S: P eAAL,
m"

= 3 = (5.19)
9?"4'1 - 1+
2p"+l€AAtf ( pn+l)
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This equation is just Equation (4.95) modified for the pump element to
include the pressure rise adjustment term. Also, the time-derivative terms are
retained for dynamic simulations but the potential energy term is omitted
because it is already accounted for in the resistance (inverse fluidity) via the
pump characteristic curve. Including the adjustment term can be thought of as a
transformation of variables. Inclusion of this term in Equation (5.19) is therefore
an inverse transformation. Although the pump characteristic curves are based
on steady-state data, inclusion of the dynamic mass flow rate and density terms
in the mechanical energy equations allows approximation of the dynamic
response of the fluid. For steady-state calculations, the dynamic terms simply
disappear.

The need for adjustment of the fluidity for a pump element arises because
the introduction of the pump effective fluidity into the assembled global fluidity
matrix results in a matrix that is not positive definite. The problem with
nonpositive definite matrices is that many of the numerical methods for solving
matrix equations will not always work. Mathematically, a positive definite
matrix is one for which the product | XJ[Y]{X} is greater than zero for all nonzero
vectors {X}. This criteria is not very informative to an engineer and at the risk of
offending mathematical purists, an engineering explanation is offered.

When the fluidity is negative, flow in the positive direction (from node 1 to
node 2) produces a pressure drop. If the fluidity is positive, as occurs with a
pump finite element, a positive flow produces a pressure rise.* This is possible
because power is being supplied to the fluid by the pump. An element with a
large area increase (an expansion) can also produce a positive fluidity. A global
fluidity matrix with positive fluidity components can result in a nonpositive
definite matrix. The iterative approach used in SAFSIM for solution of pressure
and mass flow rate does not always converge if the global fluidity matrix is not
positive definite. The adjustment to the fluidity for the pump finite element
greatly enhances mass flow rate convergence.

The final step in the formulation of the pump finite element is to develop an
equation for g, which is defined by Equation (3.72) in Subsection 3.3. As with
the choked flow element, Equation (3.72) can be used to approximate g, For
pumps with a liquid working fluid, in which density variations are small, the
approximation is very good. For gases, although Equation (3.72) still provides
reasonable results, an improvement can be made by returning to Equation (3.26)
and analytically evaluating the pressure drop integral (term K4 of the
mechanical energy equation). This integral can be analytically evaluated if a
relationship between pressure and density is known. Assuming an isentropic

+ In structural mechanics, nonpositive definite matrices result when a node displaces in a
direction opposite to the direction of the applied force.
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process for an ideal gas provides the following relationship from basic thermo-
dynamics:

£ _ constant (5.20)
o’
The integral now becomes
Py B q P2 -(l) s
term K4 = [veAdp =i [ ~dp=ni [ p W dp = PL L (-‘3-2-) -1| (5.21)
n nP b Py -1\p

Equation (3.72) can now be expressed for a pump with an ideal gas working
fluid as

y-1

—mPL ¥ !.’..2_7_1 29
It mPl?"'l (Pl] 522

The friction terms are omitted because their effect is already accounted for in
the pump characteristic curve. This equation provides the value of g, that is
required for solution of the compressible thermal energy equation. Compressors
that provide large pressure rises can produce significant increases in fluid tem-
perature associated with gas compression. The analytic expression of Equation
(5.22) results in accurate predictions of this temperature increase and allows the
use of a single finite ele:nent for the pump.

If the pump is not energized (no mechanical power is being supplied and the
shaft is not rotating), the pump finite element is treated as a standard finite
element. In this case, the input values of Az, (L/D),, and K along with a
calculated wall friction factor are used to determine the pressure drop and mass
flow rate. SAFSIM allows the analyst to define a cutoff rotational speed below
which the pump is assumed to not be energized. Appropriate values of added
loss coefficients can be used to simulate a locked rotor in the forward or reversed
flow direction for a nonenergized pump. Although fluid inertial effects are
accounted for in the pump finite element, the inertia associated with the pump's
rotating components must be incorporated via the input specification for the
pump speed. A user-supplied function can be incorporated to include this
inertia; however, a special general-purpose function is planned for a later
version of SAFSIM to provide this capability.
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5.3 Distributed Flow Manifold Finite Element

Modeling the flow in a manifold is required in many flow systems of interest.
In a manifold, two or more flow streams merge into a common plenum. Two
typical manifold configurations are shown schematically in Figure 6. The first
configuration consists of multiple channels connected to a single larger channel
(discrete feed) and the second configuration consists of a plenum fed by a
continuous source of flow along its entire length (continuous feed). The first
configuration is applicable to tees. The second configuration arises when many
channels feed into the plenum. The channels may be pipes or the interstitial
spaces of a porous media. Also shown accompanying the two configurations are
diagrams of associated 1-D finite element network representations. The dots
represent nodes connecting the elements.

¢ 1)
| e
g 1=
—lp T H <“—
:l% N § 4——%
— 8 F s
3
l > =l”,
Discrete Feed [ Continuous Feed

Figure 6. Distributed Flow Manifold Configurations

The vertical channels in Figure 6 are referred to as manifolds and the
horizontal channels are referred to as feed lines. If the manifold volume is large
or if the manifold flow rate is much greater than that of the feed lines, the
manifold acts as an infinite plenum with respect to momentum exchange and no
special considerations are required in the finite element model. In fact, multiple
connections at a single node are allowed in SAFSIM to simulate multiple
coincident connections to a plenum. However, if the feed lines and manifold are
of similar diameter or if their flow rates are comparable, the influx of
momentum from the feed lines to the manifold (or vice versa in the case of
reverse flow) can significantly effect the manifold pressure response. In such
instances, the turning and merging of the flow streams is not adequately
modeled with a simple 1-D approximation.

Figure 7 is included to better illustrate the need for a special-purpose finite
element to model manifolds. This figure shows schematically a single large-
diameter feed line connected to the manifold. Adjacent to the schematic is a
corresponding finite element model with the elements numbered for later
reference. Also included on this figure are plots showing the fluid velocity

page -- 15




Section 5.0 Special-Purpose Finite Elements

profiles, as a function of position, that would be predicted using standard and
distributed flow manifold elements.

uelocity
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Figure 7. Velocity Profiles for Standard and Manifold Finite Elements

With the standard 1-D finite element, there is a step increase of the fluid
velocity in the manifold at the connecting node to account for the inflowing fluid
from the feed line. Though the velocities upstream and downstream of the node
are different, the velocity profiles in the individual finite elements are uniform
(assuming no heat addition or area change). Thus there is no pressure change
due to velocity changes (the velocity pressure*) within each element. This is the
best you can do with a simple 1-D model. In actuality, as the flow enters the
manifold from the feed line, the fluid velocity in the manifold continuously
increases. Though the flow in a channel can be approximated as 1-D, the
merging of flow streams is an inherently multidimensional event.

The manifold element provides a pseudo two-dimensional capability and
simulates flow entering (or exiting) along the element's entire length and not
just at the nodes. In other words, the feed line inflow is "distributed" along the
length of the element. The distribution is assumed to be linear for simplicity.

The governing equation for a manifold finite element is derived by modifying
term K2 of the conservation of momentum equation given by Equation (3.2).
This term represents the net efflux of momentum (in terms of kinetic energy)
through the control surfaces. In the original derivation, this term is simplified
by assuming just two ports for entering and exiting flow. For the manifold
element, term K2 is written assuming three ports. Thus

* The phrase "dynamic pressure" is more common than "velocity pressure" when referring to
the kinetic energy term in the mechanical energy equation. However, velocity pressure is used
in this document and the word "dynamic" is reserved for reference to time-deriviative terms.
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term K2 = j%spvadA— j%spvadA- f—} gpvy vidA (56.23)
Ag Al Aﬂ

where A, is the flow area of the third port (the feed line), and v; is the velocity or
the fluid in the feed line at the connection to the manifold. Following the
procedure outlined in Subsection 3.2, the kinetic energy correction factor is
introduced and Equation (5.23) is simplified to

term K2 = azlaz(n'wz) - %al(m‘ﬁ)l -t aymgv? (5.24)

2

where a; and m; are, respectively, the kinetic energy correction factor and mass
flow rate for port 3. The kinetic energy correction factor for port 3 is not the
same as described in Subsection 3.2. The correction factor accounts for the radial
variation of velocity, which is different for a feed line entering a manifold than
for flow in a pipe. However, the difference is not expected to be large, especially
for turbulent flow. Therefore, like the standard element, o, is assumed to equal
a (where «a is the correction factor for the element) and « equals 2 for laminar
flow and 1.05 fcr turbulent flow.

Now term K2 can be written as
term K2 = %a[n’tzv% - mlvf] - Lamyv? (5.25)

Introducing the mass flow rate fractions and expressing velocities in terms of
mass flow rates, after some manipulation, produces

. 2 3 3 .
term K2 =m 2% [ X2 ___X1__ .ma ] (5.26)
2¢% | pIAL  pIAY mptA®

If the mass flow rate at port 3 is zero, this expression is identical to that for the
standard finite element. The new K2 term is now incorporated in the mechanical
energy equation, resulting in a new equation for the flow resistance. Thus
Equation (3.46) becomes

, 3 3 .
_mlel xn _ xp My | 1] f|L (E) K
d 2L~2 (p?Af p§A§+rhpzA2] P {Az[D+ D),|" 4z, 2D

This is the resistance (the reciprocal of fluidity) used in the finite element
equations for a distributed flow manifold finite element.
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The next step is to modify the conservation of mass equation to include the
third port of the manifold finite element. Equation (3.6) written for a manifold
element now becomes

V%""’hz —Ihl —Ii‘l3 =S (5'28)
Writing this in terms of m4 for substitution into Equation (5.27) gives

. op . .

m3 =V"ét"—s+m2 —ml (5.29)

With this approach, the mass flow rate at port 3 can be evaluated in terms of
the node 1 and node 2 mass flow rates. These node mass flow rates are
determined by adding one-half of the mass flow rates from all connecting feed
line elements, excluding other distributed flow elements 2nd manifold term-
inator elements. A manifold terminator element is any standard or special-
purpose element (as flagged by the analyst) that connects to a manifold element
but does not represent a feed line.

Referring to Figure 7, elements (1) and (4) would be flagged as terminator
elements, elements (2) and (3) are manifold elements, and element (5) is a
standard element representing a feed line. Thus in SAFSIM, all elements
connected to a manifold element are assumed to be feed lines unless designated
as manifold or terminator elements. Again referring to Figure 7, half of the feed
line flow from element (5) is apportioned to manifold element (2) and half to
manifold element (3); this is why one-half of the flow is used in the
determination of the node 1 and node 2 mass flow rates. Once the node 1 and
node 2 mass flow rates are determined for the manifold element, the mass flow
rate fractions are calculated using Equations (3.7).

The distributed flow manifold finite element allows the velocity pressure
associated with the merging of flow streams in a manifold to be approximated.
Because the feed line flow rates are not known in advance, an iterative approach
is used, consistent with the iterative solution technique for the mechanical
energy equation to be discussed in the next section.

The final step is to account for the unrecoverable losses associated with the
turning of the flow. The analyst can include K factors for the element to account
for the turning losses or the analyst can select a built-in correlation that
calculates an effective friction factor based on current flow conditions. An
interface is also available to allow inclusion of user-specified correlations for
special problem-specific flow geometries.
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Inclusion of a correlation from Reference 6, that accounts for turning losses
in a tee or wye, is planned but not yet available. However, correlations for tran-
spiration flow in cylindrical and annular geometries have been implemented.
Transpiration flow effects arise for configurations similar to the continuous feed
example of Figure 6 when flow passes through a porous structure. n this
example, if the feed lines consist of a packed bed contained by porous structures
at the inner and outer radial positions, then the geometry of the inner manifold
is cylindrical and the geometry of the outer manifold is annular. When the
direction of flow is from the feed lines to the inner manifold, a "blowing"
transpiration flow condition exists. When the flow is in the opposite direction
(from the inner manifold into the feed lines) a "sucking" condition exists.

For blowing conditions, the boundary layer at the wall is thickened resulting
in a decrease in the wall friction factor (relative to flow in a channel with no
transpiration flow). For sucking conditions, the boundary layer at the wall is
thinned and the wall friction factor increases. Correlations?® are available in
SAFSIM for both blowing and sucking flow conditions. Also, these correlations
account for turning losses in addition to transpiration losses.

For blowing conditions, the correlation is given by the following equations:

= 4 (5.30)

[T

~ |~

¢=1-0.287B,+0.115B? for B, <25 and ¢=1 for B;>25 (5.31)

B, =| 2% (5.32)
vf
and
v =l (5.33)
vf

where f is the effective friction factor accounting for transpiration, f is the
unmodified friction factor based on flow in the absence of transpiration (v, =0),

B,, is the blowing parameter, ¢ is an empirical correction factor, B, is the
blowing parameter based on the unmodified friction factor, v, is the fluid

velocity perpendicular to the wall at port 3 (the feed line fluid velocity), and vis
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the average fluid velocity in the manifold element (parallel to the wall). The feed
line fluid velocity is calculated as

U
v, = (5.34)
T paesdy

where p;, &, and A; are the density, porosity, and flow area at port 3,
respectively. This velocity is positive for blowing conditions. Because the blowing
parameter in Equation (5.30) is a function of the effective friction factor, an
iterative solution approach is used.

For sucking conditions, the transpiration flow correlation is given by the
following equations:

-Z = So 5.35
7= [I=ew(Sy)] 39
and
|2,
5, =| 22 (5.36)

where S, is the sucking parameter. For sucking flow, v, is negative. Because

Equation (5.35) contains an exponential, it is replaced with a more efficient
curve fit given by

= 0.987838 +0.5348S, + 0.0731984S2 - 0.00376855S3 (5.37)

~ |~

The effective friction factor calculated by Equation (5.30) for blowing flow
and Equation (5.37) for sucking flow are incorporated in the mechanical energy
equation by imposing a corresponding equivalent length-to-diameter ratio that

can be determined as
L L|f
Zl = 2L 5.38
(Dl C°D[f ] (5.58)

where c, equals 1 for cylindrical geometry and 1/2 for annular geometry. This
value of (L/D), is then used in the evaluation of the resistance given by Equation
(5.27). The equivalent length-to-diameter ratio, (L/D),, is first introduced in
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Equation (3.30). The value of (L/D), for manifold elements is continuously
updated to reflect changing flow conditions. The ratio f/f is the ratio of the
friction factor with transpiration and turning losses included to the friction
factor that would exist at the same element mass flow rate but without
transpiration flow. Reference 21 provides an example of the use of distributed
flow manifold elements in the simulation of a particle bed fuel element.
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6.0 Fluid Mechanics Solution Procedure

The governing equations for fluid mechanics are developed in Section 3 based
on integral balance equations for conservation of mass, momentum, and energy.
The equations are expressed in terms of a mechanical energy equation and a
thermal energy equation, along with an equation for the mass fractions of
multicomponent fluids. Finite element equations are then formulated for these
equations in Section 4. The finite element equations are developed for two-noded
linear 1-D elements. The next topic for discussion is the solution procedures
employed in SAFSIM to solve the finite element equations, along with the
associated numerical methods.

Solution of the fluid mechanics equations is complicated by the requirement
that four dependent variables (pressure, mass flow rate, fluid temperature, and
mass fraction) must be determined simultaneously. The thermal energy
equation cannot be solved without knowing the mass flow rate and the
mechanical energy equation cannot be solved without knowing the density. Both
equations include the additional complication that both diffusive and advective
processes are involved. Furthermore, the fluid properties (4, c,, c,, k), required
for both thermal and mechanical energy equations, cannot be evaluated without
knowing the pressure, temperature, and mass fraction. And the mass fraction
cannot be calculated without knowing the mixture mass flow rate and density.

This interdependency problem is often addressed with some type of iterative
procedure. SIMPLE22 (semi-implicit method for pressure-linked equations) and
its many variations are perhaps the best known of such iterative procedures. A
more general iterative procedure has been developed for SAFSIM. This
procedure, RISES (relaxed iteration of sequential equation sets), uses fixed-
point iteration implemented sequentially for multiple equation sets with under-
relaxation or overrelaxation applied separately for each equation set. Although
this procedure is not very sophisticated, it works reasonably well for a large
class of static and dynamic flow problems. This is appropriate and desirable for
a general-purpose flow simulator such as SAFSIM because of the almost
unlimited problem definitions available to the analyst. The RISES procedure
may not be the most efficient procedure for any given problem, but it is
relatively robust for a diverse range of problems.

In addition to a steady-state capability, SAFSIM provides the analyst with a
choice of three transient mode capabilities: (1) quasi-static -- only boundary
conditions and thermal loads (such as convection heat transfer) are time
dependent; (2) partially dynamic -- mass flow rate and fluid temperature time-
derivative terms are included; and (3) fully dynamic -- the fluid density time-
derivative term, in addition to the mass flow rate and temperature time-
derivative terms, is included (this option is not fully implemented). The quasi-
static transient mode is useful for many gas flow problems when the dynamic
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terms are negligible. The partially dynamic transient mode is useful for liquid
flow problems when mass accumuiation can be ignored. These options increase
execution speed and add to the versatility of SAFSIM. Also, the analyst can
bypass solution of the mechanical energy equation (pressures and mass flow
rates are provided by the user) or include multiple fluid components. An advan-
tage of the RISES procedure is that it can be universally applied for steady-state
and all transient modes of operation for compressible or incompressible flow.
The procedure also works if the mechanical energy equation is bypassed or if
multiple fluids are included. Thus the iterative solution procedure is consistent
with the primary SAFSIM development goal of versatility.

A basic outline of the RISES solution procedure is provided in Figure 8.
There are six equation sets that are solved in sequence, namely: (1) the
mechanical energy equation (if activated) with conservation of mass embedded,
(2) the fluid thermal energy equation (the structure energy equation is also
solved if desired and coupled to the fluid energy equation), (3) the mass fraction
equation (for multicomponent fluids), (4) the equation of state (fluid density), (5)
the fluid property equations, and (6) the conservation of mass equation for the
mass flow rate fractions if mass source or dynamic density terms are included.
The arrow from equation set 6 to equation set 1 indicates an outer iteration
based on fluid density. A density relaxation parameter between 0 and 2 can be
applied if desired. Also, inner iterations are employed in equation sets 1 and 2.
Mass flow rate is the iteration parameter for equation set 1 (with relaxation),
and element fluid temperature is the iteration parameter for equation set 2
(again with relaxation if desired).

1 L Solve Mechanical Energy Equation for Pressure and Mass Flow Rate ](

o
: V4 u
2[ Solve Thermal Energy Equation for Fluid Temperature t
e
{ } r
3 Solve MultiComponent Fluid Mass Fraction Equation |
7 t
: e
4 Solve *quation of State for Fluid Density r
a
J\} t
5 Evaluate Fluid Properties | |
! l o
n

6| Solve Conservation of Mass Equation for Mass Flow Rate Fractions JT‘_

Figure 8. Basic Outline of the RISES Solution Procedure
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Section 6.0 Fluid Mechanics Solution Procedure

Although the RISES procedure is relatively straightforward, there are some
subtleties in its implementation that enhance convergence and robustness.
These subtleties are discussed as the fluid mechanics solution procedure is
described in more detail in the following subsections.

6.1 Mechanical Energy Equation

Solution of the mechanical energy finite element equation set is perhaps the
most difficult because of the nonlinear relationship between pressure and mass
flow rate. Compressibility effects, flow regime (laminar, transition, or turbulent)
effects, and factors that can produce nonpositive definite matrices, such as area
expansions and pumps, also add to the difficulties.

The first step torward solution of the mechanical energy equation is the
creation of a global fluidity matrix and load vector by the assembly of the finite
element local fluidity matrices and load vectors. The assembly procedure for
two-noded finite elements is relatively simple; however, a basic understanding of
the process is important with respect to the selection of global node numbering
schemes and the application of boundary conditions. Therefore, Appendix B
provides an overview of the assembly procedure along with a few comments on
bandwidth minimization.

The local fluidity matrices and load vectors are determined using Equation
(4.96) for the fluidity matrix and Equations (4.97) through (4.100) for the load
vector.* The mass flow rate and density values from the most recent iteration
are used in this determination. The density remains constant throughout the
mass flow rate inner iteration and is updated after each outer iteration following
solution of the thermal energy and mass fraction equations. If a quasi-static or
partially dynamic transient solution is sought, the appropriate dynamic terms in
the dynamic mass flow rate load vector [Equation (4.100)] are set to zero.

After the global fluidity matrix and load vectors are assembled, essential
boundary conditions must be applied. As mentioned in Section 4.2, mass flow
rate at a node appears automatically in the load vector as a natural boundary
condition. However, at least one node pressure boundary condition must be
imposed to render the matrix ecuations nonsingular. The number of equations is
reduced by one for every node with a specified pressure boundary condition. For
the remaining equations involving a node with a specified boundary condition,
the corresponding fluidity matrix term multiplied by the boundary node
pressure is moved into the load vector. Pressure and mass flow rate boundary
conditions can be applied at any super node in a flow network but care must be

* Because upwind elements for the mechanical energy equation are not fully implemented,
theses equations are currently used with the upwind factor, 7, equal to zero.
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taken to ensure that the equation set is not under or overspecified. (Super nodes
are defined in Subsection 6.1.3.)

If a steady-state or quasi-static solution of a closed-loop network is desired, a
special closed-loop pressure boundary condition is required to render the pres-
sure equations nonsingular. This boundary condition is also required for the
partially dynamic solution because the dynamic density term is neglected in the
governing equations. (In a closed loop, there may be no "boundaries" at which to
specify a pressure boundary condition, unless an additional line off the closed
loop is included. If there are no pressure boundaries, there are an infinite
number of locp pressure distributions that can satisfy the quasi-static flow
equations. This is analogous to rigid-body motion in structural mechanics; rigid-
body motion is avoided by specifying at least one node displacement.) It should
be noted that a closed-loop network must also include at least one convection
exchange surface to render the fluid temperature equations nonsingular.

For gas-filled closed-loop networks, a special closed-loop pressure boundary
condition can be applied to any of the loop interior nodes. In addition to an
initial pressure guess, the network gas density times the gas constant must be
provided. In a closed-loop network, the density may vary spatially around the
loop but the average density for the network remains constant.

The ideal gas law is used to determine the network average pressure and
based on this average pressure, a pressure-correction factor is calculated. This
pressure correction factor is given as

_ (pR_) I 6.1
PL

where (oR); is the specified network density-gas constant product, T, is the
average fluid temperature for the network, and p; is the average network

pressure. The average fluid temperature is determined such that enthalpy is
conserved globally. Thus
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and the average network pressure is determined by volume-weighting the
element pressures according to the following:
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where j is the element index number, and N, is the number of finite elements in
the network. The pressures for all of the nodes in the network are then
multiplied by the pressure correction factor, which is updated every density
outer iteration. Use of the correction factor thus provides a clused-loop average
network pressure consistent with the ideal gas law applied to a constant fluid
density network. Thus an increase in the fluid temperature results in an
increase in network pressure (and vice versa) due to thermal expansion.

Two additional closed-loop pressure boundary condition options are planned
for SAFSIM. One option will provide pressure control for networks using a low
vapor pressure liquid, such as a liquid metal, and the other option for a high
vapor pressure liquid such as water. The model for the liquid metal option will
include provisions for an expansion volume filled with a cover gas. The model for
the water option will include provisions for a water-vapor filled volume with
heaters and coolers (a pressurizer model).

For distributed flow manifold elements (described in Subsection 5.3), the
mass flow rate fractions must be evaluated before creation of the global fluidity
matrix. The mass flow rate fractions are evaluated using Equations (3.7).

6.1.1 Pressure Solution

After the global fluidity matrix and load vectors are created, and boundary
conditions applied, the matrix equations are solved for the node pressures.
Depending on the problem, the resulting coefficient matrix may or may not be
diagonally dominant or positive definite. For example, as discussed in
Subsection 5.2, the inclusion of pumps and flow area expansions may lead to a
nonpositive definite matrix. The inclusion of upwind elements in the mechanical
energy equation also changes the properties of the matrix. Therefore, three
different equation snlvers are available for solution of the pressure matrix
equations to provide program robustness while maintaining reasonably high
execution speeds. The three solvers are (1) Gauss-Seidel (an iterative solver), (2)
Cholesky decomposition (a direct solver), (3) and Gauss elimination (also a direct
solver). The analyst may select any of these three solvers or let SAFSIM
implement each of the three solvers sequentially until a solution is obtained.

Gauss-Seidel is in general the fastest of the three solvers because it operates
only on the nonzero entries of the matrix. It also requires the smallest amount of
storage space. However, if flow conditions change during a simulation such that
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the coefficient matrix is not diagonally dominant, convergence of this iterative
method may not occur. Diagonal dominance is defined such that

N“I

les| > dmZI%" 6.4)
j=1
J#i

where e is a matrix entry, d,, is a factor that equals 1 for strict diagonal
dominance, i is the matrix row index, j is the matrix column index, and N, is
the number of equations in the matrix that equals the number of nodes minus
the number of pressure boundary conditions. SAFSIM uses this equation, with
d, set to 0.97 to provide some margin, to check for diagonal dominance. If
diagonal dominance is not satisfied, the Gauss-Seidel solver is skipped to save
time because convergence is not guaranteed. The Gauss-Seidel solver is
implemented with a user-specified relaxation parameter to speed convergence.
The default value of 1.1 for the relaxation parameter works well for many
problems but may not be optimal for all problems. The details of the Gauss-
Seidel method with relaxation, along with the Cholesky decomposition and
Gauss elimination methods, can be found in Reference 23.

If Gauss-Seidel iteration is skipped or if it does not converge, the Cholesky
decomposition solver is tried next (Cholesky can be skipped if requested by the
analyst). This is a direct solver (ne iteration required) that operates only on
entries within the semibandwidth of the coefficient matrix and is therefore
relatively fast. Its shortcoming is that it does not work if the coefficient matrix is
not positive definite nor symmetric. In these situations, it is skipped and Gauss
elimination is employed. This is another direct solver. It uses partial pivoting to
minimize round-off error and to avoid division by zero. Also, it operates only on
matrix entries within the bandwidth of the coefficient matrix to greatly increase
speed. Although this is usually the slowest of the three solvers, it is also the
most robust and versatile. The use of three solvers in SAFSIM adds to its
robustness. A fourth solver planned is known as LU decomposition with
iterative refinement. This solver is similar to Gauss elimination but has been
designed to correct for round-off error associated with large matrices.

6.1.2 Mass Flow Rate Solution

Recall that the fluidity (the reciprocal of resistance) is determined using the
most recent value of the mass flow rate, as are the mass flow rate fractions.
Therefore, the node pressures determined by solution of the pressure matrix
equations are not necessarily consistent with the mass flow rates. Using the
newly calculated node pressures, the element mass flow rates can be updated as
part of an inner iteration for mass flow rate. For fully dynamic flow simulations,
the updated mass flow rate is calculated using Equation (4.95), which is just the
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finite element mechanical energy equation [Equation (3.47)] after rearrange-
ment. This equation is repeated here with a u subscript appended to the
updated mass flow rate for clarity. Thus

Py e n+l L

2 1 - n
Py —==p +8.82-—F——m
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For partially dynamic flow simulations, the equation for the updated mass
flow rate can be derived again starting from Equation (3.47) but setting the
density time-derivative term to zero. Thus with mass accumulation neglected,
the updated mass flow rate is given by
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For steady-state and quasi-static transient mode calculations, both the
dynamic density and mass flow rate time-derivative terms are set to zero and
the updated mass flow rate simplifies to

n+l
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6.7

Recall from Subsection 4.1 that a fully implicit formulation is currently used
for solution of the fluid mechanics equation because stable, oscillation-free
solutions result, independent of time step. Another reason for choosing a fully
implicit formulation is that it has a good chance of producing reasonable results
for a variety of flow situations, although it may not be the best for any given
situation. An implicit formulation appears most appropriate for a general-
purpose flow simulator such as SAFSIM. It should be noted that although an
implicit formulation is stable at any time step, accuracy remains very dependent
on time step. Because it is possible to produce stable nonsense if the time step is
too large, the analyst must carefully choose an appropriate time step value for
each flow network. Automatic time step control for fluid mechanics is planned
for a future version of SAFSIM.
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Equations (6.5), (6.6), and (6.7) provide an updated mass flow rate in terms of
the current iteration values of mass flow rate and resistance. Before updating
the Reynolds number and returning to the pressure equations for the next mass
flow rate inner iteration, a relaxation parameter is applied to the updated and
previous values of mass flow rate according to the following:

gyt = A (Y2 ") + (1= 4, Y (6.8)

where the R subscript indicates the relaxed value to be used for the subsequent
iteration, and A, is the relaxation parameter for mass flow rate iterations. The
mass flow rate variable without a subscript represents the value from the
previous mass flow rate iteration (not from the previous time step). This type of
relaxation is referred to as square root relaxation and is very effective in
accelerating mass flow rate convergence. A typical value for the relaxation
parameter is 1.2, which is the default value in SAFSIM. Although the square
root operation is relatively time consuming, the extra computational time is
more than compensated for by the time savings associated with a reduced
number of mass flow rate iterations. The square root relaxation is used for
steady-state and all transient modes of operation.

For partially and fully dynamic transient simulations, the mass flow rate
time-derivative term is also updated after the node pressures are calculated.
However, the relaxed new-time mass flow rate value is not used. Instead, more
rapid convergence is achieved if the time-derivative term is calculated using the
nonrelaxed mass flow rate value; thus

: an+l . n
(é‘m) _my, m ©6.9)
), At;

where m" is the mass flow rate value at the end of the previous time step. The
time-derivative term is used in Equation (4.100) to calculate the dynamic mass
flow rate load vector. This updated load vector, along with the new fluidity, is
used to form the pressure equations for the next mass flow rate iteration. Note
that the mass flow rate time-derivative term appears as an effective load in the
pressure matrix equations.

The last step before initiating the next iteration is to update the mass flow
rate fractions for fully dynamic simulations using Equations (3.9). Note that the
mass flow rate fractions equal 1 if the mass accumulation term (dynamic
density) is neglected and no mass source terms are included.
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Mass flow rate iterations continue uatil the user-specified convergence
criteria is met or the maximum number of iterations is exceeded. The conver-
gence criteria is based on an element mass flow rate relative error given by

. . jn+l
me-—-m

Mg

En =

(6.10)

Convergence of the mass flow rate iterations provides a consistent pressure and
mass flow rate solution for all elements based on the current density values. The
fluid density is updated after solution of the thermal energy and mass fraction
equations, in preparation for a density outer iteration.

6.1.3 Super Elements

Super element capability is provided for the solution of the mechanical
energy equation. This capability allows a series of finite elements to be grouped
into one equivalent super element for computational efficiency. The development
for a super element begins with Equation (3.47). Writing this equation in terms
of the fluid resistance yields

. . L (ém 1o
(B2~ 1) & peA( o 2p o"t) ©.11)

where the 1 and 2 subscripts still refer to the first and second local node of each
element. This equation can then be written for each finite element of a series. A
series of finite elements is defined simply as elements connected end to end with
no branch connections to any of the interior nodes. The individual element
equations are then summed to provide the following:

j=1
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j=1 P j
where N is the number of elements in the super element. The left-hand side of
this equation can be simplified if all of the element mass flow rates in the super
element are assumed equal. Expanding the left-hand side and replacing the

element mass flow rates with the super element mass flow rate produces the
following equation:
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where a number subscript in parentheses indicates the element number, the
nun:her subscripts without parentheses - ow indicate global node numbers
(assuming the nodes are numbered sequentially starting from 1 and ending at
Ng + 1), and J is the super element number. Because the element mass flow
rates are assumed equal, all the interior node pressure terms cancel. Only the
two pressure terms at the nodes of the super element remain. It follows that the
nodes of a super element are called super nodes.

The right-hand side of Equation (6.12) can be expressed as

Ns L (ém m
Hm-g Ahe-—| ==L =
Z[ "oe psA(ﬁt 2pé‘t]j

= i (1 14 6.14)
. om L 1
Hymy - 8,2, - é’tJ (;;{) +my Zl(mg;gte)
J i= j

where #, is the super element flow resistance (the sum of the element
resistances), Az; is the super element change in elevation (the sum of the

element Az's), and (—1;71-) is the sum of the corresponding element terms for the
pe j 4

super element. Based on Equations (6.13) and (6.14), Equation (6.12) becomes
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This is the same as Equation (6.11) written in terms of a super element. Thus a
series of finite elements can be represented as a single super element, greatly
reducing the number of node pressure equations to be solved. After solution of
the super node pressures, Equation (6.11) is used to back out the node pressures
of the individual elements. The analyst should take advantage of super elements
whenever possible because they substantially increase execution speed.

For static and partially dynamic calculations, Equation (6.13) is exact
because then the mass accumulation terms are neglected. The equation is not
exact if mass source terms are included or if the fully dynamic solution mode is
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used. Elements with mass source terms should sin. )ly be specified as individual
super elements with one element each. For the fully dynamic mode, the equation
still provides approximate solutions if mass accumulation is relatively uniform
throughout the super element. As a general rule, if the flow areas of a series of
elements are approximately equal, super elements can be used in dynamic mode
to greatly increase execution speed while providing acceptable accuracy. In this
case, mass accumulation is accounted for in the super element in an average
sense, based on Equation (6.15), with all of the associated elements having an
averaged mass accumulation.

Super elements can also be developed for the solution of the thermal energy
equation if there is no convection heat transfer to the element from a structure
heat transfer element. Because the inclusion of convection is common in system
analysis, the additional bookkeeping complications of thermal super elements
are not included in SAFSIM. Also, solution of the thermal energy equation is
generally easier than that of the mechanical energy equation, reducing the
benefit of thermal super elements.

6.2 Mechanical and Thermal Energy Equation Coupling

The next step in the RISES solution procedure is to solve the thermal energy
equation set. However, before this equation set can be solved and in preparation
for subsequent outer iterations, several coupling terms must be evaluated based
on the solution of the mechanical energy equation set. The coupling terms are
(1) the effective friction factor, f; (2) the flow power, i.e., the mechanical power
converted to thermal power, q,,; (3) the dynamic density effective power, q, 4
the grid Peclet number, Pe;; (5) the upwind factors, n and 7 (6) the flow
direction and associated loss coefficients, K, , and K, ;; (7) the element pressure,

p; and (8) the convection heat transfer coefficients, A, for all exchange surfaces.

The effective friction factor is first introduced in Equation (5.30) of
Subsection 5.3, which deals with distributed flow manifold elements. For this
type of element, the friction factor is modified to account for transpiration flow
effects. This concept is extended to all finite elements such that the effective
friction factor accounts for added loss coefficients and added (L/D),, in addition
to wall friction. The effective friction factor for an element, which can be
determined after the mass flow rate is updated in the mechanical energy
solution, is defined by the following equation:

= D|JL (L A?
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This is the friction factor printed in the output file because it reflects the con-
tribution of multidimensional and nonstandard flow effects based on engineer-
ing factors. This effective friction factor is also used in a correlation that is based
on an analogy between heat and mass transfer in the evaluation of a heat
transfer coefficient.? This heat transfer coefficient corresponds to the friction
factor correlation provided in Equation (3.36) and is but one heat transfer
coefficient option the analyst can select; heat transfer coefficient evaluation is
discussed in more detail later.

As discussed in Subsection 3.3, the flow power is the mechanical power
converted to thermal power and represents recoverable and unrecoverable losses
from compressibility and viscous dissipation. This power can be significant when
the Mach number exceeds about 0.3 or if a compressor is employed. The flow
power is evaluated using Equation (3.72).

The dynamic density effective power is also discussed in Subsection 3.3. This
power is associated with density variations with time and is evaluated only for
the fully dynamic solution mode. The dynamic density effective power is
evaluated using Equation (3.74).

The grid Peclet number is used in the calculation for the thermal energy
equation upwind factor. The grid Peclet number is evaluated using Equation
(4.24). Recall that the grid Peclet number is based on the dispersion-enhanced
fluid thermal conductivity for flow in porous media. The conductivity enhance-
ment factor, ¢, is evaluated at the same time the fluid conductivity is evaluated
(equation set 4 of the RISES procedure which is discussed in Subsection 6.5).

The upwind factor for the thermal energy equation is evaluated using
Equations (4.28), based on the grid Peclet number. The upwind factor for the
mechanical energy equation, though not yet implemented, is evaluated based on
the Mach number as described in Subsection 4.2.

Once the mass flow rate and the flow direction are established, by solution of
the mechanical energy equation, the appropriate loss coefficients are assigned
according to Equations (3.31). The flow direction information is also used to
determine if the node connectivity for the thermal energy equation needs to be
reevaluated. As discussed in the next section, the user can select a flow direction
dependent temperature boundary condition for the fluid. The specified tempera-
ture boundary condition is implemented only if flow is into the element. If flow
is out of the element, a zero heat flux boundary condition is implemented
instead.

The next coupling term to be evaluated is the finite element pressure, which
is used for evaluation of the equation of state. The element pressure is simply
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the algebraic average of the node pressures, which are determined in the
mechanical energy equation solution. Thus

p=P1tP 6.17)
2 4

The final coupling term is the convection heat transfer coefficient. In keeping
with the engineering approach adopted for SAFSIM, convection heat transfer
from an exchange surface to the fluid is modeled using Newton's law of cooling,
which requires a heat transfer coefficient and a wall surface temperature. The
wall surface temperature comes from solution of the structure heat transfer
equations (Section 7). The heat transfer coefficients are determined using
empirical correlations, which are based on the fluid type, the local fluid
conditions, and the flow-structure geometry. Currently, 85 correlations are
available within SAFSIM. This heat transfer coefficient library includes
correlations for gases, liquids, liquid metals, internal and external flow
geometries, pipe flow, porous media flow, flow over tube bundles, forced flow,
natural convection flow, and thermal radiation. In addition, several user-
specified correlations are available to allow the analyst to easily add problem-
specific and special-purpose correlations.

SAFSIM allows the analyst to specify two correlations for each convection
exchange surface. One correlation is used for laminar flow and the other is used
for turbulent flow. As with the friction factor, the flow regime is based on the
Reynolds number which is based on bulk fluid properties. The analyst selects,
for each exchange surface, the Reynolds number above which the flow is
assumed to be turbulent; the Reynolds number below which the flow is laminar
is then 0.6 times the upper limit Reynolds number. Linear interpolation between
the two flow regimes is used for transition flow based on the same interpolation
scheme used for the friction factor [Equations (3.38) and (3.39)]. The choice of
correlation is specified in the structure heat transfer geometry input. Also,
Equations (3.93) and (8.94) are used for those correlations requiring fluid
viscosity based on the fluid temperature at the wall. A list of the available
correlations is provided in the SAFSIM input manual?4 which also contains the
appropriate references for each correlation and the conditions for their use.

Because more than one exchange surface can be coupled to any fluid
mechanics finite element, it is necessary to sum the h A, and h A, T, products
for each surface connected to the same fluid element. These summed products
appear in Equation (4.69) and (4.70) for the convection conductive matrix and
load vectors, respectively.
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6.3 Thermal Energy Equation

Solution of the thermal energy equation provides the fluid temperature
throughout the flow network. Like the mechanical energy equation, inner
iterations are required. For the thermal energy equation, the inner iterations
are with respect to the element fluid temperature. Before the thermal energy
equation can be solved for the node temperatures, the fluid specific heats must
be known for the elements. The constant-volume specific heat appears in the
capacitance matrix while the constant-pressure specific heat appears in the
advection conductance matrix. In addition, two factors are a function of the
element temperature and must be evaluated before the thermal energy equation
can be solved. The factors are the log-mean weighting factor for convection (used
in the convection conductance matrix), and the log-mean weighting factor for the
dynamic temperature term (used in the capacitance matrix).

Based on the current value for the constant-pressure specific heat, the
convection log-mean weighting factor is evaluated using Equation (4.54).
Likewise, based on the current value for the constant-volume specific heat, the
dynamic log-mean weighting factor is evaluated using Equation (4.64). The
mass flow rate remains constant throughout the temperature inner iteration.

The next step is to determine the local capacitance and conductance matrices
along with the associated thermal load vectors. The capacitance matrix is
determined using Equation (4.66) and the conductance matrices are determined
using Equations (4.67) through (4.69). Equations (4.70) and (4.71) are used to
determine the thermal load vectors. Once the local matrices and load vectors are
determined, they are assembled to form global matrices and load vectors. The
assembly procedure is similar to that used for the mechanical energy equation
and is outlined in Appendix B. If a static solution is sought, the appropriate
dynamic terms are omitted from the matrix equations.

Following creation of the global coefficient matrices and load vectors, the
effective total conductance matrix [Equation (4.79)] and the effective total load
vector [Equation (4.80)] are formed. The effective matrices and load vectors
include the implicitness factor, which equals 1 (fully implicit) in the current
version of SAFSIM.

The application of essential boundary conditions is next. Convection heat
transfer and direct fluid heating appear in the load vectors as natural boundary
conditions during the finite element formulation. In addition, either fluid
temperature or zero heat flux boundary conditions can be specified at a fluid
super node. (Boundary conditions for the thermal energy equation are applied at
super nodes to be consistent with boundary conditions for the mechanical energy
equation, even though super elements are not used for the thermal energy
equation. Super nodes are discussed in Subsection 6.1.3.) The zero heat flux
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boundary condition is just a special case of the convection heat transfer natural
boundary condition applied at super nodes. This condition can be used at an exit
node to invoke calculation of the exit fluid temperature. Also, a zero heat flux
boundary condition should be used at interior super nodes that have an applied
closed-loop pressure boundary condition (see Subsection 6.1 for a description of
closed-loop boundary conditions).

If a fluid temperature boundary condition is specified at a super node, the
number of temperature equations is reduced by one. As mentioned in Subsection
6.2, if a temperature boundary condition is specified, it is implemented only if
flow is into the element. If the flow is out of the element, the temiperature
boundary condition is replaced with a zero heat flux boundary condidon so that
the exit fluid temperature can be calculated. SAFSIM monitors the flow
direction at the boundary super nodes at each iteration and adjusts the
connectivity data accordingly.

After the global and effective coefficient matrices and thermal load vectors
are created, and boundary conditions applied, the matrix equations are solved
for the node fluid temperatures. Two equation solvers are available for solution
of the temperature matrix equations: (1) Gauss-Seidel, and (2) Gauss
elimination. These are the same two solvers available for solution of the
pressure matrix equations. Cholesky decomposition, though available for the
pressure equations for subsonic flow, is not available for the temperature
equations because it is applicable only to symmetric matrices; the temperature
matrix is rarely symmetric due to the advective term in the thermal energy
equation.

The analyst can select either of the two solvers or let SAFSIM implement
each solver sequentially to obtain a solution. Gauss-Seidel is an iterative solver
and is in general the fastest of the two solvers. As with the pressure matrix
equations, Gauss-Seidel iteration is bypassed if the coefficient matrix is not
diagonally dominant according to Equation (6.4).

For advectively dominated flow problems, the Gauss-Seidel solver converges
in only 1 or 2 iterations if the nodes are numbered sequentially in the direction
of flow. Such flow direction node numbering is explained more fully in the input
manual.24 If the flow reverses direction or becomes more conductively dominat-
ed, many more iterations may be required. A relaxation parameter can be
applied to this solver; the default value of 1 works well for most problems.

The Gauss elimination direct solver works best if the nodes are numbered in
such a way as to minimize the bandwidth of the coefficient matrix. Bandwidth
minimization is discussed in Appendix B. Gauss elimination is very robust and
works whether the flow is advectively or conductively dominated, independent of
flow direction. However, it is not nearly as fast as Gauss-Seidel iteration for
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advectively dominated flows. The inclusion of both solvers adds to the robust-
ness of SAFSIM. A capability is planned for a future version of SAFSIM in
which two sets of node numbers will be stored. One set will be flow direction
dependent for use with the Gauss-Seidel solver and the other set will minimize
the bandwidth for use with Gauss elimination. This will maximize computation-
al efficiency for all possible flow situations and simplify input model creation.

After the node fluid temperatures are obtained, the element fluid tempera-
tures are updated using Equation (4.39), which expresses the element temper-
ature in terms of the node temperatures and the log-mean weighting factor for
convection. Using this equation results in what is referred to as a log-mean
element fluid temperature. Note that if no convective exchange surfaces are
coupled to a fluid mechanics finite element, the log-mean weighting factor
equals 1/2. This corresponds to a modified Stanton number of zero (4, = 0). With
a weighting factor of 1/2, the fluid temperature is just the algebraic average of
ihe two local node fluid temperatures.

A relaxation parameter for fluid temperature is then applied to the updated
fluid temperature according to

Tpt = 2, T8 + (1~ Ap)T™! (6.18)

where T} is the relaxed element fluid temperature, A, is the element tempera-
ture relaxation parameter, T, is the updated element temperature, and the
temperature variable without a subscript represents the value from the previous
temperature inner iteration. A temperature relaxation parameter of 1 works
well for many flow problems with reasonably behaved fluid properties.

According to Reference 25, the log-mean temperature is the appropriate
temperature to use for property evaluation in the evaluation of friction factor
correlations for nonisothermal flow through porous media. Based on this finding,
the log-mean fluid temperature is used in SAFSIM for the calculation of the
fluid properties for the finite element for all flow geometries. With the
calculation of the relaxed element fluid temperatures, the specific heats are
updated in preparation for additional temperature inner iterations. The new
specific heats are then used to update the log-mean weighting factors along with
the capacitance and advection conductance matrices. Temperature iterations
continue until the user-specified convergence criteria is met or the maximum
number of element temperature iterations is exceeded. Similar to the mass flow
rate inner iterations, the convergence criteria is based on an element
temperature relative error given by
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n+l

TR"T
Ty

Ep (6.19)

where epis the fluid temperature relative error.
6.4 Mass Fraction Equation

Third in the sequence of the RISES solution procedure is the solution of the
mass fraction equation for multicomponent fluids. If only a single fluid is
involved, this step is bypassed. Solution of the mass fraction equation i3 much
simpler than solution of either the mechanical or thermal energy equations.
Unlike those two equations, solution of the mass fraction equation does not
require inner iterations.

As discussed in Subsection 4.3, the governing equation for mass fraction is
just the conservation of mass equation written for a fluid component. Also
mentioned is the fact that the finite element equations for mass fraction are
static; i.e., they don't contain a mass fraction time-derivative term.

The first step in the solution of the mass fraction equation is the determina-
tion of the local dynamic density and advective matrices, along with the mass
fraction load vector. Using the current values for fluid density and mass flow
rate, Equation (4.108) is used to calculate the dynamic density matrix and
Equation (4.109) is used to calculate the advective matrix. Equation (4.110) is
used to calculate the load vector.

The local coefficient matrices and load vectors are then assembled to create a
global mass fraction coefficient matrix and load vector. Boundary conditions are
applied next. A mass source term for a fluid component appears in the load
vector as a natural boundary condition. Also, fluid component mass fraction
boundary conditions can be applied at any super node. Like the thermal energy
equation, super elements are not used for the mass fraction equations, but
boundary conditions are applied at super nodes for consistency with the mechan-
ical energy equation. Also, the mass fraction boundary condition depends on the
Jow direction. For flow out of an element, a zero mass fraction gradient
boundary condition is applied to allow calculation of the exit mass fraction for
the fluid component.

After application of the boundary conditions, the mass fraction equations are
solved using either Gauss-Seidel iteration or Gauss elimination. These are the
same two solvers used for solution of the temperature matrix equations. Because
the mass fraction equations are purely advective, Gauss-Seidel iteration
converges in a single iteration provided the nodes are numbered based on flow
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direction. Refer to Subsection 6.3 for additional comments on use of the Gauss-
Seidel solver.

After solution of the mass fraction equations for the node mass fractions, the
element mass fractions are evaluated using Equation (4.102). The element mass
fractions are used in the determination of the mixture fluid properties. Because
no inner iterations are needed, neither a relaxation parameter nor a relative
error for convergence are required for the mass fraction equation. For a fluid
mixture of N, fluid components, solution of the mass fraction equations is
repeated N, — 1 times. The mass fraction for the final component is determined
from Equation (3.80).

6.5 Equation of State, Properties, and Conservation of Mass

Upon solution of the pressure, mass flow rate, fluid temperature, and mass
fraction equations, the equation of state and fluid properties can be updated.
The fluid density is evaluated for both elements and nodes using Equation (3.83)
for ideal gases, Equation (3.87) for ideal liquids, or user-specified equations via
the built-in equation of state interface. The uid dynamic viscosity is calculated
using either Equation (3.89), Equation (3.90), or user-specified equations. The
two specific heats are evaluated using Equations (3.95) and (3.96), or user-
specified equations. Fluid thermal conductivity is calculated using Equation
(3.98) or user-specified equations. Finally, the conductivity enhancement factor
is determined using Equation (3.101) and the sonic velocity is determined using
either Equation (3.102) for gases or Equation (3.103) for liquids.

For multicomponent fluids, the mixture density and fluid properties are
evaluated using the mixing rules given by Equations (3.84), (3.91), (3.97), and
(3.99) for ideal gases and Equations (3.88), (3.92), (3.97), and (3.100) for ideal
liquids. (Mixing rules for liquid-gas combinations or for two-phase fluids are not
available, although they may be implemented in a future version of SAFSIM.)

Fluid density is used as the outer iteration control variable of the RISES
solution procedure. With the updating of density based on the current values of
pressure and temperature, a relaxation parameter is applied based on the
following equation:

Pt = A,00 +(1-4,)p"! (6.20)

where pj, is the relaxed element fluid density, 4, is the element density relax-
ation parameter, p, is the updated element density, and the density variable
without a subscript represents the value from the previous outer iteration. A
density relaxation parameter of 1 works well for most flow problems in which
the density is a smooth function of temperature and pressure.
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As mentioned in Subsection 4.2, conservation of mass at the nodes is incor-
porated in the mechanical energy finite element equations. In the finite element
assembly procedure, mass flow rates at internal nodes cancel (unless a mass
flow rate boundary condition is specified or the flow is choked) and the dynamic
density term appears in the load vector. The time derivative of density is

updated using the relaxed densities from the current and previous time steps.
Thus

n+l n
(fﬂ) PR _~P_ 6.21)
a), Ay

For fully dynamic calculations, the mass flow rate fractions appear in the
fluidity matrix and also must be updated. The mass flow rate fractions are
determined based on the latest density time-derivative value using Equations
(3.9). The last step in the outer iteration is to calculate the pressure-correction
factor for flow networks with a closed-loop pressure boundary condition.
Equations (6.1), (6.2), and (6.3) are used for this calculation.

The convergence criteria for outer iterations is based on an element density
relative error given by

n+l

Pr—P
PR

€, =

(6.22)

where ¢, is the fluid density relative error.

This completes the solution of the fluid mechanics equations using the RISES
solution procedure. The interaction with and coupling to the other physics
modules is described in Section 10.0, after description of the structure heat
transfer and reactor dynamics modules. To supplement the basic outline of the
RISES procedure provided in Figure 8, a more detailed outline is provided in
Figure 9. This detailed outline summarizes the steps described in Subsections
6.1 through 6.5.
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488008 B8O

calculate mass flow rate fractions for distributed flow manifold elements
calculate fluidity for all elements based on current mass flow rate and density
with friction factor based on flow regime (laminar, transition, or turbulent)
assemble local fluidity matrices and load vectors to form global matrix and load vector
apply boundary conditions and solve pressure matrix equations for node pressures
calculate element mass flow rates based on node pressures
apply square root relaxation to mass flow rates
update Reynolds number to reflect new mass flow rate
check for mass flow rate convergence

]
1

4800 0800838

return for next mass flow rate inner iteration if not converged, otherwise, continue

evaluate mechanical and thermal energy equation coupling terms:
effective friction factor, flow power, dynamic density effective power, grid Peclet number,
upwind factor, element pressure, convection heat transfer coefficient

check for flow direction change and update loss coefficients and connectivity accordingly

calculate local capacitance and conductance coefficient matrices and thermal load vectors

assemble local coefficient matrices and load vectors to form global matrix and load vectors

create effective total conductance matrix and effective total load vector

apply boundary condtions and solve temperature matrix equations for node temperatures

caiculate element fluid temperatures based on node fluid temperatures and convection log-
mean weighting factor

apply temperature relaxation parameter

update fluid specific heats

check for element fluid temperature convergence

return for next temperature inner iteration if not converged, otherwise continue

calculate local dynamic density and advective matrices and mass fraction load vectors
assemble local coefficient matrces and load vectors to form global matrix and load vector
apply boundary conditions and solve mass fraction matrix equations for node mass fractions
calculate element mass fraction based on node mass fractions and mass weighting factor
repeat this block for each fluid component minus one

hlsasas

update equation of state for fluid density and apply relaxation parameter
update fluid properties and apply mixing rules for multicomponent fluids
update mass flow rate fractions

check for element fluid density convergence

88388

return for next density outer iteration if not converged, otherwise end procedure

Figure 9. Detailed Outline of the RISES Solution Procedure
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7.0 Structure Heat Transfer

The structure heat transfer physics module allows the simulation of conduc-
tion heat transfer in any number of structures using a 1-D finite element model.
The structure finite elements can be convectively or radiatively coupled to any of
the fluid mechanics finite elements through the use of exchange surfaces. The
exchange surfaces can also be used to conductively or radiatively couple the
finite elements of one structure to those of another structure using function-
controlled variables. This gives the analyst a tremendous capability for modeling
complex flow systems despite the simple 1-D formulation. Even pseudo 2-D
models can be constructed if desired. Also, SAFSIM is structured to allow
inclusion of a full 2-D or 3-D conduction capability at a later date. A thermal
radiation enclosure capability is also envisioned.

The governing equation for the structure heat transfer physics module is
known as the heat conduction equation. Its solution is simpler than the solution
of the fluid mechanics equations because it involves a single dependent variable
(temperature), and because conduction is strictly a diffusive process. Thus the
equation is not complicated by advective terms as is the case with the fluid
mechanics equations. Also, the network capability for the fluid mechanics
elements, which allows parallel and serial connections of elements to form
complex networks, is not needed for the 1-D structure elements. instead, the
structure elements are always connected in series, resulting in a simple
tridiagonal coefficient matrix.

The network capability of the fluid mechanics elements combined with the
multiple exchange surface capability of the structure elements allows the
analyst to construct models of complex flow systems. An example of a relatively
complex system is a liquid-to-gas heat exchanger. One flow network with a
liquid is used on the tube side with another network with a gas on the shell side.
Exchange surfaces then couple the inside surface of the tubes to the liquid while
additional exchange surfaces couple the outside surface to the gas using
appropriate heat transfer coefficients for the different tube and shell side
geometries. Additional exchange surfaces can be used to include thermal
radiation heat transfer if desired. This generalized structure heat transfer
capability enhances the primary SAFSIM development goal of versatility.

7.1 Governing Equation

As mentioned, the governing equation for the structure heat transfer physics
module is known as the heat conduction equation. Its derivation is based on an
energy balance for a differential volume in which the time rate of change of
energy in the volume (the energy storage term) equals the net efflux of energy
from the surface of the volume (in terms of heat flux) plus the energy generated
in the volume. The energy storage term is expressed in terms of temperature
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and a volumetric heat capacity (density times specific heat), and Fourier's law of
conduction is used to express the heat fluxes in terms of temperature and a
diffusion constant (the thermal conductivity). Fourier's law, which is based on
empirical observation, states that heat flux is proportional to the temperature
gradient, with thermal conductivity as the constant of proportionality. The
complete derivation of the conduction equation can be found in countless texts
on heat transfer. Two such recommended texts are Fundamentals of Heat
Transfer,28 and Heat Transfer.?” The governing equation for conduction heat
transfer in a 1-D structure is

=+ Q" (7.1)

where p, is the structure density, ¢ is the structure specific heat, 7, is the
structure temperature, ¢ is time, k, is the structure thermal conductivity, x is a
coordinate position, and g is the volumetric heat source. In this form of the
conduction equation, the thermal conductivity is assumed independent of
position. This equation, as expected, is the same as the governing equation for
the fluid thermal energy equation [Equation (3.77)] without an advective term.

7.2 Finite Element Formulation

As with the fluid mechanics equations, the finite element method is used in
SAFSIM to transform the conduction equation into algebraic expressions for
numerical solution. A brief overview of the finite element method is provided in
Section 4.0. Like the fluid thermal energy equation, the method of weighted
residuals is used in the development of the finite element equation for structure
heat transfer. The method of weighted residuals requires that the residual error
times a weighting function equals zero in an average sense over the solution
domain. Mathematically, this is expressed as

aTa asz " =
E[vvi[pac ﬁt ka axg Qa]dQ =0 (72)

where Q is the solution domain (the finite element volume), and W, is the finite
element weighting function. This integral formulation is sometimes called the
weak form of the governing equation.

Because the heat conduction equation finite element formulation parallels
that of the fluid thermal energy equation (provided in Subsection 4.1), most of
the formulation details are not repeated here. Using linear interpolation func-
tions, I; [Equations (4.7)], and their corresponding gradient interpolation
functions, B; [Equations (4.11)], for the structure temperature, the individual

page -- 103




Section 7.0 Structure Heat Transfer

terms of the finite element equations are expressed, for a two-noded finite
element, by the following integrals:

Ly,
[C.]= [p.c{W}1|A\dx (7.3)
0
Ly
[Ky]= [R{W)| B]Adx (7.4)
0
L,
[K.]= [h AW} I]P.dx (1.5)
0
L,
{Rp}= [ar{W}Audx (7.6)
0
Ly,
{Rp}= [az{W}Pdx 1.7
0
Ly
{R.}= [h.T{W}P,dx (7.8)
0

where [C,] is the structure element capacitance matrix, [K,] is the conduction
conductance matrix, [K] is the convection heat transfer conductance matrix,
{Rq.,.} is the volumetric heating load vector, {Rq,,} is the heat flux load vector,

{R} is the load vector for convection heat transfer to an exchange surface or
surfaces, L, is the element conduction length, A, is the element conduction area,
h, is the heat transfer coefficient, T is the fluid exchange temperature (the
exchange temperature for the fluid thermal energy equation is the wall tempera-
ture, T,), and P, is the heated perimeter of the exchange surface. For multiple
exchange surfaces for an element, the individual load vectors are simply added
together. The heat flux load vector, {Rq.,}, is not included in the fluid thermal
energy equation but is included in the structure conduction equation. It appears
as a result of the conduction surface integral provided in Equation (4.2). For
structures, Equation (4.3) is modified to include a heat flux term in addition to
the convection term. This allows the analyst to specify a heat flux for an
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exchange surface and adds modeling versatility to the structure heat transfer
model.

The next step in the development of the heat transfer finite element
equations is to define the weighting functions. Because no advective term
appears in the finite element equations for conduction, the upwind elements
used in the fluid thermal energy equation are not needed for the structure
conduction equation. Thus the Bubnov-Galerkin formulation is employed in
which the weighting functions are set equal to the interpolation functions. The
integrals in Equations (7.3) through (7.8) are now evaluated to give

[C.]= _p__;_V_ﬁ ;] (7.9)
[K,]= k{:" [_i 'i] (7.10)
[Kc]=£”§°~‘[i ;] (7.11)
{R,.}= 9——21{1} (7.12)
[R,.}= q—f—{i} (7.13)
{R.}= %Z{i} (7.14)

where V, is the element volume equal to 4,L,, and A,, is the exchange surface
area equal to P,L,. The exchange area appears as the wall area (4,) in the fluid
thermal energy equation when the conduction element is convectively coupled to
the fluid element.

In SAFSIM, the consistent form of the capacitance matrix, Equation (7.9), is
replaced with a lumped capacitance matrix. The lumped form in which the
element capacitance is evenly split between the two nodes is given by
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_peV,|1 0
[C.]==5 [o 1] (7.15)

The lumped form is derived from the consistent form by simply adding the
entries for each row, assigning the sum to the diagonal, and zeroing the off-
diagonal entries. Essentially, the lumped form is equivalent to a finite difference
approach. In some instances, use of the lumped capacitance matrix suffers from
a small loss of solution accuracy for transient simulations compared to use of the
consistent matrix. However, for two-noded elements, the loss of accuracy is
insignificant, especially with respect to other inherent inaccuracies such as
those due to material property uncertainties. Also, the lumped approach avoids
the nonphysical spatial oscillations that sometimes occur with the consistent
approach if used with too coarse of a mesh. The analyst should be warned that
in such instances, although the lumped matrix provides physical and intuitive
results, it may be at the expense of reduced accuracy.

A schematic of a sample finite element model for structure heat transfer is
provided in Figure 10. The nodes are numbered 1 through 5, and the corre-
sponding four element numbers are in parentheses.

end1 (1) (2) @) (4) end 2
*—o ¢ ® ®
1 2 3 4 5

Figure 10. Structure Heat Transfer Finite Element Model Schematic

For transient simulations, the conduction equation can be solved in quasi-
static or dynamic mode. In quasi-static mode, the temperature time-derivative
term is set to zero and only boundary conditions and the thermal loads from
convection to a fluid change with time. This mode is appropriate if the time
constant for the structure is much smaller than that of the fluid. The quasi-
static mode has the advantage of removing time step restrictions for the
structure. In dynamic mode, the time-derivative term is included.

Following the procedure outlined in Equations (4.72) through (4.81) of the
fluid mechanics thermal energy equation, the global dynamic finite element
equation for structure conduction is written as

(KT} ={R.} (7.16)

where [K_ ,] is the effective total conductance matrix defined as
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4B A];, [C.]+0ur[K.] (7.17)

and {I—?,} is the effective total load vector defined as

(&}- [A—lt:[C,]- (1- eHT)[K,]]{T,}" +(1-Bur R Y +6ur{RY™ (118)

where At, is the structure time step, 6y is the implicitness factor for heat
transfer, and [K]] and {R} are the total conductance and load vectors,
respectively, given by

[K.]=[K:]+[K.] (7.19)

and
{R}={R,.}+{R,}+{R.} (7.20)

The load vector depends on the heat transfer coefficient and the fluid
temperature, which are determined as part of the fluid mechanics solution.
Because of the explicit coupling between the fluid mechanics and structure heat
transfer physics models, only the values at the beginning of the system level
time step are available. (The explicit coupling of the physics modules is
explained more fully in Section 10.) Equation (7.18) is modified to reflect this,
providing the following revised equation for the effective total load vector:

(B[ -le)- (- oK oy + (2 aam

The material properties are evaluated at the beginning of each structure heat
transfer sub-time step. (Each structure can have its own sub-time step that can
be less than or equal to the system level time step.) Although an iterative
approach could be used to determine the properties at the end of each sub-time
step, such an iterative approach is not used in SAFSIM. Thus the capacitance
and conductance matrices are evaluated once at the beginning of each sub-time
step. In general, using the beginning-of-sub-time step property values provides
sufficient accuracy for a system engineering simulation, especially in consid-
eration of the uncertainties associated with most material properties. Smaller
sub-time steps can be used if required to account for properties that are strongly
dependent on temperature.
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A lumped capacitance matrix [Equation 7.15)] is used in SAFSIM because in
addition to simplicity, it allows easy implementation of an automatic implicit-
ness algorithm. This algorithm automatically determines the optimum (with
respect to accuracy) implicitness factor for each element of the structure, for
each sub-time step. As discussed in Subsection 4.1, there are several common
selections for the implicitness factor, 6y, A factor of 0 results in a fully explicit
formulation, which is easy to implement but is undesirable in a general-purpose
program because of the associated time step restriction required for stability
[Equation (4.82)]. Implicitness factors greater than or equal to 1/2 ensure
stability at any time step but provide variable levels of accuracy. Recall that a
stable solution may exhibit spatial oscillations; although these oscillations
diminish in time (they grow in time for explicit algorithms), they can lead to
significant inaccuracies. For any given time step, there is an implicitness factor
that provides optimum accuracy. Such an optimum implicitness factor is
determined for each element of a structure based on a finite element adaptation
of an algorithm?8 for finite difference equations. This algorithm is given by the
following equation:

1 1
Oyp = —————— 7.22
T 71— exp(-4,) 4, (7.22)

where 4, is a dimensionless time step defined as

2, <At
At

(7.23)

where At is the explicit time step limit calculated for a finite element as

pscV,
Aty = 2 (7.24)

kA, = 2 1
- +—(h,A
k 2;46 2(0 ex)BC

where N, is the number of convection exchange surfaces assigned to the
element, and the Bc subscript indicates the inclusion of a convective boundary
condition at a node connected to the element. This term is zero for interior
elements. The explicit time step limit is the maximum time step that can be used
in an explicit algorithm (64, < 1/2) based on stability considerations. It is
instructive to think of this limit as an effective time constant for the element.
The larger the time constant, the slower the transient response. Based on
Equation (7.22), if the time constant decreases, the optimum implicitness factor
increases to a maximum value of 1 (fully implicit). If the time constant
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increases, the optimum factor decreases to a minimum value of 1/2 (Crank-
Nicolson). The explicit time step limit for a node, which is the quantity printed
in the structure heat transfer output, is determined as

N4
(Atg), = ( N;ﬂ(&rl

v A e g (7.25)
5[ 20| s

i=1 j

where the summation from j equals 1 to 2 indicates the sum of the terms for the
two elements adjacent to node i. For nodes at a boundary, there is only one
adjacent element.

To avoid evaluation of the exponential term, Equation (7.22) is replaced by
the following more computationally efficient expressions:

6
9”“’1}"[1"(1'%] ] for A, <10 andOHT=1-—'-%- for A, 210 (7.26)

8

The advantage of the variable implicitness factor is that it ensures stability
while optimizing accuracy for a given time step. To further enhance SAFSIM's
conduction heat transfer model, an adaptive time step control algorithm is
included in conjunction with the automatic implicitness factor algorithm. This
time step control algorithm is given by

At, = f,Atg™ (7.27

where f; is a user-specified fraction greater than zero, and Atgi“ is the minimum
value of all of the node explicit time step limits for the structure. Although very
simple, this algorithm, in conjunction with the automatic implicitness factor
algorithm, provides efficient time step control for the structure in most
situations. The default value for the fraction of the explicit limit is 1/2, which is
adequate for most structures. For structures that do not strongly influence the
system response, larger values of f; can be used to reduce execution time at the
expense of reduced accuracy. However, values greater than about 3 should be
avoided because of possible excessive errors.

The next step is to assemble the local matrices and load vectors into a global
matrix and load vector. With two-noded elements connected in series, the
assembly process results in a global coefficient matrix that is tridiagonal. Thus
only the diagonal, subdiagonal, and superdiagonal entries of the matrix need be
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stored. Further advantage of the tridiagonal matrix is realized in SAFSIM by
using a tridiagonal matrix equation solver. SAFSIM uses the Thomas algorithm,
which is a popular tridiagonal algorithm that can be found in most numerical
methods texts such as Reference 23.

Before the conduction matrix equations are solved for the structure node
temperatures, the boundary conditions must be imposed. Three types of
boundary conditions can be imposed at the end nodes of a structure: (1)
temperature, (2) specified heat flux, and (3) convection. Combinations of
specified heat flux and convection boundary conditions can also be imposed if
desired. (A special heat transfer coefficient can be selected to model thermal
radiation heat transfer boundary conditions via the convection boundary
condition option.) At least one temperature or one convection boundary
condition, or at least one convection exchange surface must be specified for each
structure to render the matrix equations nonsingular.

A very simple way to introduce a temperature boundary condition at an end
node is to set the diagonal entry equal to 1, the offdiagonal entries equal to 0,
and the corresponding load vector entry equal to the desired temperature. A
heat flux boundary condition requires nothing more than including the specified
heat flux in the load vector via Equation (7.13). A positive value of heat flux
indicates heat leaving the structure. A zero heat flux boundary condition at an
end node dictates a zero temperature gradient at that location. A convection
heat transfer boundary condition is imposed by adding h A, to the diagonal
entry, and h A, T to the corresponding load vector entry. In addition to the
boundary conditions, multiple heat flux and convection exchange surfaces can be
specified for any element as part of the finite element equations.

After solution of the matrix equations, the element temperatures are
determined as a function of the node temperatures using

T,,+T,,
Ta,j = —“1“’2

(7.28)

where the j appearing in the temperature subscript indicates the element num-
ber, and the 1 and 2 appearing in the temperature subscripts indicate the first
and second local nodes of the element.

Structure material properties, ¢ and k,, can be specified as a function of
element temperature if desired. Although the governing equation for conduction
is based on a spatially uniform conductivity for a differential volume, the
material properties can vary from element to element dependent on the element
temperature. Five options are available in SAFSIM for specifying material
properties: (1) table lookup based on linear interpolation of randomly spaced
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temperature data, (2) table lookup based on linear interpolation of uniformly
spaced temperature data, (3) an ntt order polynomial function of temperature
(where n is user specified), (4) a power-law function of temperature, and () a
constant.

More than one exchange surface can be specified for a conduction finite
element. Because the solution is 1-D, all exchange surface temperatures are
assigned the associated element temperature. Likewise, although more than one
convection boundary condition can be applied to an end node, all are assigned
the associated node temperature. Convection heat transfer fluxes, as printed in
the output, are determined based on the following equation:

q!=(1-0ur)a:]" +Ourlas]"" (7.29)
where g is the convection heat transfer flux based on Newton's law of cooling:

q/=h.(T,; - T) (7.30)

where T'is the fluid temperature corresponding to the coupled exchange surface.
According to Equation (7.29), the printed heat flux is a weighted average of the
beginning- and end-of-time step values.

The conduction equation derivation is based on conduction in a solid
structure. However, it also applies to conduction in a porous media as long as
the specified density for the element times the element volume equals the mass
of the solid in the element, and the volumetric heat source times the element
volume equals the appropriate power for the element. Its important to ensure
that a consistent combination of microscopic and macroscopic values of proper-
ties and dimensions is used. Also, conductivity for the porous media must be
specified as an effective bed conductivity. Correlations for such effective bed
conductivities are abundant in the porous media technical literature. One such
correlation? is

kpay = [—11—11—- ek, (7.31)
1, ﬁ)

ks k

r

where kp,, is the effective conductivity for a porous media, ¢ is the porosity, kg is
the conductivity of the solid, and &, is an effective thermal radiation conductivity
given by
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k, = 4ope, DT? (7.32)

where oy is the Stefan-Boltzmann constant, e, is the surface emissivity for
radiation, D is the particle diameter, and 7, is the structure temperature.
Equation (7.31) accounts for particle-to-particle thermal radiation and
conduction at the contact points. It is important to recognize that any correlation
for effective conductivity used in SAFSIM should not include the effects of fluid
conduction because it is already accounted for in the fluid thermal energy
equation.

As discussed in Subsection 6.2, heat transfer coefficients for each convection
exchange surface and boundary condition are specified as part of the structure
heat transfer input. One correlation for laminar flow and another correlation for
turbulent flow must be specified. The correlations are evaluated as part of the
fluid mechanics solution. The analyst must also supply a Reynolds number
above which the flow is assumed to be turbulent (the Reynolds number below
which the flow is assumed to be laminar is then 0.6 times this upper limit) and
an equivalent diameter for heat transfer. These quantities can be different than
specified for the coupled fluid mechanics finite element to allow consistency with
the selected heat transfer coefficient correlation. The default value for the
transition Reynolds number is that of the fluid network to which the exchange
surface is coupled. The equivalent diameter for heat transfer is used in the
selected correlation and in the evaluation of the Reynolds number for
determination of flow regime. The default value is that of the coupled fluid
mechanics element.

An example of the use of different equivalent diameters for fluid mechanics
and heat transfer involves the modeling of a thermocouple heat transfer
structure within the fluid flowing through a pipe. The equivalent diameter for
the fluid mechanics finite element is the pipe diameter (used for friction factor
determination) whereas the equivalent diameter for the structure exchange
surface is some effective thermocouple diameter. Thus with respect to the pipe,
this is an internal flow geometry but with respect to the thermocouple it is an
external flow geometry.

An extensive heat transfer coefficient library is available in SAFSIM and
includes gas, liquid, and liquid-metal correlations. Both internal and external
flow geometry correlations are provided including flow in or over porous media,
pipes, tube banks, annuli, spheres, and flat plates. The correlations also cover
forced, free, natural, and mixed flow conditions. Also, a correlation is available
to simulate thermal radiation to the fluid. Lastly, an interface is provided to
allow the inclusion of special-purpose user-specified correlations. The corre-
lations, along with appropriate references and conditions for their use, are
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provided in Appendix C of Reference 24. Selected heat transfer coefficient
correlations are provided in Appendix C of this document.

Another SAFSIM feature that should be mentioned is the COPIES input
variable. The analyst can set COPIES to any number greater than or equal to
zero. This variable multiplies the exchange surface area specified in the
structure input to obtain the wall exchange area used in the fluid mechanics
solution. Thus

A, = COPIES. A, (1.33)

where 4, is the wall exchange surface area used in the fluid mechanics solution
and A,, is the exchange surface area specified for the structure.

An example of the use of the COPIES variable involves the modeling of a
heat exchanger with multiple tubes. If a group of tubes are expected to behave
similarly, conduction heat transfer in only one tube need be modeled. COPIES is
then set equal to the number of similar tubes so that the correct amount of heat
is transferred to the fluid. Also, the COPIES variable can be set to zero to model
supplemental structures. For example, a group of power-producing particles can
be modeled as a single "lumped" structure for computational efficiency. The
power of all of the particles would be assigned to the elements of the structure
and an effective conductivity would be used for the elements. A single particle
could then be modeled in detail to allow prediction of its internal temperature
profile. To avoid double accounting of the power associated with that particle,
COPIES is set to zero.

Because the structure heat transfer physics module in SAFSIM goes beyond
what is normally associated with a 1-D model, the model is referred to as an
enhanced 1-D model. The multiple exchange surfaces and boundary conditions,
along with the COPIES variable, provide features that allow the engineering
simulation of complex problems at the system level.

7.3 Automatic 1-D Finite Element Generation

To simplify construction of a structure heat transfer input model, an
automatic finite element generator is provided. This element generator
determines the appropriate conduction area and volume for each element of the
structure based on the selected geometry. The automatic element generator
accommodates four basic geometries: (1) cylindrical, (2) spherical, (3)
rectangular, and (4) linear.

The input for the element generator depends on the geometry. For

rectangular geometry, the width and height of the structure, along with the
position of the two structure ends, are required. The conduction area for each
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element is simply the product of the width and height. The volume is the area
times the element length. If desired, the generator calculates the element
lengths as the difference between the end positions divided by the specified
number of elements.

For linear geometry, the areas and positions of the two structure ends must
be provided. The element conduction areas are then determined using linear
interpolation of the end areas as a function of the element center position.
Again, the element lengths can be specified or automatically determined as the
difference between the end positions divided by the specified number of
elements.

The conduction areas for the cylindrical and spherical geometry options are
somewhat more involved because the governing equation for conduction
[Equation (7.1)] is based on a rectangular (Cartesian) coordinate system. If, for
example, conduction in a cylindrical structure is to be modeled, the rectangular
finite element equation can be used with the conduction area for each element
set equal to the algebraic average of the two node areas. Reasonable solutions
can be achieved with this average area provided a sufficient number of elements
are used. A better choice for the conduction area, however, is the log-mean area
because less elements are required for a desired accuracy. For a spherical
structure, the geometric mean is the appropriate choice for the conduction area.
The derivations for the log-mean and geometric mean conduction areas follow.

First, the heat flow through a surface, q, is expressed as

dT,
dx

q=k,A, (7.34)

where A, is the appropriate conduction area to be determined. For an axi-
symmetric cylinder of height H, the conduction area at radial position r is

A, =2nrH (7.35)

where 7 is the circumference of a circle divided by its diameter (3.14152...), and
r is the radial position. Next, Equations (7.34) and (7.35) are combined and
rearranged to give

Q%C =2nHEk,dT, (7.36)

Both sides of this equation are then integrated from radial position r, to position
r, to provide the following new expression for heat flow:
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_ 2nHk, AT, (1.37)

Inl 2
n
where AT, is the temperature at position 2 minus the temperature at position 1.

Likewise, Equation (7.34) is rearranged and integrated to yield

AT,

q= kaAk (I‘2 _ "1)

(7.38)

The conduction area is assumed independent of position for this integration,
consistent with a rectangular geometry.

Equations (7.37) and (7.38) are then combined with A, expressed in terms of
the node conduction areas. Thus

A = 27H(r, - 1y) _ A Ay
RO
n An

where the 1 and 2 subscripts indicate radial positions 1 and 2, respectively.
Therefore, A,, and A, are the conduction areas for the two nodes of the element.
The conduction area provided by Equation (7.39) is the appropriate conduction
area for a finite element in cylindrical geometry and is known as the log-mean
area.

(7.39)

A similar procedure is used to derive the appropriate element conduction
area for a spherical geometry. For a complete sphere, the conduction area at
radial position r is

Ak = 47["2 (7-40)

Combining this equation with Equation (7.34) and rearranging gives
q fi-;- = 47k, dT, (7.41)
r

Both sides of this equation are then integrated from radial position r, to position
r, to provide the following new expression for heat flow in a sphere:
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_ 4rnk, AT,
1 1

n n

(7.42)

Equations (7.42) and (7.38) are combined and rearranged to provide the
following expression for the element conduction area in terms of the node
conduction areas:

Ak = 4”"1"2 = ‘\’Ak].AhZ (7.43)

This conduction area is the appropriate area for a finite element in spherical
geometry and is known as the geometric-mean area.

For solid cylinders and spheres, Equations (7.39) and (7.43), respectively, are
not applicable for the inner element. For the inner element, the conduction area
is determined as the element volume divided by the element length; thus

AA

A, =
kLk I

(7.44)

The log-mean and geometric-mean conduction areas provided by Equations
(7.39) and (7.43) are derived assuming complete cylinders and spheres. SAFSIM
also allows automatic element generation for partial cylinders and spheres. The
derivations are extended by replacing the equations for the conduction areas at
a radial position [Equations (7.35) and (7.40)] with appropriate expressions for
area as a function of radial position and angle.

For a cylinder, the area is
7]
A,=[rHdo=6rH for 0<0<2x (7.45)
0
For a sphere, the areais
9 ¢
Ay = [ [r*singdgdo=r’6(1-cosg) for 0<6<2x and O<psz  (7.46)
00

where 6is the meridonal angle, and ¢ is the azimuthal angle, both in radians.
Figure 11 shows the geometry for the two coordinate systems. These equations
are used in place of Equations (7.35) and (7.40) for the node areas. The node
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areas are used in the evaluation of the log-mean and geometric-mean conduction
areas for an element based on Equations (7.39) and (7.43).

Both cylindrical and spherical geometry options for the automatic element
generator require input of the inner and outer radial positions of the structure.
In addition, the cylindrical option requires input of the height, H, and meridonal
angle, 6. The spherical option requires input of the meridonal angle, 6, and the
azimuthal angle, ¢. The finite element volumes are determined for cylindrical
geometry using

V. =

s

.:ll—~:|

0H H
[ [rdHdedg = -6(r} - r}) (7.47)
00

and for spherical geometry using

n

r, 5.3
Vs =fffr2 sin¢d¢d9dr=9(l_cos¢)(r2 . )

n00

(7.48)

As with the other geometry options, the element lengths can be specified or
automatically determined as the difference between the end positions divided by
the specified number of elements.

Figure 11. Geometry for Cylindrical and Spherical Coordinate Systems
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8.0 Reactor Dynamics

The reactor dynamics* physics module allows the simulation of the time-
dependent neutron density in a nuclear reactor. This is the simplest of
SAFSIM's three physics modules because the numerical model is zero
dimensional. Such a space-independent approach is referred to as a "lumped" or
"point" model and is common in the nuclear industry because it is adequate for a
broad range of problems, especially at the engineering level. In a point model,
the neutron density may be a function of position, but the shape of the function
is assumed to remain constant in time. Referring to the model as space-
independent is somewhat misleading because, in fact, several space dependent
features of the reactor are accounted for in the governing equations via
engineering factors.

Any number of delayed neutron groups can be included in the model to
account for the different neutron generation rates of the different isotopes
produced during operation. Also, any number of decay heat groups can be
included to allow prediction of the heat arising from the decay of the reactor
isotopes. An arbitrary source of neutrons also can be included if desired.

The reactor dynamics physics module allows the analyst to account for
reactivity feedback between the reactor neutron density (or power) and the fluid
mechanics and structure heat transfer physics modules. As many feedback
variables as desired can be included to account for interactions with such
parameters as fluid density and structure temperature. Furthermore, the form
of the feedback coefficients used to define the feedback relation is user specified.
Reactor control laws also can be implemented if desired. Thus all the complex
and synergistic interactions occurring within a nuclear reactor system can be
simulated at the engineering level.

8.1 Governing Equations

The equations governing the dynamics of neutron density in a nuclear
reactor can be derived from the time-dependent neutron diffusion equation or
the transport equation. Another simpler approach is based on a neutron balance
for the reactor. The details of the different approaches can be found in Reference

.31. The neutron balance approach is presented here for simplicity.

The neutron balance approach, expressed qualitatively, balances the time
rate of change of neutrons with the rate of neutron production minus the rate of
loss. For a "point" model, the number of neutrons in the reactor is regarded as

+ As suggested by Ott,30 the phrase "reactor dynamics" (as opposed to "reactor kinetics") is used
to indicate the inclusion of feedback effects in the governing equations.
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an integral or volume-averaged quantity. The neutron balance is expressed by
the following equation:

N
dn n A n
-5 = (l_yﬂ)ke_+ Z;,'ici + 4, - T 8.1)
dt j=1 — Z
time rate prompt neutron  go1,yad peutron :::rtggn nem:on
gg :léﬁlg:m productionrate o/ 4\ ion rate loss rate

where n is the neutron density (or any quantity proportional to the number of
neutrons in the reactor), ¢ is time, 7 is an energy correction factor that accounts
for the fact that delayed neutrons are created at lower energies than prompt
neutrons and therefore experience different (usually lower) leakage and capture
rates, S is the total delayed neutron fraction, which is the fraction of neutrons
that are delayed (i.e., not produced promptly), %, is the effective neutron multi-
plication factor, which is the number of neutrons produced (prompt or delayed)
per neucron lost for a finite reactor of a given geometry (i.e., corrected for leak-
age), l is the effective neutron lifetime (also corrected for leakage), ¢ is the group
index number, N, is the number of delayed neutron precursor groups, 4 is the
delayed neutron decay constant for precursor group i, C, is the delayed neutron
precursor concentration for group i, and g, is the extraneous neutron source.

Based on these definitions, n/l can be interpreted as the neutron loss rate;
therefore, k,n/l is the neutron production rate. Multiplying this by the fraction of
neutrons produced promptly (1 — yf) gives the prompt neutron production rate.
The delayed neutron precursor decay constant is the probability that the
precursor isotope decays and produces a delayed neutron. Thus the product of
the decay constant and the precursor concentration is the rate of delayed
neutron production.

Two new definitions are now introduced: the neutron generation time is
defined as the effective neutron lifetime divided by the effective neutron
multiplication factor, and the reactivity is defined as the change in &, from the
critical condition (where &, = 1 defines a critical reactor in which the production
and loss rates of neutrons are exactly balanced) divided by %,. Thus

l
lg = 7%: (82)
and
k,-1
P="7 (8.3)
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where [, is the neutron generation time, and p is the reactivity (The dash
through the p variable is used to distinguish this variable from fluid density).

These definitions are introduced into Equation (8.1), which after rearrange-
ment produces

- Ny
i’—l:.(f_}:ﬂ_)n+21ici+q” (8-4)
dt lg i=1

In addition to this equation, an equation is required to predict the delayed
neutron precursor concentration response for each group. The delayed neutron
precursor concentration equation is again just a balance between production and
creation; thus for each precursor group

dé; - yiBik, n- A.C.

ibi (8.5)
dt l ——
L= \—y——/ precursor
time rate precursor oss rate
of change of  production
precursors rate

where y is the group i energy correction factor, and S, is the group i delayed
neutron precursor fraction* such that

Nﬂ
wB=B=2 /b 8.6)
i=1

where the quantity 38 is the effective total delayed neutron fraction, which is
commonly assigned the variable f. The total delayed neutron fraction for a
thermal-spectrum reactor is typically about 0.007, which means that less than
1% of the neutrons are delayed. These delayed neutrons, however, have a
significant influence on the control of the reactor.

Combining Equations (8.2) and (8.5) gives the following equation for delayed
neutron precursor concentration as a function of time for group i:

dC; _v.b;i
bkt Y 7.4 SN W o )
a1 A

g

8.7

*+ Values for 4; and g; can be found in Reference 32. In general, six groups are adequate to
represent all the different isotopes produced during operation although additional groups may
be required to account for photoneutrons associated with reactors containing beryllium.
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The solution of Equations (8.4) and (8.7) provides the neutron density and
delayed neutron precursor concentrations as a function of time. It should be
pointed out that although n is defined as the neutron density, it also can be
defined as any quantity proportional to neutron density (such as power density,
power, and neutron flux) as long as consistent units are used for C; (same as n)
and ¢, (same as dn/dt). From here on, n is defined as the reactor total neutron
power (or the instantaneous neutron power) because this is a quantity of direct
interest in a system level simulation.

In addition to Equations (8.4) and (8.7), an equation is included to predict the
decay heat precursor concentrations as a function of time. This equation, which
balances the production and loss of decay heat precursors, for each decay heat

group j is

H.
———ddtl =B n-AH, (8.8)

where H; is the group j decay heat precursor concentration, ﬂf’ is the group j
decay heat fraction, which is the fraction of the neutron power that produces
decay heat precursors for group j, and ,1},-1 is the decay constant for decay heat
precursor group j.* This equation is dependent on n but Equations (8.4) and

(8.7) are not dependent on H;. Therefore, Equation (8.8) can be solved after
solution of Equations (8.4) and (8.7).

The decay heat precursor concentration is then used to predict the decay heat
power using the following equation:

Ny
ny = AH, (8.9)

j=1

where n, is the decay heat power, j is the decay heat group index number, and
N, is the number of decay heat precursor groups. The prompt neutron power
(also referred to as the fission thermal power) is defined as

n, =(1—,B")n (8.10)

+ Values of /11}-{ and ﬂfi can be found in Reference 33. In general, eleven groups provide an
acceptable approximation of decay heat for thermal-spectrum reactors.
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where n, is the prompt neutron power, and B is the total decay heat fraction
given by

Ny
g =3 B} (8.11)

j=1

The total decay heat fraction, 87, for a thermal-spectrum reactor is typically

about 0.07, which indicates that at steady state about 7% of the thermal power
is produced by decay heat.

The effective reactor thermal power is then the sum of prompt power and
decay heat power:

ne=n,+n, (8.12)

where n, is the effective thermal power.

There are four variables that define reactor power; they are repeated here to
emphasize and clarify their different meanings: the total or instantaneous
neutron power (n), the decay heat power (n,), the prompt neutron or fission
thermal power (n,), and the effective thermal power (n,). All four power
variables are provided as reactor dynamics output and are available for use in
the other physics modules via function-controlled variables. It should be noted
that the total neutron power is the power that would be measured by a neutron
detecting device whereas the effective thermal power is the power that would be
transferred to a coolant and reflected in the coolant temperature increase. The
two are equal only at equilibrium (steady-state) conditions.

The availability of the prompt (n,) and delayed (n,) components of thermal
power allow the analyst to apportion the power to different locations within the
reactor. For example, fission power is deposited and generated at essentially the
same location (within the fuel) whereas much of the decay power, which is
transmitted primarily by long-range gamma rays, is deposited far from where it
is generated. This can be important in transients when the relative contri-
butions from fission and decay power are continually changing. In addition to
power apportionment based on whether the power is prompt or delayed, the
analyst can spatially apportion the thermal power among various structure
finite elements to account for axial, radial, and azimuthal power profiles in the
reactor if desired.

The initial values of the neutron power, the delayed neutron and decay heat
precursor concentrations, and the reactivity must be provided before the
governing equations can be integrated (solved). If the steady-state values are
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desired for the initial values, they are determined in terms of the initial neutron
power by setting the time-derivative terms of Equations (8.4), (8.7), and (8.8)
equal to zero and rearranging. Thus

N,
ZA’;’C? +q2
£ =yB-1, E‘l"—-,;r—" 8.13)

C? = Yibi o 8.14)
and
H® =21 np® (8.15)

where the 0 superscript indicates the initial value.

The key to coupling the reactor dynamics solution to the fluid mechanics and
structure heat transfer solutions is the total reactivity, p. Two kinds of
reactivity can be specified: programmed and feedback. Programmed reactivity
represents the effect of some type of control mechanism such as control rods or
drums. This allows the simulation of reactor control laws whereby the control
mechanism differential reactivity worth is a function of other system
parameters. Several built-in control laws are available in SAFSIM to specify the
programmed reactivity as a function of time. Also, an interface is available to
allow the analyst to supply their own control laws via a subroutine. With this
user-specified subroutine, the analyst can define the programmed reactivity as a
function of any system parameter or parameters and can include inertial effects
of the control mechanism if desired.

Feedback reactivity represents the inherent effect of changing system
parameters, such as reactor temperature, on the neutron population. The
feedback reactivities are inherent to the system, which means they are the
result of direct physical processes. An example feedback reactivity is that due to
changes in fuel temperature. A change in fuel temperature changes the effective
absorption rate of neutrons and thereby influences the production of neutrons.
The feedback reactivities are represented by the following equation:

de = ahdxk ' (8-16)
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where dpg, is the differential feedback reactivity for feedback term k, g, is the
feedback coefficient for term %, and dx, is the term % differential of some variable

x, where x may represent temperature, density, power, or any other system
parameter. The total differential feedback reactivity is then

N, N,
dp = dp, = D a,dx, 8.17
k=1 k=1

where k is the feedback term index number, and N, is the number of differential
feedback terms.

The analyst has complete control over the number of terms and the
functional form of the feedback coefficients via function-controlled variables
(described in the next section). For example, a temperature coefficient may be
specified as a constant or as a function of an inverse temperature. Also, the
temperature can be some weighted average of several structure finite elements.
A special mathematical function is provided in SAFSIM to calculate this average
temperature and is presented in Appendix D. Both the functional form of the
feedback reactivity and the number of function arguments can be controlled by
the analyst. This control affords the analyst versatility in the simulation of
complex systems.

8.2 Solution Procedure

The first step in the reactor dynamics solution procedure is to update the
total reactivity to reflect changes in the programmed and feedback reactivities.
The following equation is used to perform this update:

mit = gm o (% s 43 e Ax 8.18
o) =0 + i tr +Zak k . )
k=1

where g is the total reactivity, the m+1 superscript refers to the end of time step

value and the m superscript refers to the beginning of time step value (m is used
as the time level index instead of the usual n to avoid confusion with the reactor

dt

the sub-time step for reactor dynamics, Ax, is the change in the feedback
parameter x,, and the terms within the summation are the differential feedback
reactivity terms. The programmed reactivity is evaluated every reactor dynamics
sub-time step but the differential feedback reactivities are only evaluated every
system level time step. Tighter coupling between the feedback terms and the

power variable), (Eﬁiﬂ) is the time derivative of programmed reactivity, At, is
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other physics modules can be accomplished by decreasing the system time step if
necessary.

The next step is to solve Equations (8.4) and (8.7) for the neutron power and
delayed neutron precursor concentrations. The solution of such rate equations is
sometimes referred to as integrating the equations. Between Equations (8.4) and
(8.7), there are a total of N, + 1 equations that must be integrated. Two
integrators (described in detail in Reference 23) are available in SAFSIM:
Runge-Kutta-Fehlberg (RKF) and Euler. Both integrators employ adaptive time
stepping to obtain a specified relative truncation error. Also, both integrators
solve the N, + 1 equations in line (sequentially) starting with Fquation (8.4),
which means that current values of n and C; are used in the solution for the
future values. Iterations are not taken to converge the dependent variables to
the end of time step values. The in-line approach is computationally efficient
and in general is satisfactory for most problems, especially when the
uncertainties introduced by other assumptions in the model are considered.

The RKF integrator is fifth-order accurate and in general is very robust. The
relative truncation error for adaptive time stepping is based on the maximum
difference between fourth- and fifth-order solutions for each of the dependent
variables. Thus

£, = max[an,sq] fori=1to N, 8.19)
where
m+l1
g, = | oth~Tan (8.20)
Ngyp
and
m+1
Coun=Caun |
= | Bth__“4th 8.21
EC, th l' ( )

where ¢, is the maximum relative truncation error for reactor dynamics, &, is the
relative truncation error for n, £, is the relative truncation error for the delayed

neutron precursor concentration for group i, and the subscripts 5th and 4th
indicate the fifth-and fourth-order solutions, respectively.

The Euler solver is offered as a very simple integrator. Although less comp-
utations are required per time step, more time steps are required to obtain the
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same accuracy as the RKF integrator. However, for some problems not requiring
a high degree of accuracy, the Euler integrator may be more efficient. Adaptive
time stepping is based on an approach known as step doubling. In this approach,
a solution is obtained for each dependent variable using the current time step.
Next, the time step is halved and the solution repeated. The relative truncation
error for each dependent variable (n or C) is then approximated as the
difference between the two solutions divided by the one-half time step solution.
The relative truncation error is the maximum relative error for all the
dependent variables. Thus

£, =max|e,,ec | fori=1to N, (8.22)
i
where
m+1
g, =22 (8.23)
ny2
and
m+l
Cuz=Ci |™
8.24
oo =| 7 (8.24)

where ¢, is the maximum relative truncation error for reactor dynamics, ¢, is the
relative truncation error for n, ¢¢, is the relative truncation error for the delayed

neutron group ¢ concentration, and the subscripts 1/2 and 1 indicate the one-half
time step and full time step solutions, respectively.

A third integrator using the Kagonove® method is planned for inclusion in
SAFSIM. This integrator was developed specifically for the reactor dynamics
equations and has the advantage of allowing large time steps.

The next step in the reactor dynamics solution procedure is the solution of
the decay heat equations, given in Equation (8.8), for H; as a function of the
time-averaged value for n. Rather than solving these equations numerically, an
analytical solution is employed given by the following equation:

H H
H;= %ﬁ - (H;’ - g-;—',-ﬁ]exp[zﬁi (¢° - t)] (8.25)

J J
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where 7i is the time-averaged neutron power for the current time step, and
again the 0 superscript indicates the initial value. The initial value for each new
time step is the value from the previous time step. The time-averaged neutron
power is determined as

m+1 m
7= "—-2*—"- (8.26)

After solution for the H}'s, the decay, prompt, and effective thermal powers are
evaluated using Equatnons (8.9), (8.10), and (8.12), respectively.

In preparation for the next reactor dynamics sub-time step, the sub-time step
is adjusted based on the relative truncation errors determined by Equations
(8.19) or (8.22). The adjustment is made using the following algorithm:

At = At (E;—)E 8.27
r B .

r

where the superscript "new" indicates the adjusted value, and &? is the desired
relative truncation error (the default value is 1:10-). This algorithm performs a
reasonable job of maintaining the desired truncation error. User-specified
minimum- and maximum-allowed sub-time step values prevent unrealistic sub-
time steps. Also, the sub-time step is not allowed to exceed the system time step.

A variable of general interest is the reactor period, which can be considered
as the time constant for the reactor power. The following inverse period is
calculated and provided in the reactor dynamics output:

m+1
o)
1_ n (8.28)

where 7 is the reactor period based on the total neutron power, and  is the
corresponding inverse period. Also provided is

o
AT / (8.29)

At,

1_— w—-—
P
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where 7, is the reactor period based on the effective thermal power, and w, is the
corresponding inverse period. The reactor period is sometimes called the
asymptotic period or the e-folding time.

Reactivity, as defined by Equation (8.3), is a unitless quantity. SAFSIM also
provides the reactivity in units of dollars (§) and cents (¢) where $1 of reactivity
is defined as a reactivity equal to the effective total delayed neutron fraction. A
reactivity equal to half of this is then referred to as 50¢ of reactivity. Expressed
in equation form:

Py = (8.30)

=Y i)

where g is the reactivity in dollars and cents.

The reactor dynamics model in SAFSIM is general in that the analyst has
considerable control over the problem specifications. In addition to allowing
selection of the number of delayed neutron and decay heat precursor groups, the
number of reactors can be selected. Because any number of feedback reactivities
can be arbitrarily specified, multiple reactors can be coupled by providing
appropriate coupling feedback terms for the different reactors. Such an approach
is consistent with the engineering philosophy adopted for all of SAFSIM's
models.
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9.0 Function-Controlled Variables and Functions

Function-controlled variables are a special feature provided in SAFSIM thet
allow the analyst to specify many of the input variables as any function of many
of the output variables. Though there is really no theory associated with
function-controlled variables, this section is included to provide a few qualitative
examples of the versatility they allow in modeling complex systems. Reference
24 contains quantitative examples of functions and function-controlled variables
along with additional details on their use and implementation.

Function-controlled variables and functions are implemented in SAFSIM in
such a fashion that if they are not used, they impose no computational overhead.
The basic forms for a function-controlled variable are

y=Xx 9.1)
and
y=f(x) 9.2)

where y is the function-controlled variable, x is a signal-variable function, and a
mathematical function is indicated by f( ). Functions can be nested such that
they are functions of other functions. A signal variable function is a basic output
variable from SAFSIM, such as temperature or pressure. A mathematical
function is any function such as cosine (and other trigonometric functions), table
lookup, conditional statements, max and min functions, polynomials, averaging,
and radiative heat fluxes. The equations for a few mathematical functions are
provided in Appendix D. A list of variables that can be function controlled along
with a library of available functions is provided in Appendices A and B of
Reference 24. Analysts are encouraged to review these lists to become familiar
with what is available.

Functions and function-controlled variables are updated either at the
beginning or end of the system time step. Placement of the function and
function-controlled variable input data allows selection of when they are
updated: after solution of the fluid mechanics, structure heat transfer, or reactor
dynamics physics modules. A few examples of the use of function-controlled
variables are offered here to provide a spring board for their development for
specific problems. Only simple qualitative examples are offered because the
details of how a particular function-controlled variable (and associated
functions) is implemented depends on the specific application.

Example 1: The action of a valve can be simulated by specifying the K-factor for
a fluid mechanics finite element to be a function of some signal. A check valve
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can be simulated by specifying the signal as the valve pressure drop. Also, a
motor operated valve can be simulated by specifying the signal as time. Inertial
effects of the valve can be included in the function if desired.

Example 2: The effect on friction factor due to thermal expansion and
contraction of the walls of an annulus can be simulated by specifying the
equivalent diameter of the appropriate fluid mechanics finite elements as a
function of the temperature of the coupled structure heat transfer finite
elements. The mathematical function can be a simple thermal expansion model
or a more complex stress-strain-displacement model.

Example 3: A temperature or heat flux boundary condition for a structure can be
specified as a cosine function of time to simulate an oscillatory boundary.
Conditional statements can be included to switch the function to a linear ramp
based on the occurrence of some other event, such as the attainment of a given
mass flow rate.

Example 4: Very complex flow systems can be separated into several individual
networks to increase program execution speed (by decreasing the semi-
bandwidth of the associated matrix equations). The connecting nodes of the
networks can be linked via function-controlled variable boundary conditions.

Example 5: Reactivity feedback terms such as Doppler feedback can be specified
as a function of an average reactor fuel temperature. All feedback terms must be
specified using function-controlled variables.

Example 6: Exchange surfaces of multiple heat transfer structures can be
radiatively coupled, including view factors. Likewise the surfaces can be
conductively coupled, including contact resistances. Pseudo multidimensional
conduction models also can be built in this way.

Example 7: Time step control for the system can be specified as a function of the
behavior of its components. Likewise, convergence criteria can be controlled by
factors such as the attainment of maximum or minimum limits. Also, the choice
of quasi-static or partially dynamic fluid mechanics solution procedures can be
specified as a function of the time rate of change of certain variables.

Example 8: The Reynolds number for transition between laminar and turbulent
flow heat transfer can be used as an on-off flag to simulate dryout (transition
from liquid to vapor) of a structure surface.

Example 9: Pump speed and direct fluid heating can be controlled to simulate
predicted pump cavitation.
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Example 10: Flow areas and diameters of fluid mechanics finite elements can be
specified as function of wall temperature and fluid velocity to account for
ablation of the surface.

As is evident, the possibilities are essentially endless. And for very complex
functions, the analyst can make use of the user-supplied function interface. This
allows analysts to incorporate their own functions into SAFSIM if desired. The
analyst must be cautious not to implement a feedback loop that is incompatible
with the numerical solutio1. strategies used in SAFSIM; it is possible to put the
program into an infinite loop.

It should be pointed out that function-controlled variables that are specified
as functions of time are modeled in a quasi-static mode. Thus the time-
derivative of the variable is neglected in the governing equations. For example,
the fluid mechanics governing equations are formulated using a fixed control
volume. Therefore, the geometry time-derivative terms are neglected. As long as
theses terms are small compared to other terms in the equations, neglecting
them is appropriate. Analysts must be aware that this may not always be the
case and so using function-controlled variables to simulate time-varying
geometry would then be inappropriate.

Another point that must be made is that if, for example, volume is specified
as a function-controlled variable, related quantities such as flow area and length
are not automatically modified. This is because there is more than one way to
make the modification (such as maintaining a constant area and changing the
length or vise versa). Therefore, if changes in related quantities significantly
affect the solution, the analyst must also specify the related quantities as
function-controlled variables using appropriate functional relationships.
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10.0 System Solution Procedures

In the previous sections, the governing equations and the associated solution
procedures for the three physics modules are described. This section contains a
description of the steady-state and transient solution procedures used for the
system. A system is any combination of fluid mechanics flow networks, heat
transfer structures, nuclear reactors, and associated function-controlled vari-
ables and functions. The system solution procedures couple the three physics
modules and the function-controlled variables to allow simulation of the
synergistic effects between componeats.

The coupling of the physics modules in SAFSIM is explicit. This means that
the latest output values from one physics module are used as input for the next
physics module. There is no iteration between the modules to advance all
physics module solutions to a consistent end of time step solution. The disadvan-
tage of this approach is that for very tightly coupled systems, smaller system
time steps are required compared to an implicitly coupled procedure. Thus
multiple system level iterations are avoided in an explicit procedure at the
expense of smaller system time steps. In general, the uncertainty associated
with explicit coupling is small compared to other uncertainties in a system
model, such as those associated with material properties, geometry, heat
transfer coefficients, and friction factors.

There are advantages, however, to an explicitly coupled procedure. In
addition to being easy to implement, such a procedure allows the specification of
different sub-time steps for each fluid mechanics network, heat transfer
structure, and nuclear reactor in the system, all of which may have vastly
different characteristic time constants. Explicit coupling thereby improves
computational efficiency because a component with a relatively slow time
response is not forced to execute at the smaller time step associated with a fast-
response component. The analyst can always reduce the system time step until
the uncertainties associated with explicit coupling are sufficiently small for the
problem of interest.

Figure 12 provides a schematic of the system solution procedure for both
steady-state and transient simulations. The fluid mechanics module is updated
first for all flow networks. Next, the structure heat transfer module is updated
for all structures. Finally, the reactor dynamics module is updated for all
nuclear reactors. The figure also shows the order that the function-controlled
variables and functions are updated for the system and for the fluid mechanics,
structure heat transfer, and reactor dynamics physics modules. It is important
to understand that any function-controlled variable can be placed in any of the
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function-controlled variable blocks.* The same is true for functions. Thus
placing a function in the block for fluid mechanics specifies that the function is
evaluated immediately after the fluid mechanics modules are updated. Also note
that functions are evaluated before function-controlled variables. Generally,
functions and function-controlled variables that are dependent on time should
be placed in the system block because they are updated at the beginning of each
new system time step, before any of the physics modules are updated.

steady state * * transient

A
Update System Functions
A ‘ Update System Function-

’ Controlled Variables
Update Fluid Mechanics
Solution for all Networks

Update Fluid Mechanics Functions
Update Fluid Mechanics Function-
' Controlled Variables
Update Heat Transfer
Solution for all Structures
Update Heat Transfer Functions
Update Heat Transfer Function-
, Controlled Variables
pdate Reactor Dynamics
Solution for ali Reactors }
Update Reactor Dynamics Functions
Update Reactor Dynamics Function-
Controlled Variables
- steady-state iteration > new time step >

vy v

Figure 12. Schematic of the System Solution Procedure

Two paths are shown in Figure 12, one path for steady-state simulations and
one path for transient simulations. Note that for steady-state simulations,
functions and function controlled variables in the system block are updated only
once at the beginning of execution based on the user-specified initial conditions.
For example, if a mass flow rate boundary condition is specified as a function of
time in the system block, it is evaluated at the problem start time (variable

+ SAFSIM input is divided into eighteen data blocks. Eight of these blocks are for function-
controlled variables and functions. Refer to the input manual, Reference 24, for details.
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TSTART) specified by the analyst. It is not updated again during the steady-
state simulation. If a transient simulation is then initiated subsequent to the
steady-state simulation, the mass flow rate boundary condition is updated at the
beginning of every new time step. Modeling versatility is enhanced by allowing
the analyst to select the placement for functions and function-controlled
variables; analysts should evaluate the optimum placements based on the
specifics of each problem.

As mentioned earlier, the physics modules, function-controlled variables and
functions are explicitly coupled for transient simulations. Actually, the coupling
is not purely explicit. For example, the temperature solution for a heat transfer
structure that includes convection to a fluid network uses the updated fluid
temperatures (end of current time step values). This is because the fluid
mechanics modules are updated before the structure heat transfer modules. On
the other hand, the temperature solution for the coupled fluid network uses the
structure temperatures from the end of the previous time step because those
values are the most current available. Such coupling is sometimes referred to as
semiexplicit, which may connote that there are limited iterations between
modules. The coupling is referred to as explicit in this manual to emphasize that
there are no iterations between modules.

Two methods are available in SAFSIM to perform steady-state simulations.
The first method involves executing a transient simulation until all time-
derivative terms are sufficiently small. Function-controlled variables can be
configured to monitor such convergence if desired. The second method is, in
general, faster but may not be as robust for very complicated systems. In the
second method, all time-derivative terms are set to zero. Iterations are then
performed between physics modules, function-controlled variables and functions
until the wall temperatures for all convective exchange surfaces converge. A
relaxation parameter can be specified according to the following equation:

y = A, T +(1-2, )01 (10.1)

where 7T}, ; is the relaxed wall temperature for the current iteration i, 4, is the

wall temperature relaxation parameter, 7. is the wall temperature for the
current iteration before relaxation, and 7' is the wall temperature for the

previous iteration i-1. Generally, overrelaxation (4, ~ 1.6) greatly accelerates
convergence to steady state.

Convergence is monitored based on both absolute and relative wall
temperature errors. The absolute error is

e =|Ti - TS| (10.2)
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and the relative error is

lTui; T A (10.3)
g, = - =X .
T T

The relative error convergence is checked only if the absolute error is not
satisfied. This facilitates convergence for networks containing both high- and
low-temperature structures. For systems with no convective exchange surfaces,
three coupling iterations are taken. This is usually sufficient to achieve
consistency between physics modules and function-controlled variables.
Following steady-state convergence, a transient simulation is automatically
initiated if the problem end time (variable TEND) is greater than the start time.
Thus the two steady-state simulation methods can be combined if desired or if
necessary for complex systems.

As discussed in Section 6, quasi-static, partially dynamic, and fully dynamic
solution modes can be implemented for transient fluid mechanics simulations.
Also, quasi-static and dynamic solution modes can be implemented for transient
structure heat transfer simulations. The desired mode for each flow network and
each structure is specified in the input and can be function controlled. Thus the
analyst can change modes during the course of a transient to enhance execution
speed. Whether the mechanical energy equation is solved can also be function
controlled. Turning the mechanical energy equation off may be desirable if the
flow field is not changing significantly. Choosing the solution mode and mechan-
ical energy equation option also allows the analyst to perform parametric "what
if* analyses to improve understanding of a system's response.

Throughout this manual, several user-supplied subroutines are discussed
that allow the analyst to interface with the physics modules and functions. A
system level subroutine interface is also available to further enhance the ability
to interact with SAFSIM. This subroutine is called after all physics modules,
function-controlled variables, and functions are updated for every steady-state
iteration and for every transient time step.
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11.0 Summary and Comments

This section provides a brief summary of SAFSIM. In addition, several
comments are offered regarding its development and use. These comments
provide additional guidance on the application of SAFSIM to system modeling.

SAFSIM was developed to provide a general-purpose engineering tool for
simulating the integrated performance of complex flow systems. Extensive use of
engineering factors and approximate methods are made to simplify complex
systems to a level appropriate for fast execution on personal computers and
workstations. This approach is common in the engineering sciences when the
component-level details are not as important as the overall system performance
and when approximate engineering solutions are needed with minimal expend-
iture of resources.

Fluid mechanics is modeled using a 1-D network finite element method.
Structure heat transfer also is modeled using a 1-D finite element method with
multiple convection heat transfer exchange surface capability to enable coupling
to the fluid mechanics solution. A point reactor dynamics model is included to
allow simulation of nuclear reactors, including feedback coupling to the fluid
mechanics and structure heat transfer solutions.

Although the fluid mechanics model is based on 1-D geometry, networks of
finite elements connected in series and parallel can be constructed. The
structure heat transfer model also is 1-D, but flow networks and structures can
be coupled via multiple exchange surfaces. Together, the two models provide a
pseudo-multidimensional capability. Such extended 1-D models are often
sufficient to obtain a first-look understanding of a system's performance and
provide guidance as to where to spend additional computational and experi-
mental analysis resources.

The reactor dynamics model is included in SAFSIM to allow simulation of
nuclear reactors for power and propulsion applications. In fact, SAFSIM was
developed specifically to address the system response of several conceptual
advanced space nuclear reactor systems and related experiments. However,
SAFSIM's versatility enables its application to a broad range of engineering
disciplines outside the nuclear field. Also, this versatility makes SAFSIM
particularly useful for performing parametric analyses.

Developing input models can be very time consuming because all geometric,
property, and operational information must be provided by the analyst. In fact,
for complex systems, the model development time may exceed the simulation
and analysis time. Although SAFSIM is based primarily on 1-D physics models,
creating input models can be quite challenging. In many instances, creating a
meaningful 1-D input model is more difficult than creating a multidimensional
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model. This is because a significant amount of engineering judgment and
knowledge is required to condense the actual multidimensional system into an
equivalent 1-D representation. Because there is more than one way to perform
this condensation, more than one model may need to be constructed to determine
which is most appropriate for the problem under consideration.

There are many graphics-based computer programs available for generating
computational meshes for multidimensional geometries. Unfortunately, there
are no graphical computer programs available to create 1-D input models from
detailed geometry information. Such a program, complete with an engineering
knowledge data base, is a long-term development goal for SAFSIM. Until such a
program exists, it is necessary for the analyst to transform the problem
description into the appropriate form for SAFSIM input. For complex problems,
or for problems in which geometric design sensitivities are to be studied, it may
be worthwhile to create special-purpose programs to facilitate the input gener-
ation process.

Several suggestions are offered here to aid the analyst in the process of
condensing complex multidimensional data to equivalent 1-D representations.
Suggestions also are included to improve the computational efficiency of the
simulations.

# Identical parallel flow channels can be grouped into a single equivalent
channel if the details of the flow in each of the separate channels are not of
interest. The effective flow area and volume for the equivalent channel is
the sum of the separate flow areas and volumes. The flow length and
equivalent diameter, however, are the same as that for the identical
channels in order to yield the correct Reynolds and Peclet numbers, and
friction factor.

® Similar pumps connected in series or in parallel can be grouped into a
single equivalent pump. For multiple pumps connected in series, a
combined characteristic curve is formed by adding the pump heads for
each volumetric flow rate value. For multiple pumps connected in parallel,
a combined characteristic curve is formed by adding the volumetric flow
rates for each pump head value.

®» Very complex flow networks can be separated into smaller, simpler
networks to reduce the semibandwidth of the global pressure matrices and
thereby reduce potential roundoff error. The simpler networks are coupled
via function-controlled pressure and mass flow rate boundary conditions.
Thus the outlet pressure boundary condition of one of the simpler
networks is specified as the calculated pressure for the inlet of a
connecting simpler network. The inlet mass flow rate boundary condition
of the connecting network is then specified as the calculated outlet mass
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flow rate of the other network. Because function-controlled variables are
evaluated only after a system time step, the system time step might have
to be reduced, compared to the single complex network, to provide
adequate coupling of the simpler networks.

Transients in fluid flow networks involving gases can often be adequately
simulated in quasi-static mode to increase computational efficiency. This
mode is an option in SAFSIM whereby the time-derivative terms are
omitted from the fluid mechanics governing equations.

Obstructions in a flow stream can be simulated, with respect to pressure
drop, by including appropriate loss coefficients. Likewise, appropriately
reduced wall exchange areas can be used to account for the reduction in
convection heat transfer due to the obstruction. Detailed component-level
simulations may be required to determine the appropriate adjustments.

Structures with irregular shapes can be approximated with equivalent
cylindrical, spherical, or rectangular structures. Volume (heat capacity) of
the irregular and equivalent structures should be conserved to provide the
correct total internal heat generation (if any), and to ensure reasonable
dynamic response predictions. Such models provide reasonable predictions
of the average temperature. Supplemental structures can be included,
representing segments of the irregular structure with adjusted conduction
lengths and areas, to provide estimates of peak temperatures. Detailed
component-level simulations may be required to determine the appropriate
adjustments for special shapes.

Two-dimensional conduction can be approximated using multiple
structures coupled via function-controlled heat flux exchange surfaces.
This method of modeling conduction in a second direction should be used
for the conduction direction that is not dominant.

Correction factors can be applied using function-controlled variables to
"force" a component response. The correction factor can be based on experi-
mental data or on detailed analyses. For example, turbulent recirculation
zones in a plenum can be accounted for (with respect to pressure drop) by
specifying a loss coefficient as a function of flow rate. Or temperature rise
in a pump can be adjusted by specifying direct fluid heating (variable
QDIR) as a function of temperature, pressure, or mass flow rate.

A multiple-lump, lumped-capacitance, transient conduction model can be
used if temperature gradients in a certain direction are not important or
not of interest. For example, a pipe wall can be constructed by choosing a
rectangular geometry with 1-D conduction along the length of the pipe
instead of choosing cylindrical geometry with conduction in the radial
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direction. Such a model provides temperature gradients along the length of
the pipe but not in the radial direction, which is the direction for
convection heat transfer to the fluid. Neglecting conduction in the radial
direction is reasonable if the Biot number is small. (The Biot number is the
ratio of the thermal resistance within the solid to the resistance from fluid
convection at the surface.) This approach is computationally faster than
using multiple structures with radial conduction because only a single
structure is needed for the entire pipe. If the Biot number is large (greater
than about 0.1), this approach can still be used if the heat transfer
coefficient is modified to account for the large internal conductive
resistance of the solid. A technique for determining such modified heat
transfer coefficients for cylindrical fuel rods is provided in Reference 35.
This technique was generalized for multilayered cylindrical structures and
the resulting equations are provided in Appendix E.

® A multiple-lump, lumped-capacitance, transient conduction model can also
be used for packed beds. In such a model, heat transfer within the bed is
based on an effective bed conductivity that accounts for particle-to-particle
thermal radiation and conduction at the contact points. A modified heat
transfer coefficient is then used to account for the internal conductive
resistance of the particles comprising the packed bed. A technique for
determining such modified heat transfer coefficients for spherical fuel
particles is provided in Reference 36. This technique was generalized for
multilayered spherical structures and the resulting equations are provided
in Appendix E.

» Identical heat transfer structures can be grouped by simply modeling one
structure and specifying the appropriate number of copies (variable
COPIES) to provide the correct total power convected to the fluid.

Because of the complexities involved in flow system modeling, the analyst
should check the computed results for reasonableness. Sometimes it might be
desirable to isolate a part of the system to verify that its performance is as
expected. As with any numerical model, mesh size parametric studies should be
conducted to verify that the results are not too strongly dependent on the chosen
mesh. Similarly, time step parametric studies should be conducted for transient
simulations, especially for the system time step. Whenever possible, the
predicted results should be checked with experimental results, other computer
programs, or even with simple analytic equations. An example of such a check is
to perform a simple steady-state energy balance on the fluid over all or selected
regions of the system. It should be noted that because SAFSIM provides the
solution to a total energy equation, kinetic and potential energy must be
included in such a balance. Thus
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total energy
| 2 .2 \
g =m| (hg-h) +3(vE-v})+g.(2:-2) (11.1)
(NS \ AL .
internal and kinetic potential
pressure energy energy energy

where g, is the total heating rate to the fluid (power), m is the mass flow rate, i
is the fluid enthalpy, v is the fluid velocity, g, is the acceleration due to gravity
in the vertical direction, and z is the elevation. The 1 and 2 subscripts indicate
the entrance and exit of the selected region, respectively.

The current version of SAFSIM contains about 20,000 FORTRAN lines;
about one-third of the lines are descriptive comment lines. SAFSIM development
is by no means complete. However, the program architecture was designed with
expansion and modification in mind; thus new features and capabilities can be
added with relative programming ease. Also, SAFSIM was designed with many
user interfaces built into the program, allowing each analyst to tailor SAFSIM
for their particular application without having to fully understand the internal
programming structure and solution techniques.

A sample application is provided in Appendix F to demonstrate the type of
problems that can be addressed with SAFSIM. The problem addresses the
laminar flow instability of an internally heated packed bed cooled with a gas.
Input and output files are included.

Versatility is the primary development objective of SAFSIM provided by
numerous input options and modeling features. Because of the many available
options, it is impossible to check all possible combinations of options that an
analyst may select. Also, not every SAFSIM feature has been fully tested or
implemented. Therefore, although a limited number of benchmarking and
verification problems have been exercised, the analyst should conduct their own
problem-specific benchmarking whenever possible. As is the case with any
general-purpose computer program under development, "bugs" should be
expected.

SAFSIM is a functional computer program that runs on a personal computer
or workstation and provides the analyst with a tool for obtaining engineering
solutions to complex system analysis problems. The general-purpose nature and
versatility of SAFSIM make it a candidate analysis tool for a broad range of
engineering disciplines. Additional enhancements and features are envisioned to
make SAFSIM even more versatile, expanding the class of problems for which it
is applicable.
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Seiver's Law of Simulation:

Every Simulation is Accompanied by an Equal
Amount of Dissimulation

An Addendum to Seiver's Law:

Distinguishing the Dissimulation From the
Simulation is the Engineer's Goal
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Appendix A: Area Change Loss Coefficients

The following equationsA! are used in SAFSIM, if desired, to automatically
determine appropriate loss coefficients (K-factors) for abrupt and gradual
expansions and contractions. The positive flow direction is from position 1 to
position 2 as indicated by the arrows. Angles are in degrees.

Abrupt Expansion (based on velocity at position 1)

2
. . 24 A 4A
K =1.05(1———-1— ke S ik X Al
2 =2 3A2)+(A2) 34, @D

Abrupt Contraction (based on velocity at position 2)

3
K, =l( _éz_)“ A2

Gradual Expansion (based on velocity at position 1)

SR 2
K, , =32[tanp]"® (1 - %21-] where [tan ] = -——-—-—VAz/LA‘—l A

\ 7z~
1 2
(A.3)
Gradual Contraction (based on velocity at position 2)
+ 4 3 2
A A,
K, ,=|-0.0125 -& 0.0224| =2 | -0.00723| =%
_— o [ (AlJ i (Al) (Al] '
1 2
0.00444(%2—) - 0.00745}&,3 - 27p® - 10¢] where ¢ = 0.03497
1

(A4)
Figure Al. Area Change Loss Coefficients
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The following criteria are used to distinguish between abrupt and gradual
expansions and contractions:

if (A=Al g5l42-4

then the expansion is abrupt

if (A2 =4l 2.5 A1 - Al i en the contraction is abrupt

(A.5)

where A is the finite element area, and A; and A, are the areas at the nodes.
These criteria were arbitrarily chosen for SAFSIM implementation and may not
be appropriate for all situations. Equations (A.1) through (A.4) are applicable to
reverse flow simply by reversing the 1 and 2 positions (i.e., A; becomes A, and A,
becomes A)).

Appendix A References
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Corporation, New York, NY, Second Edition, pp. 145-215, 1986.

page -- 146




Appendices

Appendix B: Finite Element Assembly Procedure

The finite element assembly procedure provides the recipe by which the
individual entries of the finite element local matrices are combined to form a
single global matrix. Also, the load vectors of the local finite elements are
combined to form a single global load vector. If [C] is the global coefficient
matrix and {b} is the global load vector, then solution of the following matrix
equation provides the desired dependent variable:

[C){x} = {b} (B.1)

where {x} is the solution vector.

The assembly procedure is probably best explained with an example based on
simple two-noded 1-D finite elements. An example four-element flow network is
shown in Figure B1. There are five global nodes numbered 1 through 5 and the
element numbers are enclosed in

5
parentheses. The local node numbers are B
not included in Figure Bl to reduce @
clutter. However, each element has two ___ (1) - | &
local nodes numbered 1 and 2. The 1 2 3 4

correspondence between local and global

node numbers is provided in Table B1. Figure B1. Example Flow Network

Table B1. Local-Global Node Number Correspondence

Local Global Local Global
Element # Node # Node # Node # Node #
O 1 1 2 2
@) 1 2 2 3
3 1 3 2 4
4) 1 3 2 5

The individual entries in a local element matrix are indicated as c{’. The

ik

superscript designates the associated element number and the ik subscript
designates the entry location in the local matrix where ¢ is the row number and
k is the column number. Thus the entries for the element (1) local matrix are

) _

Cap

Similarly, the local matrix for element (2) is

1) 1
€y Cy2
(1) (1

Cag

(B.2)
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@ @
@ _|%n C2
[¢] ’[ @ @ ®8.3)

Ca1 Ca

Because all elements have two local nodes, the subscripts ¢ and & are always 1 or
2. Thus global node 2 corresponds to local node 2 of element (1) and to local node
1 of element (2).

The individual entries for an element load vector are indicated as b{. Again,

the superscript designates the associated element number and the i subscript
designates the entry location in the local load vector where i is the row number.
The local load vectors for elements (1) and (2) are

{b}(l) = {bf”} B

(2)
B = {th)} (B.5)

The local element matrices and load vectors for the other three elements are
similar. Following the same convention for subscripts and superscripts, the
solution vector is written as

, ) (x)
xél) - x§2) Xy
{x}={x® = x® = x® } ={x5 } (B.6)
x$ X4
L x5V ) %)

The vector to the far right is written in terms of the global node numbers.

The first step in the assembly procedure is to construct an n by n matrix,
where n is the number of global nodes (5 in this example). Next, the local
element entries are inserted into the appropriate locations of the global matrix.
The appropriate locations are determined by the two global node numbers for
each element and the selected ordering of the solution vector entries. For
element (1), the global node numbers are 1 and 2, which correspond to rows 1
and 2 of the solution vector. Thus the intersections of rows 1 and 2 with columns
1 and 2 provide the appropriate locations as indicated graphically in the next
equation.
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column numbers

1 23465
TXTXT ) 1
EETT) ®
[C] = b 3 row numbers
I .
A 1 8]

where X marks the intersection locations and the prime mark on [C] indicates
that this is just part of the total coefficient matrix. Following the same procedure
for element (4) gives

column numbers

1 2345
R
| | | |
S S N O N ®-8)
[C] =1 ___iX} [ Xi] 3¢ rownumbers
e
TTTTT 1T
|___IXL X8

If the entries in the solution vector are ordered differently, different intersection
locations occur but the procedure is the same. The diagonal entries of each of the
local element matrices are then inserted into the diagonal intersection locations
of the global matrix such that each entry multiplies the appropriate x entry.
Likewise, the lower and upper offdiagonal entries of the local element matrices
are inserted into the lower and upper offdiagonal entries of the global matrix,
respectively. (Upper offdiagonal entries are those above the diagonal entries.)

Assembling the local matrices for the five finite elements produces the
following global matrix:

Ex e 0o 0 0

et (e +ei?) cz 0 0
Cl=| 0 o (@ redeed) o off ®9)

0 0 @ B0

| 0 0 0 0 e

and the associated global load vector is
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b{l) )
b +b®
{b} = {62 +b{® +b{*»
b®
BY

(B.10)

na

.

If x is specified as a boundary condition for a global node, then the
corresponding column from the coefficient matrix is multiplied by the corres-
ponding row of the solution vector and moved into the load vector; the
corresponding row is then eliminated, thereby reducing the order of the matrix
by 1. In the example, if x; is specified, the load vector becomes (before
elimination of the first row)

.

{8}=1

\

bV

m)
- xlcn

bg" +b{® — x5y

b +5® + b

b®

v

bé4) ‘

B.11)

Now the first row is omitted from all global vectors and from the coefficient

matrix to give the following matrix equation:

(2 +e?) @ 0 0[] (o0 b el
@ (@), A8) , a4 3)  (4) @ | p® L p@®
Ca1 (sz +cfP +c{1)) ¢y cfz *3 by” +bi +bl(3) B.12)
: & e ol X
! 0 ci¥ 0 cg’ ||%] b

In the preceeding procedure, the global matrix was assembled element by
element. It is also possible to form the global matrix one row at a time. For a
given row i, the global diagonal entry is just the sum of the local diagonal
entries for all elements connected to node i. If the element is connected at local
node 1 then the ¢, entry is used and similarly, if the element is connected at
local node 2 then the c,, entry is used. If global node i is a boundary node, the
appropriate c entry times x; is subtracted from the load vector entry for that row.
The lower global offdiagonal entries are simply equal to the lower local off-
diagonal entries of all connecting elements and the upper global offdiagonal
entries are equal to the upper local offdiagonal entries of all connecting
elements.
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Such a row-by-row procedure requires information about the number of
elements connected to each global node, whether the connection is at local node
1 or 2, and whether a boundary node is involved. Also, flow direction must be
accounted for if upwind factors are involved. Though this procedure is difficult
to describe succinctly in words, it is "cookbook" and therefore relatively straight-
forward to program. The row-by-row procedure is implemented in SAFSIM.

A very nice feature of the two assembly procedures is that they are applicable
to all types of elements, including higher-order elements and multidimensional
elements. Thus the assembly procedure remains unchanged if the types of
elements are changed or if different elements are added. Although a significant
amount of bookkeeping must be performed, the procedures offer the advantage
of versatility.

A few words about global node numbering and bandwidth minimization are
appropriate at this time. An important feature of a matrix is its bandedness,
which is the degree to which the nonzero entries of the matrix are banded about
the diagonal. Keeping the matrix entries close to the diagonal is beneficial with
respect to computational efficiency and storage requirements. Smaller semi-
bandwidth matrices require less computations and produce less roundoff error.
A useful measure of bandedness is the semibandwidth, which is equal to the
maximum number of upper offdiagonal, nonzero entries of all rows plus 1.
Referring to Equation (B.9) of the example, the semibandwidth is determined by
row three and is equal to 3. Row three has 2 upper offdiagonal entries. (All other
rows have but 1 upper offdiagonal entry.) Therefore, 2 + 1 = 3 is the
semibandwidth.

A simple way to determine the semibandwidth of a matrix is to take the
difference between the two global node numbers of each finite element. The
maximum difference plus 1 is then the semibandwidth. Again, referring to the
example shown in Figure B1, Element (4) has a difference of 5 ~ 3 = 2. Adding 1
to this maximum difference produces 3. Thus the node numbers should be
assigned such that the maximum difference for any two adjacent nodes is
minimized. In the example, if node numbers 1 and 3 are interchanged, the
maximum difference is 5 — 1 = 4; this results in the more unfavorable
semibandwidth of 5. In general, the global node numbers for solution of the
mechanical energy equation should be chosen to minimize the semibandwidth.
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Appendix C: Selected Heat Transfer Coefficients

In SAFSIM, the analyst is provided with a library of 85 heat transfer
coefficient correlations from which to choose. Two correlations must be specified
for each convection heat transfer exchange surface; one for laminar flow and one
for turbulent flow. The entire list of available correlations is provided in
Appendix C of the SAFSIM input manual,®! along with the associated references
and conditions for use. Analysts should consult the appropriate references to
familiarize themselves with a correlation and its degree of accuracy in order to
assure its proper use. Several of the more commonly used correlations are
provided in this appendix as a convenience.

Equation (C.1) (correlation ID #2) provides the heat transfer coefficientC? for
fully developed laminar flow over a constant temperature surface. It is
applicable for gases or liquids with Prandtl numbers greater than 0.6. This
correlation is the default in SAFSIM input for laminar flow.

h, = 3.66% .1

where h, is the heat transfer coefficient, &, is the fluid thermal conductivity, and
D is the equivalent diameter for heat transfer.

The correlation of Petukhov,C3 for internal turbulent flow of a gas, is
provided in Equation (C.2) (correlation ID #6). This correlation is consistent with
the friction factor correlation used for smooth surfaces in the fluid mechanics
solution. For rough pipes, the Moody friction factor can be substituted. The
correlation is based on the Reynolds analogy in which the heat transfer
coefficient is assumed proportional to the friction factor. The correlation is valid
for 1-10¢ < Re < 5-10% and 0.5 < Pr < 2000, where Re is the Reynolds number
based on the equivalent diameter for heat transfer (mD/Au) and Pr is the
Prandt]l number. This correlation is the default in SAFSIM input for turbulent
flow.

1
h, = (EL) s/ Reft (C.2)
DJ1o7+ 12.7(Pr5 - 1) If

where f is the friction factor. The correlation provides 6% accuracy for Prandtl
numbers between 0.5 and 200, and 10% accuracy for Prandtl numbers between
200 and 2000. Properties are evaluated at the bulk fluid temperature.

For liquids, the same correlation is used but with a correction factor applied
to account for the influence of viscosity variations due to a radial temperature

page -- 153




Appendices

profile in the liquid. The liquid correlation is provided by Equation (C.3)
(correlation ID #7):

k, 1f RePr PR
n=(3) ( ) ©3

107+127(Pr¥ -1 )7 \#

where y,, is the viscosity evaluated at the wall temperature, and e equals 0.11 if
the wall temperature is greater than the bulk liquid temperature and equals
0.25 otherwise.

One of the better-known heat transfer coefficient correlations for internal
turbulent flow is the Dittus-BoeltexC3 correlation provided in Equation (C.4)
(correlation ID #9). This correlation is valid for gases or liquids with 1-10¢ < Re <
1-108 and 0.7 < Pr < 160. It is also required that for gases, 7, — T < 60, and that
for liquids T, - T'< 6, where T, is the wall temperature.

h, = %0.023Re°'8Pr‘ (C.4)

where e equals 0.3 if the wall temperature is less than the bulk fluid
temperature and equals 0.4 otherwise.

Equation (C.5) (correlation ID #36) provides the Achenbach®4 correlation for
flow through a packed bed, modified to account for variable porosity and Prandtl
number. The correlation is valid for both laminar and turbulent flow with a
Reynolds number less than 3-105. It is applicable for gases or liquids.

2.32 3 % '
kt070731( - )[0622(13") +6.34.10'4(T1?f-) ] Prs  (C.5)

- & —-€&

where ¢is the bed porosity, and the Reynolds number is based on the superficial
flow area and an effective particle diameter.

The final correlation presented in this appendix is useful for modeling
thermal radiation heat transfer from a surface. The correlation is derived by

equating Newton's law of cooling to an expression for thermal radiation heat
flow between two surfaces; thus
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o(T - T3)

(1—e1)+ 1 +(1‘—62)
ed, AF_, eA

Q-2 =h A (T, -T;) = (C.6)

where q,_, is the heat flow from surface 1 to surface 2, A is the surface area, T'is

the surface temperature, o is the Stefan-Boltzmann constant, e is the surface
emissivity, F,_, is the view factor from surface 1 to surface 2, and the 1 and 2
subscripts refer to surfaces 1 and 2, respectively. Rearrangement of this

equation provides the following correlation (ID #29) for an effective radiation
heat transfer coefficient:

- g 2 9
hc‘(1—91)+ 1 +(1~e2)(ﬁ)(T‘ +T (T, +T) (C.7)

€ F_, € A,

Convection heat transfer exchange surfaces are coupled to the fluid of a fluid
finite element. Therefore, surface 2 represents the fluid in Equation (C.7). A
"dummy" fluid network can be employed with a specified exchange temperature
to represent this surface. This is useful if the heat transfer from a surface to an
infinite sink (such as space) is to be modeled. The dummy fluid network would
then represent space with some effective temperature such as 4 K or 250 K. Note
that for a convex surface enclosed by an infinite concave surface, A,/A,
approaches zero, F;_, equals 1, and Equation (C.7) simplifies to

h.=oe (T +T7 (T, +Ty) (C.8)

The surface 1 and 2 areas and emissivities, along with the view factor, are
retained in Equation (C.7) for generality. Similar equations are provided as
special mathematical functions to allow thermal radiation heat transfer
modeling between two structure surfaces via function-controlled variables.

Appendix C References

C1. Dobranich, Dean, SAFSIM Input Manual -- A Computer Program for the
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Laboratories, Albuquerque, NM, September 1992.
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C3. Chapman, Alan J. Fundamentals of Heat Transfer, Macmillan Publishing
Company, New York, NY, 1987.

C4. Achenbach, E. "Heat Transfer and Pressure Drop of Pebble Beds Up to High
Reynolds Number," in Proceedings of Seventh International Heat Transfer
Conference, Munchen, Federal Republic of Germany, Vol. 1, pp. 3-8, 1982.
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Appendix D: Selected Mathematical Functions

In SAFSIM, the analyst is provided with a library of about 60 mathematical
functions that can be used to control many of the input variables during a
simulation. Most of the mathematical functions are common, such as square
root, inverse, addition, multiplication, exponentiation, and absolute value. A few
not so common, but useful, functions are provided here for reference.

The average fluid density (function ID# 123) for a specified region of a flow
network or networks is calculated by

Ng
2.PV;6;
p=ig— @.1)
2.Vis;

j=1

where p is the average fluid density, N, is the number of fluid mechanics
elements for which the density is to be averaged, j is element index number, p; is
the fluid density for element j, V; is the volume, and J; is a user-specified
weighting factor. The weighting factor is useful in accounting for the relative
importance of certain regions for use with the reactor dynamics feedback terms.

The average temperature (function ID# 122) for a specified region of a heat
transfer structure or structures is calculated by

Ng
le,-Vjc,-éjT,-
_J=

T D.2)

Ng
2.p;Vic;é;
Jj=1

where T is the average temperature, Ny is the number of structure finite
elements for which the temperature is to be averaged, p; is the density for
element j, V; is the volume, c; is the specific heat, J; is a user-specified weighting
factor, and T; is the temperature. Again, the weighting factor is useful in
accounting for the relative importance of certain regions for use with the reactor
dynamics feedback terms. If all weighting factors are unity, internal energy is
conserved.

A unit square wave (function ID# 152) is given by the following formula:

y=1 if sin(x) >0, y=0 otherwise (D.3)
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where y is the function-controlled variable and x is the argument of the function.
A radiative heat flux boundary condition (function ID# 167) is provided by
912 _ o(T} - ;)

A (1“31)+ 1 +(1‘92)A1
€ Fi_, €24,

D4)

” a—
912 =

where g}_, is the heat flux from surface 1 to surface 2, A, and A, are the areas of
surfaces 1 and 2, o is the Stefan-Boltzmann constant, 7 is the temperature, e is
the surface emissivity, and F,, is the view factor from surface 1 to surface 2.
Note that for a convex surface enclosed by an infinite concave surface, A4,/A,
approaches zero, F,_; equals 1, and Equation (D.4) simplifies to

qi-2 = """qu = 061(7'14 - T24) D.5)
1

If only the heat flux from surface 1 is specified as a function-controlled
variable, then the heat transfer is "one way." To enable a two-way exchange of
heat, surface 2 must also be specified as a function-controlled variable using the
following equation:

"oo_ _an _A_l_ 6
dz-1 Q1-2(A2) D.6)

where the minus sign indicates that the heat out of one surface equals the heat
into the coupled surface and vise versa.

A conductive heat flux boundary condition (function ID# 168) is similarly
provided by

w _d1-2 _ T,-T,
W=, Lo (&)t [A) L ®-D
kal A2 ka2 Ac hoon

where L, is the conduction length associated with the surface, k, is the thermal
conductivity, A, is the area of contact between the two surfaces, and h,, is an
effective contact heat transfer coefficient that accounts for contact resistance.
Again, Equation (D.6) should be used for two-way heat transfer.
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Appendix E: Modified Heat Transfer Coefficients

Cylinders

The following equations, generalized from Reference E1, can be used to
determine the modified heat transfer coefficient for lumped-capacitance modc™
of multilayered cylindrical structures:

= Uh, ‘ \
he = wh, +U (E.1)
n 1 -1
U= 2——} E-2)
UO = (E.3)
1

UJ-=% ln( rj J forj=1ton-1 (E.49)

rj+1

I ]
2k,

Un = —E— (E5)

w ==L (E.6)

wo =0 (E.7)
U .
wj=ﬁ—-+wj_l forj=1ton-1 (E.8)
J
w, =1 E.9)
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where h, is the modified heat transfer coefficient for a multiregion cylinder, U is
the effective inverse resistance for the cylinder, h, is the unmodified heat
transfer coefficient, w is an effective weighting factor for the cylinder, n is the
number of radial regions, j is the region index (f = 1 for the outermost radial
region), U; is the inverse resistance of region j, k; is the thermal conductivity of
region j, R is the outside radius of the cylinder, r; is the outside radius of region
J, m; is the mass of region j, ¢; is the specific heat of region j, and w; is a
weighting factor for region j. U and w can be determined as functions of
temperature if desired. The unmodified heat transfer coefficient can be determ-
ined by any correlation appropriate for the problem geometry.

Spheres

The following equations, generalized from Reference E2, can be used to
determine the modified heat transfer coefficient for lumped-capacitance models
of multilayered spherical structures:

= Uh,
he = R+ T (E.10)
n 1 -1
U= —_ (E.11)
Ll Uf]
UO = 0 (E.12)
U-=—k—”- ifin forj=1ton-1 (E.13)
7 R? Ti=Tjn
2k
U =—2= 1
Zm_,cl(wl+wj_l)
W= (E.15)
ZZchJ
j=1
wy =0 (E.16)
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w_,=Ui+wj__l forj=1ton-1 E.17

J

w, =1 (E.18)

where i—zc is the modified heat transfer coefficient for a multiregion sphere, U is
the effective inverse resistance for the sphere, h, is the unmodified heat transfer
coefficient, w is an effective weighting factor for the sphere, n is the number of
radial regions, j is the region index (j = 1 for the outermost radial region), U, is
the inverse resistance of region j, k; is the thermal conductivity of regmon J, R is
the outside radius of the sphere, r is the outside radius of region j, m; is the
mass of region j, ¢; is the specific heat of region j, and w; is a weighting factor for
region j. U and W can be determined as functions of temperature if desired. The
unmodified heat transfer coefficient can be determined by ‘any correlation
appropriate for the problem geometry.

It should be noted that the temperatures predicted by such modified lumped-
capacitance models are not really average temperatures. Instead, the predicted
temperatures rvepresent the effective temperatures required to provide the
correct (approximately) transient heat transfer response.

Appendix E References
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Appendix F: SAFSIM Sample Problem

This appendix provides the output for a sample problem that demonstrates a
typical application of SAFSIM. The example problem concerns a viscosity-driven
gas flow instability (sometimes called laminar flow instability) in two parallel
flow channels filled with a power-generating packed bed of spherical particles.
This type of instability arises because the viscosity of a gas increases with
temperature which in turn increases the flow resistance. The details of the
phenomena and the SAFSIM input model are explained in Reference F1. The
SAFSIM output for the problem (pages 164 — 186) is presented to provide an
example of a typical application. Reviewing the output files provides an
introduction as to how such a problem can be modeled with SAFSIM.

Figure F1 shows a schematic of the two-channel input model along with the
predicted bed surface temperature for the two channels as a function of time.
One of the channels has a porosity of 0.4 and the other has a porosity of 0.38.
The flow redistributes to the 0.4 porosity channel, starving the other channel of
flow and resulting in a temperature excursion. The instability is initiated by
decreasing the inlet mass flow rate (specified by a time-dependent boundary
condition) below the critical value required for stability.

4000

| BED POWER DENSITY. = 25 uv'“x.
- (0.4 min DIAMETER PARTICLE
d 86500
R~ /
Oy 8000
< . /
ﬁE 2600 /
8§ 200 7 BED POROSITY % 0.38 "
QR 1o
;ﬂﬁn 1600 /
R s 1
13 1000 _' BED POROSITY = 0.4
500 S SN S SN SN SN NN N —
0 10 20 30 40 50 60 70 80 90
TIME (s)

Figure F1. Temperature Excursion Due to a Flow Instability.

Appendix F References

F1. Dobranich, Dean, "A Simple Description of Flow Instability with Application
to a Packed Bed," accepted for publication in the Proceedings of the 11th

Symposium on Space Nuclear Power and Propulsion, Albuquerque, NM,
M. S. El-Genk and M. D. Hoover, eds., January 1994.
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EXECUTION-TIME DATE: 09/13/93 SAFSIM: COPYRIGHT 1993, SANDIA CORPORATION

PROGRAM SAFSIM (Version 1.2) INPUT DATA:
(ALL UNITS ARE SI/mKs)

EXECUTION DATA:
PROBLEM TITLE -~

EXAMPLE PROBLEM -~ INVESTIGATE STABILITY OF FLOW IN PARALLEL FLOW PATHS
CONTAINING POROUS BEDS WITH INTERNAL HEAT GENERATION

FROBLEM RESTART IS OFF

MAXIMUM NUMBER OF STEADY-STATE WALL TEMPERATURE ITERATIONS = 1000

ABSOLUTE ERROR ON WALL TEMPERATURE FOR STEADY STATE CALCULATIONS (K) =  0.1000
RELATIVE ERROR ON WALL TEMPERATURE FOR STEADY STATE CALCULATIONS =  1,2500E-04
RELAXATION PARAMETER FOR STEADY-STATE CALCULATIONS = 1,6800

PROBLEM START TIME (s) = 0.000
PROBLEM END TIME (s) = 90.0

PROBLEM START TIME STEP NUMBER = 0
SYSTEM TIME STEP (s) = 1.0000E-02

SYSTEM PRINT INTERVAL (s) = 30.0
SYSTEM PLOT FREQUENCY (steps) = 100
SYSTEM DUMP FREQUENCY (steps) = 100

ACCELERATION DUE TO GRAVITY (m/sq.s) = 9.8066

DEFAULT VALUE FOR ELEMENT MASS FLOW RATES (kg/s) = 2.0000E-08

REYNOLDS NUMBER FOR TRANSITION TO TURBULANT FLOW (FOR FRICTION FACTORS) =  4.0000E+03
COMPRESSOR FRACTIONAL CUTOFF SPEED =  0.0500

DEFAULT NODE TEMPERATURE FOR ALL HEAT TRANSFER STRUCTURES (K) =  205.000

DEFAULT FLUID DISPERSION CONDUCTIVITY COEFFICIENT (FOR POROUS MEDIA) =  0.0000

ACHENBACH POROUS MEDIA FRICTION FACTOR; USER-SUPPLIED CORRELATION # 1 (IPOR = §):

FRICTION FACTOR = (1.0-POR)/POR**3 #( 320.000 * ((1.0-POR)/REY)** 1.000 + 20.000 * ((1.0-POR)/REY)**

MOD ACHEN POROUS MEDIA FRICTION FACTOR; USER-SUPPLIED CORRELATION # 2 (IPOR = 6):

FRICTION FACTOR = (1.0-POR)/POR**3 +( 320.000 ¢ ((1.0-POR)/REY)** 1.100 + 22,000 ¢ ((1.0-POR)/REY)*+

0.400 +

0.450 +

1.750)

1.750)

ITERATION CONTROL PARAMETERS FOR FLOW NETWORK # 1

MAXIMUM-ALLOWED ITERATIONS FOR PRESSURE SOLUTION = 0
MAXIMUM~ALLOWED ITERATIONS FOR MASS FLOW RATE SOLUTION = 85
MAXIMUM-ALLOWED ITERATIONS FOR DENSITY SOLUTION = 50
MAXIMUM-ALLOWED ITERATIONS FOR NODAL TEMPERATURE SOLUTION = )
MAXIMUM-ALLOWED ITERATIONS FOR ELEMENT TEMPERATURE SOLUTION = 50
MAXIMUM-ALLOWED ITERATIONS FOR MASS FRACTION SOLUTION = 10

DESIRED RELATIVE ERROR FOR PRESSURE SOLUTION = 1.0000E~-09

DESIRED RELATIVE ERROR FOR MASS FLOW RATE SOLUTION =  1.0000E-05
DESIRED RELATIVE ERROR FOR DENSITY SOLUTION =  1.0000E-03

DESIRED RELATIVE ERROR FOR NODAL TEMPERATURE SOLUTION =  1.0000E-04
DESIRED RELATIVE ERROR FOR ELEMENT TEMPERATURE SOLUTION =  2.5000E-03
DESIRED RELATIVE ERROR FOR MASS FRACTION SOLUTION =  1.0000E-03

RELAXATION PARAMETER FOR PRESSURE SOLUTION = 1,100
RELAXATION PARAMETER FOR MASS FLOW RATE SOLUTION = 1.200
RELAXATION PARAMETER FOR DENSITY SOLUTION = 1.000

RELAXATION PARAMETER FOR NODAL TEMPERATURE SOLUTION = 1,000
RELAXATION PARAMETER FOR ELEMENT TEMPERATURE SOLUTION = 1.000
RELAXATION PARAMETER FOR MASS FRACTION SOLUTION = 1.000

FLUID MECHANICS DESIRED TIME STEP (s) = 1.0000E-02 PRINT FREQUENCY (fluid mechanics time steps) =
IDYNFM = 0 ( 0 FOR QUASI-STATIC, 1 FOR DYNAMIC FLUID MECHANICS SOLUTION )

10000

FLOW NETWORK # 1 NUMBER OF NODES: 26 NUMBER OF ELEMENTS: 25
NUMBER OF SUPER NODES: 4 NUMBER OF SUPER ELEMENTS: 3
NETWORK NAME: PARALLEL BEDS
THE SEMI-BANDWIDTH OF THE PRESSURE COEFFICIENT MATRIX = 2
(THE MECHANICAL ENERGY EQUATION IS INITIALLY ON )
(CHOLESKY DECOMPOSITON SOLVER WILL BE USED IF GAUSS-SEIDEL ITERATION FOR PRESSURE FAILS)

TOTAL NUMBER OF FLUID MECHANICS ELEMENTS = 25

TOTAL NUMBER OF FLUID MECHANCIS NODES = 26

TOTAL NUMBER OF FLUID MECHANICS SUPER ELEMENTS = 3

TOTAL NUMBER OF FLUID MECHANICS SUPER NODES = 4

TOTAL NUMBER OF FLUID MECHANICS CHOKED FLOW BOUNDARY ELEMENTS = 0
TOTAL NUMBER OF FLUID MECHANICS COMPRESSORS ELEMENTS = 0

TOTAL NUMBER OF FLUID MECHANICS DISTRIBUTED FLOW MANIFOLD ELEMENTS = 0
TOTAL NUMBER OF HEAT TRANSFER STRUCTURES = 2

TOTAL NUMBER OF HEAT TRANSFER STRUCTURE ELEMENTS = 20

TOTAL NUMBER OF NUCLEAR REACTORS = 0
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GAS/LIQUID BQUATION OF STATE AND PROPERTY INPUT DATA:

FLOW NETWORK # 1 CONTAINS 1 FLUID CONSTITUENT(s): H2CONSTANT

* GAS ID # 1 IS HYDROGEN , THE GAS CONSTANT IS 4.1242E+03 J/kg*K (MOLECULAR WEIGHT: 2,0160E+00)
DENSITY (kg/cub.m) = PRESSURE/(Rgas*TEMPERATURE)

VISCOSITY TEMPERATURE RANGE # 1: T = 50.000 TO  3300.000 K

VISCOSITY IS DETERMINED USING THE POWER- LAW EQUATION

VISCOSITY (Pa*s) = 1.000E+00 *{ 6.4110E-06¢(T / 2.7311E+02)** 6.8000E-01)
SPECIFIC HEAT TEMPERATURE RANGE # 1: T = 300.000 TO 1500,000 K

CONSTANT PRESSURE SPECIFIC HEAT (J/kg*K) = 1.000B+00 *( 1.6274E+04 + -6.2496E400*T + 6.B411E-03+T4+2
SPECIFIC HEAT TEMPERATURE RANGE # 2: T = 1500.000 TO 3300.000 K

CONSTANT PRESSURE SPECIFIC HEAT (J/kg*K) = 1.000E+00 *(-6.2935E+03 + 3.4410E+01*T + -1.B8140E-02*T++2
CONDUCTIVITY TEMPERATURE RANGE # 1: T = 50.000 TO  3300.000 K

CONDUCTIVITY (W/m*K) = 1.000B+00 *{ 6.2265E-02 + 6.8021E-04*T + -4.3262E-07+T**2 + 1.3360E-10%T**3)

* GAS ID 4 2 IS H2CONSTANT , THE GAS CONSTANT IS 4.1242E+03 J/kg*K {(MOLECULAR WEIGHT: 2.0160E+00)
DENSITY (kg/cub.m) = PRESSURE/ (Rga.s*TEMPERATURE)

VISCOSITY TEMPERATURE RANGE # 1: T = 50.000 TO 5000.000 K

VISCOSITY IS DETERMINED USING THE POWER- LAW EQUATION

VISCOSITY (Pa*s) = 1.000E+00 *( 2.0000E-07*(T / 1.0000E+00)** 6,7778E-01)
SPECIFIC HEAT TEMPERATURE RANGE # 1: T = 50.000 TO  3000.000 K

CONSTANT PRESSURE SPECIFIC HEAT (J/kg*K) = 1.000E400 *( 1.5000E+04 + 0.0000E+00*T + 0.0000E+00*T¢*2
CONDUCTIVITY TEMPERATURE RANGE # 1: T = 50.000 TO  3000.000 K

CONDUCTIVITY (W/m*K) = 1.000E+00 *( 2.0000E-01 + 0.0000E+00*T + 0.0000E+00¢T*¢*2 + 0.0000E+00*T++3)

* GAS ID # 3 IS HELIUM , THE GAS CONSTANT IS 2.0730E+03 J/kg*K (MOLECULAR WEIGHT: 4.0108E+00)
DENSITY (kg/cub.m) = PRESSURE/ (Rgas*TEMPERATURE)

VISCOSITY TEMPERATURE RANGE # 1: T = 130,000 TO  2000,000 K

VISCOSITY IS DETERMINED USING THE POWER- LAW EQUATION

VISCOSITY (Pa*s) = 1.000E+00 *( 1.8700B-05¢(T / 2.7311E+02)** 6,6600E~01)
SPECIFIC HEAT TEMPERATURE RANGE # 1: T = 50.000 TO  2000.000 K

CONSTANT PRESSURE SPECIFIC HEAT (J/kg*K) = 1.000E+00 *( $.1926E+03 + 0.0000E+00¢T + 0.0000E+00¢T*+2
CONDUCTIVITY TEMPERATURE RANGE # 1: T = 50.000 TO  2000.000 K

CONDUCTIVITY (W/m*K) = 1,000E+00 *{ 3.7220E-02 + 3.8960E-04*T + -7.4500E-08*T**2 + 1,2900E-11*T¢*3)

+ -1.8753E-06+T**3)

+

+

+

3.3939E-06¢T**3)

0.0000E+00*T**3)

0.0000E+00*T**3)
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ELEMENT AND NODE INPUT DATA:

+4#¢ PLOW NETWORK # 1

E# NODE1 NODE2

1 1
2 2
3 3
4 [}
L} 5
6 6
7 1
8 8
9 9
10 10
11 11
12 12
13 13
u 1
1% 15
16 6
17 17
18 18
19 19
20 20
21 21
22 22
23 23
24 24
25 25

E# NODE1 NODE2

-0 Wwm-l AW

- s
w N

- s s
ot

-
®

NN =
-0 W

NN N
AL ® W

NETWORK NAME:

LENGTH (m)
1.0000E~03
1.0000E-03
1.0000E-03
1.0000E-03
1.0000E-03

1.00008-03
1.00008-03
1.0000E~03
1.00008-03
1.00008-03

1.00008~03
1.0000E-03
1.00008-03
1.0000E~03
1.0000E-03

1.0000E~-03
1.0000E-03
1.0000E-03
1.0000B-03
1.0000E-03

1.00008-03
1.0000E-03
1.00008-03
1.0000E~03
1.0000E-03

LENGTH (m)

DIAMETER (m)
1.41408-01
1.41408-01
1.41408-01
1.4140E-01
1.4140E-01

4.0000E-04
4.0000E-04
4.0000B-04
4.0000E-04
4.0000B~04

4.0000B-04
4.0000E-04
4.0000E-04
4.0000B-04
4.0000B-04

4.0000B-04
4.0000E-04
4.0000E-04
4.0000B-04
4.0000E-04

4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04
4.0000E-04

DIAMETER (m)

PARALLEL BEDS

22 - 21 (m)
0.0000E+00
0.0000E+00
0.0000E+00
.0000E+00
0.0000E+00

0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00

0.CO00E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00

0.0000E+00
0.0000E+00
0.0000B+00
0.0000E+00
0.0000E+00

0.0000E+00
0.0000B+00
0.0000B+00
0.0000E+00
0.0000E+00

22 - 21 (m)

T

POROSITY  IPOR

1.0000
1.0000
1.0000
1.0000
1.0000

0.4000
0.4000
0.4000
0.4000
0.4000

0.4000
0.4000
0.4000
0.4000
0.4000

0.3800
0.3800
0.3800
0.3800
0.3800

0.3800
0.3800
0.3800
0.3800
0.3800

NN NN NN N NDNNDNN (-]

[SEUR SN SN XY

NAME

INLET
INLET
INLET
INLET
INLET

BED1
BED1
BED1
BED1
BED1

BED1
BED1
BED1
BED1
BED1

BED2
BED2
BED2
BED2
BED2

BED2
BED2
BED2
BED2
BED2

POROSITY  IPOR

NAME

E#

1 1
2 2
3 3
4 4
) )
6 6
7 7
8 8
9 9
10 10
11 11
12 12
13 13
14 u
15 15
16 6
17 17
18 18
19 19
20 20
21 21
22 22
23 23
24 24
25 25

E# NODE1 NODE2

NODE1 NODE2

e N

AREA1l (sq.m) AREA2 (sq.m) AREA (sq.m)

2.0000E-04
2.0000E~04
2.0000E-04
2.0000E-04
2.0000E-04

1.0000E-04
1.0000E-04
1.0000E-04
1.0000E-04
1.0000E-04

1.0000E-04
1.0000E-04
1.0000E-04
1.0000E-04
1.0000E-04

1.0000E-04
1.0000E-04
1.0000E-04
1.0000E-04
1.0000E-04

1.0000E-04
1.0000E-04
1.0000E-04
1.0000E-04
1.0000E-04

2.0000E-04
2,0000E-04
2,0000E-04
2.0000B-04
2.0000E~04

1.0000E-04
1.00008-~04
1.0000E-04
1.0000B-04
1.00008-~04

1.0000B~04
1.0000E-04
1.0000E-04
1.0000E-04
1.0000E-04

1.0000E~04
1.0000E-04
1.0000E~04
1.0000E-04
1.0000E-04

1.0000E-04
1.0000E-04
1.0000E-04
1.0000E-04
1.0000E-04

2.0000E-04
2,0000B-04
2.0000E-04
2.0000E-04
2.0000E-04

1.0000E-04
1.00008-04
1.0000E-04
1.0000E-04
1.0000E-04

1.0000E-04
1.0000E-04
1.0000E-04
1.0000B-04
1.0000E-04

1.0000E-04
1.0000E-04
1.0000E-04
1.0000E-04
1.0000E-04

1.0000E-04
1.0000E-04
1.0000E-04
1.0000E-04
1.0000E-04

AREA1l (sq.m) AREA2 (sq.m) AREA (sq.m)

VOLUME (cub.m)

2.0000E-07
2.0000E-07
2.0000E-07
2.0000E-07
2.0000E-07

4.0000E-08
4.0000E-08
4.0000E-08
4.0000E-08
4.00008-08

4.0000E-08
4.0000E-08
4.0000E-08
4.0000E-08
4.0000E-08

3.8000E-08
3.8000E-08
3.8000E-08
3.8000E-08
3.8000E-08

3.8000E-08
3.8000E-08
3.8000E-08
3.8000E-08
3.8000E-08

VOLUME (cub.m)

WALL AREA (sq.m)

WALL AREA (sq.m)

1.0000E-16
1.0000E-16
1.0000E-16
1.0000E-16
1.0000E-16

9.0000E-04
9.0000E-04
9.0000E-04
9.0000E-04
9.0000E-04

9.0000E-04
9.0000E-04
9.0000E-04
9.0000E-04
9.0000E-04

9.0000E-04
9.0000E-04
9.0000E-04
9.0000E-04
9.0000E-04

9.0000E-04
9.0000E-04
9.0000E-04
9.0000E-04
9.0000E-04

NAME

INLET
INLET
INLET
INLET
INLET

BED1
BED1
BED1
BED1
BED1

BED1
BED1
BED1
BED1
BED1

BED2
BED2
BED2
BED2
BED2

BED2
BED2
BED2
BED2
BED2

NAME

TOTAL VOLUME IN NETWORK # 1 = 1.7800E-06 cub.m
E# NODE1L NODE2 RELRUF/DKC AK12 AK21 ALOD NAME
1 1 2  0.0000E+00 0.0000E+00 0.0000E+00  0.0000E+00 INLET
2 2 3 0.0000E+00 0.0000E+00 0.0000E400  0.0000E+00 INLET
3 3 4 0.0000E400  0.0000E+00 0.0000E+00  0.0000E+00 INLET
4 4 5 0.0000E+00 0.0000E+00 0.0000E+00  0.0000E+00 INLET
S 5 6 0.0000E+400 4.0000E-01 4.0000E-01  0.0000E+00 INLET
6 6 7 0.0000E+00 O0.0000E+00 0.0000E+00 0.0000E+00 BED1
7 17 8 0.0000E+00 0.0000E+00  0.0000E+00 0.0000E+00 BED1
8 8 9 0.0000B+00 0.0000E+00  0.0000E+00  0.0000E+00 BED1
9 9 10 0.0000B+00 0.0000E+00  0.0000E+00 0.0000E+00 BED1
10 10 11 0.0000E+400 0.0000E+00  0.0000E+00  0.0000E+00 BED1
11 11 12 0.0000E+00 0.0000E+00 0.0000E+00  0.0000E+00 BED1
12 12 13 0.0000E+00 0.0000E+00 0.0000E+00  0.0000E+00 BED1
13 13 Y] 0.0000E+00  0.0000E+00 0.0000E+00  0.0000E+0C BED1
u 14 15  0.0000E400 0.0000E+00 0.0000E+00  0.0000E+00 BED1
15 15 16  0.0000E+400 0.0000E+00  C.0000E+00  0.0000E+00 BEDL
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16 6 17 0.0000E+00 0.0000E+00 0.0000E+00  0.0000E+00 BED2

17 17 18 0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00 BED2

18 18 19  0.0000E+00 0.0000E+00 0.0000E1+00 0.0000E+00 BED2

19 19 20 0.0000E+00  0.0000E+00  0.0000E+00  0.0000E+00 BED2

20 20 21 0.0000E+400  0.0000E+00  0.0000E+00  0.0000E+00 BEN2

21 21 22 0.0000E+00  0.0000E+00 0.0000E+00  0.0000E+00 BED2

22 22 23 0.0000E+00 0.0000E400 0.0000E+00  0.0000E+00 BED2

23 23 24 0.0000E+00 0.00008+00 0.0000E+00 0.0000E+00 BED2

24 24 25 0.0000E+00 0.0000E+00 0.00COE+00  0.0000E+00 BED2

25 2% 26  0.0000B+00 0.00008400 0.0000E+00  0.0000E+00 BED2

E# NODE1 NODE2 RELRUF/DKC AK12 AK21 ALOD NAME

E# NODE1 NODE2 P1 (Pa) P2 (Pa) P (Pa) T1 (K) T2 (K) T {K) FLOW (kg/s) QDIRECT (W)
1 1 2 7.6000E+06 7.6000E+06 7.60008+06 125.000 125.000 1.3.000 2.0000E-08  0.0000E+00
2 2 3 7.6000E+06 7.6000B+06 7.6000E+06 125.000 125.000 125,000 2.0000E-08  0.0000E+00
3 3 4 7.6000R+06 7.6000E+06 7.6000E+06 125.000 125,000 125,000 2.00008R-08  0.0000E+00
] 4 $ 7.6000E+06 7.6000E+06 7.6000E+06 125.000 125.000 125.000 2.0000E-08  0.0000E+00
5 5 6 7.6000E+06 7.60008+06 7.6000E+06 125.000 125.000 125.000 2.0000E~08  0.0000E+00
6 6 7 7,6000E+06 7.6000E+06 7.GO0O0E+06 125.000 200.000 162.500 2.0000E-28  0.0000E+00
7 7 8  7.6000E+06 7.6000E+06 7.6000E+06 200.000 200,000 200.000 2.0000E-08 0.0000E+00
8 8 9 7.6000E+06 7.6000E+06 7.6000E+06 200.000 200.000 200.000 2.0000E-08  0.0000E+00
9 9 10  7.6000E+06 7.6000B+06 7.6000E+06 200.000 200.000 200.000 2.0000E~-08 0.0000E+00
10 10 11 7.6000E+06 7.6000E+06 7.6000B+06 200.000 200.000 200.000 2.0000B-08  0.0000E+00

11 11 12 7,6000E+06 7.6000E+06 7.6000E+06 200.000 200.000 200.000 2.0000E-08  0.0000E+00
12 12 13 7.6000E+06 7.6000E+06 7.6000E+06 200.000 200.000 200.000 2.0000E-08 0.0000E+00
13 13 14  7.6000E+06 7.6000E+06 7.6000E+06 200.000 200.000 200.000 2.00008-08  0.0000E+00

u 14 15  7.6000E+06 7.6000E+06 7.6000E+06 200.000 200.000 200,000 2.0000E-08 0.0000E+00

15 15 16 7.6000E+06 7.5778E+06 7.5889E+06 200.000 200.000 200.000 2.0000E-08  0.0000E+00
16 6 17  7.6000E+06 7.6000E+06 7.6000R+06 125.000 200.000 162.500 2.0000E-08 0.0000E+00
17 17 18 7.6000E+06 7.6000E+06 7.6000E+06 200.000 200.000 200.000 2.0000E~08  0.0000E+00
18 18 19  7.6000E+06 7.6000E+06 7.6000E+06 200.000 200.000 200.000 2.0000E-08  0.0000E+00

19 19 20 7.60008+06 7.6000E+06 7.6000E+06 200.000 200.000 200,000 2.0000E-08  0.0000E+00

20 20 21  7.6000E+06 7.6000E+06 7.6000E+06 200.000 200.000 200.000 2.0000E-08  0.0000E+00

21 21 22  7.6000E+06 7.6000E+06 7.6000E+06 200.000 200.000 200.000 2.0000E-08  0.0000E+00

22 22 23  7.6000E+06 7.6000E+06 7.6000E+06 200.000 200.000 200,000 2.0000E-08 0.0000E+00

23 23 24  7.6000E+06 7.6000E+06 7.6000B+06 200.000 200.000 200.000 2.0000E-08  0.0000E+00

24 24 25 7.6000E+06 7.6000E+06 7.6000E+06 200.000 200.000 200,000 2.0000E-08 0.0000E+00

25 25 26 7.6000E+06 7.5778E+06 7.5889E+06 200.000 200.000 200,000 2.0000E-08  0.0000E+00

E# NODE1 NODE2 Pl (Pa) P2 (Pa) P {(Pa) T1 (X) T2 (K) T (K) FLOW (kg/s) QDIRECT (W)

SUPER ELEMENT AND SUPER NODE DATA:

SE#: 1 NODE1S: 1
ELEMENT NUMBERS:

1 2 3 4
SE#: 2 NODE1S: 2
ELEMENT NUMBERS:

6 7 8 9
SE#: 3 NODE1S: 2
BLEMENT NUMBERS:

16 17 18 19

NODE2S: 2
S

NODE2S: 3
10 11

NODE2S: 4
20 21

NUMBER OF ELEMENTS: 5

NUMBER OF ELEMENTS: 10

12 13 i 15
NUMBER OF ELEMENTS: 10

22 23 24 25
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BOUNDARY CONDITION IDENTIFICATION INPUT DATA:

*++ FLOW NETWORK # 1 NETWORK NAME: PARALLEL BEDS hahd
BC KIND SUPER NODE NUMBER NODE NUMBER SET ID #
MASS FLOW RATE 1 1 101
PRESSURE 3 16 102
PRESSURE 4 26 102

BOUNDARY CONDITION SET INPUT DATA:

+¢¢ FLOW NETWORK # 1 NETWORK NAME: PARALLEL BEDS A
SET ID # BC VALUE TEMPERATURE BC MASS FRACTION BC(S)
101 1.00008-03 125.000 1.0000
102 7.5778E+06 -300.000 1.0000
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FUNCTION-CONTROLLED VARIABLE INPUT DATA FOR FLUID MECHANICS:

COUNTER 1D # eeeveverssosNAME. . siueveav.  ARGUMENT F # MULTIPLIER L1 L2 L3

FUNCTION INPUT DATA FOR FLUID MECHANICS:

COUNTER F # JON ] seesssnacecsNAMB. ccavnnaans MULTIPLIER VALUE L1 L2 L3 7}
1 1 8 P at BED INLET 1.0000E+00 8.8153E+05 1 [ 0 0
2 2 8 P at BED1 OUTLET 1.0000E-70 8.8153E+05 1 16 0 0
3 3 132 Pin - Pout OF BED1 1.0000E° 0 0.0000E+00 0 0 0 0

ASSOCIATED ARGUMENT F #s:
1 2 0 0 0 0
4 6 9 Tgas at BED1 INLET 1.0000E+00 1.25008+02 1 6 0 0
5 7 9 Tgas at BED1 OUTLET 1.0000E+00 1.2500E+02 1 16 0 0
6 8 132 Tout - Tin OF BED1 1.0000E+00 0.00008+00 0 0 0 0
ASSOCIATED ARGUMENT F #s:
7 6 0 0 0 0
7 9 134 phi=(Tout-Tin)/Tin OF BED1 1.0000E+00 0.0000E+00 0 0 0 0
ASSOCTATED ARGUMENT F #s:
8 6 [ [4 [ 0
8 17 9 Tgas at BED2 OUTLET 1.0000E+00 1.25008+02 1 26 0 0
9 18 132 Tout - Tin OF BED2 1.0000E+00 0.0000B+00 0 0 0 0
ASSOCIATED ARGUMENT F #s:
17 6 0 0 0 0
10 19 134 phi=(Tout-Tin)/Tin OF BED2 1.0000E+00 0.0000E+00 0 0 0 0
ASSOCIATED ARGUMENT F #s:
18 6 0 0 0 0
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HEAT TRANSFER STRUCTURE MATBRIAL PROPERTY INPUT DATA:

* MATERIAL ¢ 1 MATERIAL NAME: BED,D=400 MATERIAL DENSITY (xg/cub.m) = 5.9300B+03
SPECIFIC HEAT DATA:
TABLE TYPE 1 WITH 6 DATA PAIRS, MULTIPLIER =  1.0000E+00
TEMPERATURE (K) SPECIFIC HBAT (J/kg*K)
3.0000E+02 3.53008+02
3.9000E+02 4.3800E+02
4.9300E+02 4.6700B+02
1.07308+03 5.16008+02
1.60008403 5.3200E+02
1.95508403 5.3800E+02

CONDUCTIVITY DATA:
POWER LAW, MULTIPLIER =  1.0000E+00
CONDUCTIVITY (W/m*K) = 1.0000B-10 ¢ (T (K)]** 3.0000B+00 + 1.00008-02

¢ MATERIAL ¢ 2 MATERIAL NAME: BED,D=400C MATERIAL DENSITY (kg/cub.m) = 3.5580E+03

SPECIFIC HEAT DATA:
CONSTANT, MULTIPLIER =  1.0000E+00
SPECIFIC HEAT (J/kg/K) = 3,6000E+02

CONDUCTIVITY DATA:
CONSTANT, MULTIPLIER =  1.0000E+00
CONDUCTIVITY (W/m*K) =  2,0000E+00

¢ MATERIAL ¢ 23 MATERIAL NAME: SS,POR=0.35 MATERIAL DENSITY (kg/cub.m) = 5.1350E+03
SPECIFIC HEAT DATA:
TABLE TYPE 1 WITH 9 DATA PAIRS, MULTIPLIER =  1,0000E+00
TEMPERATURE (K) SPECIFIC HEAT ({J/kg*K)
1.00008+02 2.7200E8402
2.0000E+02 4.0200E+402
3.0000E402 4.7700E+02
4.0000E+02 5.1500E+02
6.0000B+02 5.5700E402
8.0000E+02 5.8200BE+02
1.0000E+03 6.1100E402
1.2000E+03 6.4000E+02
1.50008+03 6.8200E+02

CONDUCTIVITY DATA:
POLYNOMIAL OF ORDER 2, MULTIPLIER =  6,5000E-01
POLYNOMIAL CONSTANTS A0, Al,...,AN:
8.0007E+00 2.2119E-02 ~4.3623E-06

+ MATERIAL # 4 MATERIAL NAME: C-C, RADIAL MATERIAL DENSITY (kg/cub.m) =  1.2000E+03
SPECIFIC HEAT DATA:
CONSTANT, MULTIPLIER =  1,0000E+00
SPECIFIC HEAT (J/kg/K) = 8.3740E+02

CONDUCTIVITY DATA:

TABLE TYPE 1 WITH 6 DATA PAIRS, MULTIPLIER =  1,0000E+00
TEMPERATURE (K) CONDUCTIVITY (W/m*K)
2.2000B+02 7.7900E+01
2.9400B+02 6.9200E+01
5.88608+02 5.1900E+01
8.1080E+02 4.3300E+01
1.3663E+03 3.46000+01
1.92208+403 2.4200E+401
* MATERIAL # 5 MATERIAL NAME: GRAPHITE MATERIAL DENSITY (kg/cub.m) = 1.9000E+03

SPECIFIC HEAT DATA:
CONSTANT, MULTIPLIER =  1.0000E+00
SPECIFIC HEAT (J/kg/K) = 1.9674E+03

CONDUCTIVITY DATA:
CONSTANT, MULTIPLIER =  1.0000E+400
CONDUCTIVITY (W/m*K) ~ 3.0000E+01
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HEAT TRANSFER STRUCTURE ELEMENT AND NODE INPUT DATA:

TOTAL NUMBER OF HEAT TRANSFRR STRUCTURES: 2

-

STRUCTURB # 1 STRUCTURE NAME: BED1
NUMBER OF COPIBS =  1,0000B+00 Q''' MULTIPLIER = 1.00008+00 KHDYN = 1

NUMBER OF ELEMENTS = 10 MINIMUM TIME STEP (s) = 1.0000E-03  FRACTION OF EXPLICIT TIME STEP LIMIT = 0,50000

PRINT FREQUENCY (heat transfer time steps) = 10000

RECTANGULAR GEOMETRY WAS SELECTED:
WIDTH (m) =  1.0000K-02 HEIGHT (m) = 1.00008-02
X1 (m) = 0,00008+00 X2 (m) = 1.0000B-02

HEAT FLUX BOUNDARY CONDITION AT END 1
HEAT FIUX (W/sq.m) = 0.0000B+00 SURFACE AREA (sq.m) = 6,0000E+03

o/n# Xn (m) Xe (w) pX (m) AREA (sq.m) VOLUME (cub.m) MASS (kg) MATBRIAL Q''' (W/cub.m) Te (K) Tn (K)
1 0.0000B400 5.0000E-04 1.0000B-03 1,0000E-04 1.0000E-07 3.558E-04 BED,D=400C 2.5000E409 205.000 205.000
2 1.00008-03 1.50008-03 1,00008-03 1.00008-04 1.00008-07 3.5508-04 BED,D=400C 2.5000B+09 205,000 205,000
3 2.0000B-03 2.5000E-03 1.0000E-03 1.0000E-04 1.0000E-07 3.558E-04 BED,D=400C 2.5000B+409 205,000 205.000
¢ 3.0000B-03 3.5000B-03 1.00008-03 1.0000E-04 1.0000E-07 3,558B-04 BED,D=400C 2.5000E+09 205,000 205,000
5 4.0000E-03 4.50008-03 1.0000E-03 1.0000E-04 1.00008-07 3.558E-04 BED,D=400C 2.5000B+09 205.000 205.000
6 5.0000B-03 5.50008-03 1,0000E-03 1.0000E-04 1.0000E-07 3.558E-04 BED,D=400C 2.5000E+09 205,000 205.000
7 6.0000B-03 6.50008E-03 1.0000E-03 1.0000K-04 1.00008-07 3.558E-04 BED,D=400C 2.50008+09 205,000 205.000
8 7.0000E-03 7.5000E-03 1.0000E-03 1.0000K-04 1.0000E-07 3,558E-04 BED,D=400C 2.50008+09 205,000 205.000
9 8.0000E-03 8.5000E-03 1.0000E-03 1,0000E-04 1.0000E-07 3.558E-04 BED,D=400C 2.50008+09 205.000 205.000
10 9.0000B-03 9.5000B-03 1,0000E-03 1,0000E-04 1.0000E-07 3.558B-04 BED,D=400C 2.5000E+09 205.000 205.000
:
11 1.00008-02 205,000
STRUCTURE TOTALS: LENGTH (m) = 1.0000E~02 VOLUME (cub.m) = 1.0000E-06 MASS (kg) = 3.5580E-03
SPECIFIED ELEMENT HEAT FLUX SURFACES:
e# SURFACE AREA (sq.m) HEAT FLUX (W/sq.m)
SPECIFIED ELEMENT CONVECTION SURFACES:
e} SURFACE NW # E§ AREA (sq.m) EDh (m) Lam.HTC # Tur.HTC # REtran Lam. AUX Tur.AUX
1 1 1 15 9.0000E-04  4.0000E-04 36 36 4.0000E+03 1.0000E+00 1.00008+00
2 1 1 11 9.0000E-04 4.0000E-04 36 36 4.0000E+03 1.00008+00 1.00008400
3 1 1 13 9.0000B-04  §.0000E-04 36 36 4.0000E+03 1.0000E+00 1.0000B+00
4 1 1 12 9.0000E-04  4.0000E-04 36 36 4.0000E+03 1.0000E+00 1.00008+00
5 1 1 11 9.0000E-04  4.0000E-04 36 36 4.0000E+03 1.0000E+00 1.0000B+00
6 1 1 10 9.0000E-04 4.0000E-04 36 36 4.0000E+03 1.0000E+00 1.00008400
7 1 1 9 9.0000E~04  4.0000E-04 36 36 4.0000E+03 1.0000E+00 1.0000E+00
8 1 1 8 9.0000E-04 4.0000E-04 36 36 4.0000E+03 1.0000E+00 1.00008400
9 1 1 7 9.0000E-04 §.0000E-04 36 36 4.0000E+03 1.0000E+00 1.0000E+00
10 1 1 6 9.0000E-04 4.0000E-04 36 36 4.0000E+403 1.0000E+00 1.0000E+00
HEAT FLUX BOUNDARY CONDITION AT END 2
HEAT PIUX (W/3q.m) = 0.0000E+00 SURFACE AREA (sq.m) = 6.0000E+03
* STRUCTURE # 2 STRUCTURR NAME: BED2
NUMBER OF COPIES = 1.0000E+00 Q''' MULTIPLIER = 1.0000E+00 KHDYN = 1
NUMBER OF ELEMENTS = 10 MINIMUM TIME STEP (s) = 1.00008-03 FRACTION OF EXPLICIT TIME STEP LIMIT = 0.50000
PRINT FREQUENCY (heat transfer time steps) = 10000
RECTANGULAR GEOMETRY WAS SELECTED:
WIDTH (m) = 1.00008-02 HRIGHT (m) = 1,0000E~-02
X1 (m) = 0.0000E+00 X2 (m) = 1.0000E-02
HEAT FLUX BOUNDARY CONDITION AT END 1
HEAT FIUX (W/sq.m) = 0.0000E+00 SURFACE AREA (sq.m) = 6.0000E+03
e/n# Xn (m) Xe (m) DX (m) AREA (sq.m) VOLUME (cub.m) MASS (kg) MATERIAL Q''' (W/cub.m) Te (K) Tn (K)
1 0.0000B+00 5.0000E-04 1,0000E-03 1.0000E-04 1.0000E~07 3,558E~04 BED,D=400C 2.5000E+09 205.000 205.000
2 1.0000B-03 1.5000E-03 1.0000E-03 1.0000E-04 1.0000E-07 3.558E-04 BED,D=400C 2.5000E+09 205.000 205.000
3 2.0000B-03 2.5000E-03 1.0000E-03 1.0000E-04 1.0000E~07 3.558E-04 BED,D=400C 2.5000E+09 205.000 205.000
4 3.0000E-03 3.5000E-03 1.0000E-03 1.0000E-04 1.0000E~07 3,.558E-04 BED,D=409C 2.5000E+09 205.000 205.000
5 4,0000E-03 4.5000E-03 1.0000E-03 1.0000E-04 1.0000E-07 3.558E-04 BED,D=400C 2.5000E+09 205.000 205.000
6 5.0000E-03 5.5000E-03 1.0000E-03 1.0000E-04 1.0000E-07 3.558E-04 BED,D=400C 2.5000E+09 205.000 205.000
7 6.0000E-03 6.5000BE-03 1.00008-03 1.0000E-04 1.0000E~07 3.558E-04 BED,D=400C 2.5000E+09 205.000 205.000
8 7.0000E-03 7.5000B-03 1.0000E-03 1,0000E-04 1.0000E-07 3.558E-04 BED,D=400C 2.5000E+09 205.000 205.000
9 8.0000E-03 8.5000E-03 1.0000E-03 1.0000E-04 1.0000E-07 3.558E-04 BED,D=400C 2.5000E+09 205.000 205.000
10 9.0000B-03 9.5000E-03 1.0000E-03 1.00008-04 1.0000E-07 3.558E-04 BED,D=400C 2.5000E+09 205.000 205.000
11 1.0000E-02 205.000

STRUCTURE TOTALS: LENGTH (m) = 1.00008-02 VOLUME (cub.m) = 1.0000E-06 MASS (kg) =  3.5580E-03

SPECIFIED ELEMENT HEAT FLUX SURFACES:
e# SURFACE AREA (sq.m) HEAT FLUX (W/sq.m)
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SPECIFIED ELEMENT CONVECTIOUN SURFACES:

e# SURFACE NW #

- N
- e

cwvw®mao
- e

-

e e e

E#
25
2
23
22
21

20
19
18
17
16

AREA (sq.m)
9.0000E-04
9,0000K-04
9.0000E-04
9.00008-04
9.00008-04

9.0000E-04
9.0000E-04
9.00008-04
9.0000E-04
9.0000E-04

EDh (m)
4.00008-04
4.0C00E-04
4.0000E-04
4.00008-04
4.0000B8-04

4.0000E-04
4.0000E-04
4.0000E-04
4.00008-04
4.0000E-04

Lam.HTC # Tur.HIC #
36 36

36 36
36 36
36 36
36 36
36 36
36 36
36 36
36 36
36 36

REtran
4.00008+03
4.00008+03
4,0000B+03
4.0000E+03
4.0000E+03

4.00008403
4.00008+03
4.0000E+03
4.0000E+03
4.00008+03

HEAT FLUX BOUNDARY CONDITION AT END 2
HEAT FLUX (W/sq.m) =

0.0000E+00

SURFACE AREA (sq.m) =  6.0000E+03

Lam.AUX
1.00008+00
1.0000E+00
1.00008+00
1.0000E+00
1.0000E+00

1.00008+00
1.0000B+00
1.0000E+00
1.0000E+00
1.0000E+00

Tur.AUX
1.00008+00
1.00008+00
1.0000E+00
1.0000E+00
1.00008+00

1.0000B+00
1.00008+00
1.00008+00
1.0000E+00
1.00008+00

*TOTAL MASS OF ALL COPIES OF ALL STRUCTURES (kg) =
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FUNCTION-~CONTROLLED VARIABLE INPUT DATA FOR HEAT TRANSFER:

COUNTER  ID # wevsssencessNAME....c.0ua...  ARGUMENT F # MULTIPLIER Ll L2 L3

FUNCTION INPUT DATA FOR HEAT TRANSFLR:

COUNTER F # 1D # eesssseveseNAME . Li0eananss MULTIPLIER VALUE Ll L2 L3 L4

FUNCTION-CONTROLLED VARIABLE INPUT DATA FOR REACTOR DYNAMICS:

COUNTER ID # eeossaassesNAME...oeouuee..  ARGUMENT F # MULTIPLIER L1 L2 L3

FUNCTION INPUT DATA FOR REACTOR DYNAMICS:

COUNTER F # D # veenssvacesNAME. cciviianann MULTIPLIER VALUE L1 L2 L3 4

FUNCTION-CONTROLLED VARIABLE INPUT DATA FOR THE SYSTEM:
COUNTER ID # sesevsescsssNAME.Looiiuinans ARGUMENT F # MULTIPLIER L1 L2 L3

1 35 MASS FLOW RATE BC AT NODE 1 10 1.0000E+00 101 1 0

FUNCTION INPUT DATA FOR THE SYSTEM:

COUNTER F # ID # cerevsaseresNAME L oieineans MULTIPLIER VALUE L1 L2 L3 4

11 5 1 PRCBLEM TIME 1.0000E+00 0.0000E+00 0 0 0 0

12 10 114 TABLE, FLOWRATE BC VS TIME 1.0000E+00 1.0000B-03 0 0 0 0
TABLE ARGUMENT F #: 5

TABLE X,Y ENTRIES:
0.0000E+00 5.0000E-04
5.0000E+00 3.5900E-04
2.0000E+01 3.5900E-04

EXECUTION-TIME STATISTICS:

+ STEADY-STATE CALCULATION CONVERGED IN 74 WALL TEMPERATURE ITERATIONS,
PROCEEDING WITH TRANSIENT CALCULATION...

TIME (s) = 0.00000 TIME STEP # 0 TIME STEP (s) = 1.00000E-02
TIME (s) = 30.000 TIME STEP # 3000 TIME STEP (s) =  1.00000E-02
TIME (s) = 60.000 TIME STEP # 6000 TIME STEP (s) = 1.00000EK-02
TIME (3) = 90.000 TIME STEP # 9000 TIME STEP (s} = 1.00000E-02
EXECUTION TIME: 234.21 s ( 3.9035 min)

page -- 173



Appendices

PROGRAM SAFSIM OUTPUT (FLUID MECHANICS):

EXAMPLE PROBLEM - INVESTIGATE STABILITY OF FLOW IN PARALLEL FLOW PATHS
CONTAINING POROUS BEDS WITH INTERNAL HEAT GENERATION

VoVVaV, Ve Z0VaVVVL VL VLV VLV VLV VL VL VLV VLV VLV VLV VL VL VLV VUV VL VL VL VL VUV VUV VL VL VL VU VU VU Ve Y 2oV Ve VL VeV VL VL VL VL VL VL V.
---> SYSTEM TIME (s) = 0.00000 TIME STEP # 0 TIME STEP (s) = 1.0000E-02 <--~

SEOEIECICICIEICIEIECICICICICILICICICICICICICICICICICILCICICICICICILCICILICIILCICICICICIDILICICICICICIECICICICICILCILICICILCICILICICICC

44+ NETWORK # 1 NETWORK NAME: PARALLEL BEDS QUASI-STATIC SOLUTION
*+ TIME (s) = 0.00000 SYSTEM TIME STEP # 0 SYSTEM TIME STE? (s) = 1.0000E-02
* FLUID MECHANICS TIME STEP # 0  FLUID MECHANICS TIME STEP (s) = 1.00008-02
E# NODE1 NODE2 NAME Pl (Pa) P2 (Pa) P2 - P1 (Pa) TL (K) T2 (K} T2 - T1 (K} Dl (kg/cub.m) D2 (kg/cub.m)
1 1 2 INLET 7.5791E406 7.5791E+06 -2.9458E-05 125.000 125.000 0,000 1.4702E+01 1.4702E+01
2 2 3 INLET 7.5791E+06 7.5791E+06 -2,9458E-05 125.000 125.000 0.000 1.4702E+01 1.4702E+01
3 3 4 INLET 7.5791E406 7.57918406 -2.9476E-05 125.000 125.000 0.000 1.4702E+01 1.4702E+01
4 4 5 INLET 7.5791E+06 7,.5791E+06 -3.2989E-05 125.000 125.001 0.001 1.47028401 1.4702E+01
L] 8 6 INLET 7.5791E+06 7.5791E+06 -8.5783E-02 125.001 125.187 0.186 1.4702E+01 1.4680E401
6 6 7 BED1 7.5791E406 7.5791B+406 -4.5093E+01 125.187 197.685 72.498 1.4680E+01 9.2962E+00
7 7 8 BED1 7.5791E406 7.5790B+06 -6.1872E+01 197.685 249.471 51.786 9.2962E400 7.3664E+00
8 8 9 BED1 7.5790B406 7.5789E+06 -7.9503E401 249.471 307.107 57.635 7.3664E+00 5.9839E+00
9 9 10 BED1 7.5789E406 7.5788E+06 -9.8240E+01 307.107 363.223 56.116 5.9839E+00 5.0593E400
10 10 11 BED1 7.5788E406 7.5787E+06 -1.1790B+402 363.223 419.820 56.597 5.0593E+00 4.3772E+00
1 1 12 BED1 7.57876+406 7.5786E+06 -1.3848E+02 419.820 476.334 56.514 4.3772E+00 3.8578E+00
12 12 13 BED1 7.5786E+406 7.5784E+06 -1.5992E+02 476.334 532.909 56.575 3.8578E+00 3.4482E+00
13 13 14 BEDL 7.5784E+06 7.5782E+06 -1.8219E+02 532.909 589.487 66.579 3.4482E+00 3.1171E+00
14 1t 15 BED1 7.5782E+06 7.5780E+06 ~2.0536E+02 589.487 646.386 56.898 3.1171B+00 2.8427E400
15 15 16 BED1 7.5780E+06 7.5778B+06 -2.2604E+02 646,386 692.241 45.855 2.8427E+00 2.6543. 00
16 6 17 BED2 7.5791E406 7.5791E+06 -3.5189E+01 125.187 233.818 108.631 1.4680E401 7.8596E+00
17 17 18 BED2 7.5791E+06 7.5790E+06 -5.2633E+01 233.818 306.255 72,437 7.8596E+00 6.0006E+00
18 18 19 BED2 7.5790E+406 7.5790E+06 ~7.1522E+01 306.255 388.576 82.321 6.0006E+00 4.72938+00
19 19 20 BED2 7.5790E+06 7.5789E+06 -9.2195E+01 388.576 468.424 79.848 4.7293E+00 3.9231E+00
20 20 21 BED2 7.5789E+06 7.5787B+06 -1.1437E+402 468.424 549.024 80.600 3.9231E+00 3.3471E+00
21 21 22 BED2 7.5787E406 7.5786E406 -1.3802E+02 549.024 629.487 80.464 3.3471E+00 2.9192E400
22 22 23 BED2 7.5786E+06 7.57B4E+06 ~1.6305E+02 629.487 710.028 80.541 2.9192E400 2.5B80E+00
23 23 24 BED2 7.5784E+406 7.5783E+06 -1.8942E+02 710.028 790.560 80.532 2.5880E+00 2.3243E+00
24 24 25 BED2 7.5783E+06 7.5780E+06 -2.1698E+02 790,560 870.712 80.152 2,3243E400 2.1103E+00
25 25 26 BED2 7.5780E+406 7.5778E+06 -~-2.4122E+02 870.712 933.235 62.523 2.1103E+00 1.9689E+00
E# NODE1 NODE2 NAME P1 (Pa) P2 (Pa) P2 - Pl (Pa) T1 (K} T2 (K) T2 - T1 (K) D1 (kg/cub.m) D2 (kg/cub.m)
E# NAME FLOW (kg/s) VELOCITY (m/s) P (Pa) T (K) effectv FF  Qflow (W) Qconv (W) HTC (W/sq.m*kK) Twall (K)
1 INLET 5.0000E-04 1.7005E-01  7.5791E+06 125.000 1.9596E-02 1.0641E-14 0.0000E+0C  0.0000E+00 0.000
2 INLET 5.0000E-04 1.7005B-01  7.5791E+06 125.000 1.9596E-02 1.0641E-14 0.0000E+00  0.0000E+00 0.000
3 INLET 5.0000E-04 1.7005B8-01  7.5791E+06 125.000 1.9596E-02 -6.2281E-13 0.0000E+00 0.0000E+00 0.000
4 INLET 5.0000E-04 1.70056-01  7.5791E+06 125.000 1.9596E-02 -1.2009E-10 0.0000E+00  0.0000E+00 0.000
5 INLET 5.0000E-04 1.7018E-01  7.5791E+06 125.094 5.6580E+01 -2.2656E-08 0.0000E+400 0.0000E+00 0.000
6 BED1 2.9399E-04 6.9385E-01  7.5791E+06 173.487 4.2266E+01 -5.5039E-05 3.1987E+02 1.0254E+04 208.149
7 BED1 2.9399E-04 9.2715E-01  7.5790E+06 231.820 4.4319E+01 -5.4447E-05 2.2832E+02  9.7544E+03 257.828
8 BED1 2.9399E-04 1.1485B+00  7.57905+06 287.168 4.6116E+01 -7.5427E-05 2.5418E+02 9.4022E+03 317.206
9 BED1 2.93995-04 1.3741E+00  7.5789E+06 343.576 4.7836E+01 -8.8450E-05 2.4746E+02 9.1177E+03 373.733
10 BED1 2.9399E-04 1.5991E+00 7.5788E+06 399.809 4.9461E+01 -1.0421E-04 2.4959E+02 B.8843E+03 431.024
11 BED1 2.93998-04 1.8246E400 7.5786E+06 456.185 5.1018E+01 -1.1909E-04 2.4922E+02 8.6863E+03 488,064
12 BEDL 2.9399E-04  2.0502E+00  7.5785E+06 512.593 5,2519E+01 -1.3427E-04 2.4949E+02 8.5152E+03 545.148
13 BED1 2.9399E-04  2.2761E+00  7.5783E+06 569.041 5.3961E+01 -1.4934EB-04 2.4950E+02 8.3649E+03 602.183
14 BED1 2,939986-04 2.5028E+00  7.5781E+06 625.708 5.5367E+01 -1.6538E-04 2.5100E+02 8.2308E+03 659.592
15 BED1 2.9399E-04 2.7020E+00 7.5779E+06 675.501 5.6568E+01 -1.4473E-04 2.0258E+02 B8.1242E+03 703.208
16 BED2 2.0601E-04 5.9178E~-01  7.5791E+06 200.605 5.8087E+01 -3.4957E-05 3.3595E+02 8.6612E+03 243.703
17 BED2 2.0601E-04 8.3617E-01  7.5791E+06 263.448 6.2981E+01 -3.5071E-05 2,2376E+02 8.1645E+03 313.900
18 BED2 2.0601E-04 1.0683E+00 7.5790E+06 362.138 6.7214E+01 -5.1281E-05 2.5440E+02 7.8307E+03 398.235
19 BED2 2,0601E-04 1.3050E+00 7.5789E+06 442.376 7.1234E+01 -6.1357E-05 2.4673E+02 7.56B86E+03 478.597
20 BED2 2.0601E-04 1.5411E+00 7.5788E+06 522.398 7.5013E401 -7.35408-05 2.4906E+02  7.3579E+03 560.008
21 BED2 2,0601E-04 1.7778E+00 7.5787E+06 602.625 7,8619E+01 -8.5051E-05 2.4864E+02 7.1817E+03 641.093
22 BED2 2.0601E-04  2.0147E+00 7.5785E+06 682,896 8.2075E+01 -9.6780E-05 2.4888E+02 7.0310E+03 722.226
23 BED2 2.0601E-04 2.2517E+00 7.5784E+06 763.217 8.5404E+01 -1.0843E-04 2.4885E+02 6.8998E+03 803.291
24 BED2 2.0601E-04 2.4880E+00 7.57B1E+06 843.308 8.8613E+01 ~1.1950E-04 2.4781E+02  6.7842E+03 8683.894
25 BED2 2.0601E-04 2.6900E+00  7.5779E+06 911.744 9.1277E+01 -1.0079E-04 1.9368E+02 6.6952B+03 943.886
E# NAME FLOW (kg/s) VELOCITY (m/s) P (Pa) T (K) effectv FF  Qflow (W) Qconv (W) HTC (W/sq.m*K) Twall (K)
E# NAME DEN (kg/cub.m) MACH # DVISC (Pa*s) Cp (J/kg*K) GAMMA COND (W/m*K) REYNOLDS # PRANDTL #  PECLET #
1 INLET 1.4702E+01 0.00020 5.2756E-06 1.5000E+04 1.37921 2.0000E-01 6.7006E+404 3.9567E-01 1.8750E+02
2 INLET 1.4702E+401  0.00020 5.2756E-06 1.5000E+04 1.37921 2.0000E-01  6.7006E+04 3.9567E-01 1.8750E+02
3 INLET 1.4702E401  0.00020 5.2756E-06 1.5000E+04 1.37921 2.0000E-01  6.70068+04 3.9567E-01 1.8750E+02
4 INLET 1.4702E401  0.00020 5.2756E-06  1.5000E+04 1.37921 2.0000E-01 6.7006E+04 3.9567E-01 1.8750E+02
S INLET 1.4691E+01  0.00020 5.2783E-06  1.5000E+04 1.37921 2.0000E-01  6.6972E+04 3.9587E-01 1.8750E+02
6 BED1 1.0593E+01  0.00070 6.5881E-06 1.5000E+04 1.37921 2.0000E-01  4.4625E+02 4.9411E-01 5.5124E+02
7 BED1 7.9273E400 0.00081 8.01B3E-06 1.5000E+04 1.37921 2.0000E-01 3.6665E+02 6.0137E-01 5.5124E+02
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BED1
BED1
BED1

BED1
BED1
BED1
BED1
BED1

BED2
BED2
BED2
BED2
BED2

BED2
BED2
BED2
BED2
BED2

NAME

6.3994E+00
5.3486E+00
4.5963E+00

4.0282E+00
3.5849E+00
3.2292E+00
2.9367E+00
2.7201E+00

9.1609E+00
6.4834E+00
5.0746E+00
4.1541E+400
3.5177E+00

3.0494E+00
2.6909E+00
2.4076E+00
2.1789E+00
2.0153E+00

DEN (kg/cub.m)

0.00090
0.00098
0.00106

0.00113
0.00120
0.00127
0.00133
0.00138

0.00055
0.00066
0.00074
0.00082
0.00089

0.00096
0.00102
0.00108
0.00114
0.00118

9.2706E-06
1.0469E-05
1.1601E-05

1.26878-05
1.3730E-05
1.4737E-05
1.5716E~05
1.6554E-05

7.2696E-06
9.18%90E-06
1.0849E-05
1.24258-05
1.3907E-05

1.5321E-05
1.6676E~05
1.7982B-05
1.9240E-05
2.0285E-05
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1.5000E+04
1.5000E+04
1.5000E+04

1.5000E+04
1.5000E+04
1.5000E+04
1.5000E+04
1.5000E+04

1.5000E+04
1.5000E+04
1.5000B+04
1.5000E+04
1.5000E+04

1.5000E+04
1.5000E+04
1.5000E+04
1.5000E+04
1.5000E+04

MACH # DVISC (Pa*s) Cp (J/kg*kK)

1.37921
1.37921
1.37921

1.37921
1.37921
1.37921
1.37921
1.37921

1.37921
1.37921
1.37921
1.37921
1.37921

1.37921
1.37921
1.37921
1.37921
1.37921

GAMMA

2.0000E-01
2.0000E-01
2.0000E-01

2.0000E-01
2.0000E-01
2.0000E-01
2.0000E-01
2.0000E-01

2.0000E-01
2.0000B-01
2.0000E-01
2.0000E-01
2.00002-01

2.0000E-01
2.0000E-01
2.00008-01
2.0000E-01
2.0000E-01

COND (W/m*K)

3.1713E+02
2.8083E+02
2.5341E+02

2.3174B+02
2.14138+02
1.9949E+02
1.8706E+02
1.7760E+02

2.9B30E+02
2.35998+02
1.998BE+02
1.7453E+02
1.5593E+02

1.4154E+02
1.3003E+02
1.2059E+02
1.1271E+02
1.0690E+02

REYNOLDS #

6.9529E-01
7.8516E-01
8.7011E-01

9.5149E-01
1.0297E+00
1.1053E+00
1.1787E+00
1.2415E+400

5.4522E-01
6.89178-01
8.1366E~01
9.3187E-01
1.0430E+00

1.1491E+00
1.2507E+00
1.3486E+00
1.4430E+00
1.5214E+00

PRANDTL #

5.5124E+02
5.5124E+02
5.5124E+02

5.5124E+02
5.5124E+402
5.5124E+02
5.5124E+02
5.5124E+402

4.0659E+02
4.0659E+02
4.0659E+02
4.0659E+02
4.0659E+02

4.0659E+402
4.0659E+02
4.0659E+02
4.0659E+02
4.0659E+02

PECLET #

VeVaVaVaV VoV Vo VoV Vo Vo VLV Ve Ve Ve VeV VL Vo VeV VeV VUV VL Ve Ve Ve VO VL VLV VL VL Ve Ve Ve Ve Ve VU VU VL VL Ve Ve VU VL VU VL VL VU VL VL VL VU VL VL VU VL VL V.
---> SYSTEM TIME (s) =

30.000

TIME STE

P # 3000

TIME STE

P (s) = 1.0000E-02 <~~~
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+++ NETWORK #

* TIME (s) =

* FLUID MECHANICS TIME STEP #

E# NODE1 NODE2

O oW N e

oCww g

(LR RN SN

=

1

11
12
13
14
15

6
17
18
19
20

21
22
23
24
25

NODE1 NODE2

e W N

How®a

1
1

12
13
14
15
16

17
18
19
20
21

22
23
24
25
26

NAME
INLET
INLET
INLET
INLET
INLET

BED1
BED1
BED1
BED1
BED1

BED1
BED1
BED1
BED1
BED1

BED2
BED2
BED2
BED2
BED2

1 NETWORK NAME: PARALLEL BEDS QUASI-STATIC SOLUTION
30.000 SYSTEM TIME STEP # 3000 SYSTEM TIME STEP (s) = 1.0000B-02
3000  FLUID MECHANICS TIME STEP (s) = 1.0000E-02
NAME P1 (Pa) P2 (Pa) P2 - P1 (Pa) T1 (K) T2 (K) T2 - T1 (K) D1 (kg/cub.m) D2 (kg/cub.m)
INLET 7.5790E406 7.5790E+06 -1.6364E-05 125.000 125.000 0.000 1.4702E+01 1.4702E+01
INLET 7.5790E+06 7.5790E+06 -1,6364E-05 125,000 125.000 0.000 1.4702E+01 1.4702E+01
INLET 7.5790E+06 7.5790E+06 -1.6414E-05 125.000 125.000 0.000 1.4702E+01 1.4702E+01
INLET 7.5790E406 7.5790E+06 -2.3026E-05 125,000 125.004 0.004 1.4702E401 1.4701E+01
INLET 7.5790E+06 7.5790E+06 -4.48398-02 125.004 125.494 0.491 1.4701E+01 1.4644E+01
BED1 7.57908406 7,.5790E+06 -3,9294E+01 125.494 206.709 81.214 1.4644E+01 8.8903E+00
BED1 7.5790E+06 7.5789E+06 -5.5191E+01 206.709 263.897 57.188 8.8903E+00 6.9636E+00
BED1 7.5789E+406 7.5789E+06 -7.2023E+01 263.897 327.809 63.912 6.9636E+00 5.6059E+00
BED1 7.5789E+06 7.5788E+06 -9.0048E+01 327.809 389.996 62.187 5.6059E+00 4.7120E+00
BED1 7.5788E+406 7.5787E+06 -1.0907E+02 389.996 452.725 62.728 4.7120E+00 4.0590E+00
BED1 7.5787E406 7.5785E+06 -1.2908E+02 452.725 515.360 62.636 4.0590E+00 3.5656E+00
BED1 7.5785E+06 7.5784E+06 -1.5003E+02 515.360 578.062 62.702 3.5656E+00 3.1788E+00
BED1 7.5784E+06 7.5782E+06 -1.7187E+02 578.062 640.772 62.709 3.1788E+00 2.8676E400
BED1 7.5782E406 7.5780E+06 -1.94638+02 640.772 703.697 62.925 2.8676E+00 2.6112E+00
BED1 7.5780E+406 7.5778E+06 -2.1491E+02 703.697 754.071 50.373 2.6112E+00 2.4367E+00
BED2 7.5790E+406 7.5790E+06 -1.8995E+01 125.494 390.340 264.845 1.4644E+01 §.7080E+00
BED2 7.5790E+06 7.5790E+06 -3.5095E+01 390.340 544.138 153.798 4.7080E+00 3.3773E+00
BED2 7.5790E406 7.5789E+06 -5,3778E+01 544,138 724.667 180.529 3.3773E+00 2.5359E+00
BED2 7.5789E+06 7.5788E+06 -7.5616E+01 724.667 899.463 174,796 2.5359E+00 2.0431E+00
BED2 7.5788E+06 7.5787E+06 -1.0010E+02 899.463 1075.871 176.408 2.0431E+00 1.7080E+00
BED2 7.5787E+06 7.5/86E+06 -1.2717E+02 1075.871  1252.059 176.188 1.7080E+00 1.4677E+00
BED2 7.5786E+06 7.5785E+06 -1.5664E+02  1252,059  1428.268 176.210 1.4677E+00 1.2866E+00
BED2 7.5785E+06 7.57B3E+06 -1.8831E+02 1428.268 1603.603 175.335 1.2866E+00 1.1459E+00
BED2 7.5783E406 7.5780E+06 -2,2125E+402 1603.603 1772,667 169.064 1.1459E+00 1.0366E+00
BED2 7.5780E406 7.5778E+06 -2.4920E+402 1772.667 1896.556 123.890 1.0366E400 9.6881E~01
NAME P1 (Pa) P2 (Pa) P2 - P1 (Pa) T1 (K) T2 (K) T2 - T1 (K) D1 (kg/cub.m) D2 (kg/cub.m)
FLOW (kg/s) VELOCITY (m/s) P (Pa) T (K) effectv FF Qflow (W) Qconv (W) HTC (W/sq.m*K) Twall (K)
3.5900E-04 1.2210E-01  7.5790E+06 125.000 2.1116E-02 -1.3599E-15 0.0000E+00 0.0000E+00 0.000
3.5900E-04 1.2210E-01  7.5790E+06 125.000 2.1116E-02 ~1.3595E~15 0.0000E+00  0.0000E+00 0.000
3.5900E-04 1.2210E-01  7.5790E+06 125.000 2.1116E-02 ~1.2066E-12 0.0000E+00 0.0000E+00 0.000
3.5900E-04 1.2210E-01  7.5730E+06 125.002 2.1116E-02 ~1.6267E-10 0.0000E+00  0.0000E+00 0.000
3.5900E-04 1.2234E-01  7.5790E+06 125.249 5.6581E+01 ~2.2106E-08 0.0000E+00 0.0000E+00 0.000
2.6515E-04 6.4937E-01  7.5790E+06 180.027 4.3561E+01 ~4.6537E-05 3.2320E+02  9.5888E+03 217.478
2.6515E-04 B.8256E-01 7.5790E+06 244.673 4.6046E+01 -4.6423E-05 2.2740E+02 9.0963E+03 272.450
2.6515E-04 1.1037E+00  7,5789E+06 305.980 4.8211E+01 -6.5232E-05 2.5821E+02  8.7544E+03 338.244
2.6515E-04 1.3292E+00  7.578BE+06 368.484 5.0278E+01 -7.7001E-05 2.4733E+02 B8.4806E+03 400.889
2.6515E-04  1.5540E+00  7.5787E+06 430.798 5.2230E+01 ~9,1190E-05 2.4949E+402 8,2574E+03 464,369
2.6515E-04 1.7794E+00  7.5786E+06 493.273 5.4096E+01 ~1.0461E-04 2.4912E+02 B.0690E+03 527.577
2,6515E-04  2.0049E+00  7.5785E+06 665,783 5.5889E+01 -1.1828E-04 2.4938E+02 7.9067E+03 590.828
2.6515E-04  2.2306E+00 7.5783E+06 618.342 5.7619E+01 ~1.3187E-04 2.4941E+02  7.7645E+03 654.033
2.6515E-04  2.4569E+00 7.5781E+06 681.057 5.9298E+01 -1.4597E-04 2.5037E+402 7.6380E+403 717.478
2.6515E-04 2.6547E+00  7.5779E+06 735.862 6.0724E+01 -1.2688E-04 2.0075E402 7.5383E+03 765,452
9.3850E-05 4.3002E-01  7.5790E+06 319.971 9.5393E+01 -1.15680E-05 3.7368E+02 5.0544E+03 402.118
9.3850E-05 6.7378E-01  7.5790E+06 501.349 1.1526E+02 -1,2185E-05 2.1631E+02 4.6851E+03 552.647
9.3850E-05 9.0445E-01  7.57B9E+06 672.980 1.3198E+02 -1.9423E-05 2.541BE+02 4.4582E+03 736.330
9.3850E-05 1.1401E+00 7.5789E+06 848.318 1.4769E+02 -2.4078BE-05 2.4606E+02 4.2876E+03 912.082
9.3850E-05 1.3754E+00  7.5788BE+06  1023.365 1.6235E+02 -2.9563E-05 2.4834E+02 4.1543E+03 1089.786
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21 BED2
22 BED2
23 BED2
24 BED2
25 BED2

E# NAME

9.3850E-05
9.3850B-05
9.3850E-05
9.3850E-05
9.3850E-05

1.6113E+00
1.8473E+00
2,0826E+00
2.3119E+00
2.4970E+00

FLOW (kg/s) VELOCITY (m/s)

Appendices

7.5787E+406 1198.877
7.5785E+06  1374.445
7.5784E+06  1549.497
7.5782E+06  1720.038
7.5779E+06  1857.744

P (Pa)

NAME
INLET
INLET
INLET
INLET
INLET

[ AR SR 3

BED1
BED1
BED1
BED1
BED1

oOWw®I

11 BEDl
12 BED1
13 BED1
14 BED1
15 BED1

16 BED2
17 BED2
18 BED2
19 BED2
20 BED2

21 BED2
22 BED2
23 BED2
24 BED2
25 BED2

E# NAME

DEN (kg/cub.m)

1.4702E+01 0.00014
1.4702E+01  0.00014
1.4702E+01 0.00014
1.4701E+401  0.00014
1.4672B+01  0.00014

1,0208E+01 0.00064
«.5108E+00  0.0007%
6.0059E+00 0.00084
4,9871E+00 0.00092
4,26566+00 0.00099

3,7253E400 0.00106
3.3063E+00 0.00113
2.9717E400 0.00119
2.6980E+00  0.00125
2.4970E+00  0.00130

5.7433E+00 0.00032
3.6655E+00 0.00040
2.7307E+00 0.00046
2.1663E+00  0.060052
1.7957E+00  0.00057

1,5328E+00 N.00062
1.3370E+00 0.00066
1.1859E+00 0.00070
1.0683E+00 0.00074
9.8907E-01  0.00077

DEN (kg/cub.m)

MACH # DVISC (Pa*s) Cp (J/kg*K)

5.2756E-06 1.5000E+04
5.2756E-06 1.5000E+04
5,2756E~06 1.5000B+04
5.2757E-06 1.5000E+04
5.2827E-06  1.5000E+04

6.7554E-06  1.5000E+04
B8.3170E-06 1.5000E+04
9.6780E-06  1.5000E+04
1.0977E-05  1.5000E+04
1.2204E-05 1.5000E+04

1.3377E-05 1.5000E+04
1.4503E-05 1.5000E+04
1.5591E-05 1.5000E+04
1.6646E-05 1.5000E+04
1.7542E-05 1.5000E+04

9.9757E-06  1.50008+04
1.3525E-0% 1.5000E+04
1.6512E-0% 1.5000E+04
1.9317E-05 1.5000E+04
2.1937B-05  1.5000E+04

2.4421E-05 1.5000E+04
2.6791E-05  1.5000E+04
2.9059E-05 1.5000E+04
3.1190E-05 1.5000E+04
3.2861E-05 1.5000E+04

1.7626E+02 ~3,4807E-05 2.4803E+02  4.0451E+03 1267.005
1.8953E402 -4.0095E-05 2.48078+02  3.9532E+03 1444.168
2.0222E402 -4.5146E-05 2.46B8E+02  3.8743E+03 1620,298
2.1415E+402 -4,8501E-05 2.3B834E+02  3.8069E+03 1789.603
2.2351E+402 -3,8276E-05 1.7535E+402  3.7579E+03 1909.589
T (K) effectv FF Qflow (W) Qconv (W) HTC (W/sq.m*K) Twall (K)
GAMMA COND (W/m*K) REYNOLDS # PRANDTL # PECLET #
1.37921 2.0000E-01 4.8111E+04 3.9567E-01 1.3463E+02
1.37921 2.0000E-01 4.8111E+04 3.9567E-01 1.3463E+02
1.37921 2,0000E-01 4.8111E+04 3.9567E-01 1.3463E+02
1.37921 2,0009E-01 4.BL10E+04 3,9568E-01 1.3463E+02
1.37921 2.0000K-01  4.8046E+04 3.9621E-01 1.3463E+02
1.37921 2.0000E-01  3.9250E+02 5.0666E-01 4.9716E+02
1.37921 2.0000B-01 3.1880E+02 6.2377E-01 4.97168+02
1.37921 2.0000E-01  2.7397E+02 7.2585E-01 4.9716E+02
1.37921 2.0000E-01 2.4154B+02 6.2330B-01 4.9716E+02
1.37921 2.00008-01  2.1727E+02 9.1527E-01 4.9716E+02
1.37921 2.0000E-01  1.9822E+02 1.0033E+00 4.9716E+02
1.37921 2.0009E-01  1.8282E+02 1.0878E+00 4.9716E+02
1.37921 2.0000E-01  1,7007E+02 1.1693E+00 4.9716E+02
1.37921 2.0000E-01 1.5929E+02 1.2484E+00 4.9716E+02
1.37921 2,0000E-01  1.5115E+02 1.3157E+00 4.9716E+02
1.37921 2.0000E-01 9.9030E+01 7.4818E~01 1.8523E+02
1.37921 2.0000E-01  7.3043E+01 1.0144E+00 1.8523E+02
1.37921 2.0000E-01  5.9830E+01 1,2384E+00 1.8523E+02
1.37921 2.0000E-01 5.1140E+01 1.448BE+00 1.8523B+402
1.37921 2.0000E-01  4.5034FE+01 1.6452E+00 1.8523E+02
1.37921 2.0000E-01 4.0453E+01 1.8316R+00 1.8523E+02
1.37921 2.0000E-01  3.6874E+01 2.0093E+00 1.8523E+02
1.37921 2,0000E-01  3.3997E+01 2.1794E400 1.8523E+02
1.37921 2.0000E-01 3.1674E+01 2.3392E+00 1.8523E+02
1.37921 2.0000E-01 3.0063E+01 2.4646E+00 1.8523E+02
GAMMA COND (W/m*K) REYNOLDS # PRANDTL # PECLET #

MACH # DVISC (Pa*s) Cp (J/kg*K)

VoVaVaVaVVL VL VLV VL VLV VL VLV LV VL VLY VL VL VUV VUV VL VL VLV VL V. VLV Y

-~-> SYSTEM TIME (s)

60.000

TIME STEP # 6000

VVVV VL VUV VL VOV VIVL VUV VL VL VVU VL VL VLV VL VL VLV VL VYL Y, V.

TIME STE

P (s) = 1.0000E-02 <---
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¢4+ NETWORK # 1 NETWORK NAME: PARALLEL BEDS QUASI-STAT
* TIME (s) = €0.000 SYSTEM TIME STEP # 6000  SYSTEM TIME STEP (s) = 1.0
* FLUID MECHANICS TIME STEP # 6000  FLUID MECHANICS TIME STEP (s) = 1.0000E-02
E# NODE1 NODE2 NAME Pl (Pa) P2 (Pa) P2 - Pl (Pa) T1 (K) T2 (K) T2
1 1 2 INLET 7.5790E+06 7.5790E+06 -1.6364E-05 125.000 125,000
2 2 3 INLET 7.5790E+06 7.5790E+06 -1.6364E-05 125.000 125.000
3 3 4 INLET 7.5790E+06 7.5790E+06 -1.6416E-05 125.000 125.000
4 L[] 5 INLET 7.5790E+06 7.5790E+06 -2.347%9E-05 125.000 125.004
5 S 6 INLET 7.5790E+06 7,5790E+06 -4.4907E-02 125.004 125,528
6 6 7 BEDL 7.5790E+406 7.5790E+06 -4,0762E+01 125.528 204.322
7 7 8 BED1 7.5790E+06 7.5790E+06 -5.6883E+01 204.322 260.021
8 8 9 BED1 7.5790E+06 7.5789E+06 -7.3915E+401 260.021 322,199
9 9 10 BED1 7.5789E+06 7.5788E+06 -9.2117E+01 322.199 382.709
10 10 11 BED1 7.5788E+06 7.5787E+06 -1.1129E+02 382.709 443.743
1 11 12 BED1 7.5787E+06 7.5785E+406 ~1.3144E+02 443.743 504.686
12 12 13 BED1 7.5785E+406 7.5784E+06 -1.5250E+02 504.686 565.694
13 13 14 BED1 7.5784E+06 7.5782E+06 -1.7445E+02 565.694 626.707
14 14 15 BED1 7.57B82E+06 7.57BOE+06 -1.9730E+02 626.707 687.966
15 1% 16 BED1 7.5780E+06 7.5778E+06 -2.1767E+02 687.966 737.094
16 6 17 BED2 7.5790E+06 7.5790E+06 -1.8450E+01 125.528 416.724
17 17 18 BED2 7.5790E+06 7.5790E+06 ~3.4784E+01 416.724 583.039
18 18 19 BED2 7.5790E+06 7.5789E+06 -5.3B843E+01 683.039 778.874
15 19 20 BED2 7.5789E+06 7.5789E+06 -7.6241E+01 778.874 968.488
20 20 21 BED2 7.5789E+06 7.578BE+06 -1,0144E+02 968.488 1159.814
21 21 22 BED2 7.5788E+06 7.5786E+06 -1.2937E+02 1159.814 1350.895
22 22 23 BED2 7.5786E+06 7.5785E+06 -1.5983E+02 1350.895 1541.938
23 23 24 BED2 7.5785E+06 7.5783E+06 -1.9258E+02 1541.938 1731.803
24 24 25 BED2 7.57B3E+06 7.5781E+06 -2.2657E+02 1731.803 1914.056
25 25 26 BED2 7.5781E+06 7.5778E+06 -2.5523E+02 1914.056  2046.634
E# NODE1 NODE2 NAME P1 (Pa) P2 (Pa) P2 - Pl (Pa) T1 (K) T2 (K) T2
E# NAME FLOW (kg/s) VELOCITY (m/s) P (Pa) T (K) effectv FF Qflow (W)
1 INLET 3,.5900E-04 1.2209E-01 7.5790E+06 125,000 2.1116E-02 -2.5350E-15
2 INLET 3.5900E-04 1.2209E-01 7.5790E+06 125.000 2.1116E-02 -2.5346E-15
3 INLET 3.5900E-04 1.2209E-01 7.5790E+06 125,000 2.1116E-02 ~1,2760E-12
4 INLET 3.5900E-04 1.2210g-01 7.5790E+406 125,002 2.1116E-02 -1.7372E-10
5 INLET 3.5900E-04 1,2235E-01 7.9790E+06 125.266 5.6581E+01 -2.3611E-08
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1C SOLUTION

000E-02

- T1 (K) D1 (kg/cub.m) D2 (kg/cub.m)

0.000
0.000
0.000
0.004
0.524

78.794
55.700
62.178
60.510
61.034

60.943
61.007
61.013
61.260
49.128

291.196
166.315
195.835
189.613
191.326

191.082
191.043
189.865
182.253
132.577

1.4702E+01
1.4702E+01
1.47028+401
1.4702E+01
1.4701E+01

1.4640E+01
8.9941E+00
7.0674E+00
5.7035E+00
4.8017E+00

4.1412E+400
3.6410E+00
3.2483E+00
2.9320E+400
2.6709E+00

1.4640E+01
4.4099E+00
3.1519E+00
2.3594E+00
1.8975E+00

1.5844E+00
1.3603E+00
1.1917E+00
1.0610E+03
9.5999E-01

1.4702E+01
1.4702E+01
1.4702E+01
1.4701E+01
1.4640E+01

8.9941E+00
7.0674E+00
5.70358+00
4.8017E+00
4.1412E+00

3.6410E+00
3.2483E+00
2.9320E+00
2.6709E+00
2.4928E+00

4.4099E+00
3.1519E+00
2.3594E+00
1.8975E+400
1.5844E+00

1.3603E+00
1.1917E+00
1.0610E+00
9.5999E-01
8.9777E-01

- T1 (K) D1 (kg/cub.m) D2 (kg/cub.m)

Qconv (W) HTC (W/sq.m*K) Twall (K)

0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00

0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00
0.0000E+00

0.000
0.000
0.000
0.000
0.000



Appendices

6 BED1 2.72538-04  6.6113E-01 7.5790E406 178.324 4.3203E+01 -4.8679E-05 3.2229E+02 9.7606E+03 215.012
7 BED1 2.72538-04  8.9435E-01 7.5790E+06 241.228 4.5564E+01 -4.8442E-05 2.2765E+02 9.2665E+03 268.52¢
8 BED1 2,7253E-04 1.1156E+00 7.5789E+06 300.890 4.76258+01 -6.7805E-05 2.5419E+02 8.9220E+03 332,546
9 BED1 2.72538-04  1.3411E+00 7.5788E+06 361.710 4.9593E+401 ~7.9893E-05 2.4736E+02 8.6454E+03 393,500
10 BED1 2.7253E-04 1.5659E+00 7.5787E¢06 422.343 5.1452E+01 -9.4482E-05 2.4950E+02 8.4196E+03 455,270
11 BED1 2.7253E-08  1.7913E+00  7.5786E+06 483.132 5.3230B+01 -1.0827E-04 2.4913E+02 8.2286E+03 616.773
12 BED1L 2,7253E-04  2,0169E+00  7.5785E+06 543.955 65.4939E+01 -1,2233E-04 2.4939E+02 8.0641E+03 578.318
i3 BED1 2.7253E-04  2.2426E+00  7.5783E+06 604.823 65.6508E+01 -1.3629E-04 2.A942B+02 7.9198E+03 639.815
14 BED1 2.7253E-04 2.4690E+00  7.5781E+06 665.866 5.8189E+01 -1.5089E-04 2.5052E+02 7.7913E+03 701.593
1§ BEL1 2.7253E-04 2.6671E+00  7.57798+06 719.289 5.9552E+01 ~1.3137E-04 2.0123E+02 7.6898E+03 748.364
16 BED2 8.6470E~05 4.2162E-01  7.5790E+06 340.500 1.0277E+02 -1.0469E-05 3.7868E+02 4.76B4E+03 428.729
17 BED2 8.6470E~-05 6.6541E-01 7.57908+406 537.383 1.2568E+02 -1,1028E-05 2.1549E+02 4.4150E+03 591.616
18 BED2 8.6470E-05 8.9588E~01  7.5790E+06 723.507 1.4492B+02 ~1.7692E-05 2.5406E+02  4.1992E+03 790.730
19 BED2 8.6470E-05  1.1314E+00  7.5789E+06 913.671 1.6297E+02 -2,1985E-05 2.4593E+02 4.0374E+03 981,351
20 BED2 B.6470E-05 1.3665E+00 7.5788E+06 1103.526 1.7982E+02 -2,7030E-05 2.4816E+02 3.9111E+03 1174.026
21 BED2 8.6470E-05 1.6022E+00 7.5787E+06 1293.866 1.9580E+02 -3.1859E-05 2.4784E+02  3.8079E+03 1366.185
22 BED2 8.6470E-05 1.8379E+00 7.5786E+06  1484.224 2.1103E+02 -3,6717E-05 2.4780E+02  3.7210E+03 15658.219
23 BED2 8.6470E-05  2.0728E+00 7.5784E+06  1673.843 2.2559E402 -4.1317E-05 2.4632E+02 3.6466E+03 1748.898
24 BED2 8.6470E-05 2.3008E+00 7.5782E+06  1857.923 2.3922E+02 -4.4198E-05 2.3677E+02  3.5B832E+03 1931,343
25 BED2 8.6470E-05 2.4837E+00 7.5779E+06  2005.537 2.4984E+02 -3.447SE-05 1.7297B+02  3.5375E+03 2059.865
E# NAME FLOW (kg/s) VBLOCITY (m/s) P (Pa) T (K) effectv FF  Qflow (W) Qconv (W) HTC (W/sq.m*K) Twall (K)
E# NAME DEN (kg/cub.m) MACH # DVISC (Pa*s) Cp (J/kg*kK) GAMMA COND (W/m*K) REYNOLDS #  PRANDTL #  PECLET #
1 INLET 1.4702E+01 0.00014 $.2756E-06  1.5000E+04 1.37921 2.0000E-01 4.8111E+04 3.9567E-01 1.3462E+02
2 INLET 1.4702E+01  0.00014 5$.2756E-06  1.5000E+04 1.37921 2.0000E-01 4.8111E+04 3.9567E-01 1.3462E+02
3 INLET 1.4702B+01 0.00014 §5.2796E-06  1.5000E+04 1.37921 2,0000E-01 4.8111E+04 3.9567E~01 1.3462E+02
4 TJLET 1.4701E+401  0.00014 5.2797E-06  1.5000E+04 1.37921 2.0000E-01  4.B8110E+04 3.9568BE-01 1.3462E+02
5 INLET 1.4670E+01  0.00014 5.2832E~06  1.5000E+04 1.37921 2.0000B-01 4.8041E+04 3.9624E-01 1.3462E+02
6 BED1 1.0305E+01 0.00066 6.7120E-06  1.5000E+04 1.37921 2.0000E-01 4.0603E+02 5.0340E-01 5.1099E+02
7 BED1 7.6181E+00 0.00076 8.2374E-06  1.5000E+04 1.37921 2.0000E-01  3.30B4E+02 6,1781E-01 5.1099E+02
8 BEDI1 6.1075B+400 0.00085 9.5685E~06 1.5000E+04 1.37921 2.0000E-01  2.84B2E+02 7.1764E-01 5.1099E+02
9 BEDl 5.0805E+00 0.00093 1.0840E-05 1.5000E+04 1,37921 2,0000E-01 2.5141E+02 8,1301E-01 5,.1099E+02
10 BED1 4.3510E+00 0.00101 1.2041E-05 1.5000E+04 1.37921 2,0000E-01  2.2634E+02 9.0306E-01 5.1099E+02
11 BED1 3.8035E+00 0.00108 1.3190E-05 1.5000E+04 1.37921 2.0000E-01 2.0662E+02 9.8923E-01 5.1099E+02
12 BED1 3.3782E+00 0.00115 1.4294E-05 1.5000E+04 1.37921 2.0000E-01 1.9067E+02 1.0720E+00 5.1099E+02
13 BED1 3.0381B+00 0.00121 1.5359E-05 1.5000E+04 1.37921 2,0000E-01  1.7744E402 1,1519E400 5.1099E+02
14 BED1 2.7595E+00  0.00127 1.6393E-05 1.5000E+04 1.37921 2.0000E-01 1.6625E+02 1.2295E+00 5.1099E+02
15 BED1 2.5545E+00 0.00132 1.7274E-05  1.5000E+04 1.37921 2.0000E-01 1.57776+02 1.2955E400 5.1099E+02
16 BED2 5.3971E+00 0.00030 1.0405E-05 1.5000E+04 1.37921 2.0000E-01  8.74778+401 7,8039E-01 1.7066E+02
17 BED2 3.4197E+400 0.00038 1.4176E-05 1.5000E+04 1.37921 2.0000E-01  6.4207E+01 1,0632E+00 1.7066E+02
18 BED2 2.5400E+00 0.00044 1.7342E-05  1.5000E+04 1.37921 2.0000E-01  5.2485E+01 1,3007E+00 1.7066E+402
19 BED2 2.0113E400 0.00050 2,0314E-05 1.5000E+04 1.37921 2.0000E-01  4.4807E+01 1.5235E+00 1.7066E+02
20 BED2 1.6653E+00 0.00055 2.3087E-05 1.5000E+04 1.37921 2.00008-01  3,9425E+01 1.7315E+00 1.7066E+02
21 BED2 1.4203E+400 0.00059 2,5716E-05 1.5000E+04 1.37921 2.0000E-01  3.5394E+01 1,.9287E+00 1.7066E+02
22 BED2 1.2381E+00 0.00063 2.8223E-05 1.5000BE+04 1.37921 2.0000E-01  3.2250E+401 2.116BE+00 1.7066E+02
23 BED2 1.0978E+00  0.00067 3.0620E-05 1.5000E+04 1.37921 2.0000E-01  2.9726E+01 2.2965E+00 1.7066E+02
24 BED2 9.8901E-01  0.00071 3.2863E-05 1.5000E+04 1.37921 2,00008-01 2.7697E+01 2.4647E+00 1.7066E+02
25 BED2 9.1618E-01  0.00074 3.4611B-05 1.5000E+04 1.37921 2.0000E-01  2.629B8E+01 2,.5958E+00 1,7066E+402
E# NAME DEN (kg/cub.m) MACH # DVISC (Pa*s) Cp (J/kg*K) GAMMA COND (W/m*K) REYNOLDS # PRANDTL #  PECLET #

VoV ViV VoV VoV VoV Ve Ve VLV VLV VL VL VLV VL VL VLV VL VL VL VL VL VL VL VL VL VL VUV VL VLV VL VL VL VL VL VL VL VLV VL VL VL VL VL VL VL VL VL VL VL VL VL VL VL Y.
---> SYSTEM TIME (s) = 90.000 TIME STEP # 9000 TIME STEP (s) = 1.0000E-02 <---

2LILICOCILCICICILCICIEIEICICICICDLCICICICICICICIIICICICIIICICILCDIDIICILICILICICILCICICICILDICIIECICICILICICDIICICIICILCICDICIILCOCC

+++ NETWORK # 1 NETWORK NAME: PARALLEL BEDS QUASI-STATIC SOLUTION
* TIME (s) = 90.000 SYSTEM TIME STEP # 9000  SYSTEM TIME STEP (s) = 1.0000E-02
* FLUID MECHANICS TIME STEP # 9000 FLUID MECHANICS TIME STEP (s) = 1.0000E-02
E# NODE1 NODE2 NAME Pl (Pa) P2 (Pa) P2 - P1 (Pa) T1 (K} T2 (K) T2 - T1 (K) D1 (kg/cub.m) D2 (kg/cub.m)
1 1 2 INLET 7.5792E+06 7.5792E+06 -1.6363E-05 125,000 125.000 0.000 1.4702E+01 1.4702E+01
2 2 3 INLET 7.5792E+06 7.5792E+06 -1.6365E-05 125.000 125.000 0.000 1.4702E+01 1.4702g+01
3 3 4 INLET 7.5792E+406 7.5792E+06 -1.6503E-05 125.000 125.000 0.000 1.4702E+01 1.4702E+01
4 4 5 INLET 7.5792E406 7.5792E+06 -3,5292E-05 125,000 125.010 0.010 1.4702E+01 1.4701E8+01
B 5 6 INLET 7.5792E+406 7.5792E+06 -4.6668E~02 125.010 126.408 1.397 1.4701E+01 1.4538E+01
6 6 7 BED1 7.5792E+06 7.5792E+06 -5.33B4E+01 126.408 190.434 64.026 1.4538E+01 9.6503E+00
7 7 8 BED1 7.5792E+06 7.5791E+06 -7.1346E+01 190.434 236,923 46.489 9.6503E+00 7.7566E+00
8 8 9 BED1 7.5791E+06 7.5790E+06 -9.0083E+01 236,923 288.449 51.526 7.7566E+00 6.3710E+00
9 9 10 BED1 7.5790E+06 7.5789E+06 ~1.0985E+02 288.449 338.686 50.237 6.3710E+00 5.4259E+00
10 10 11 BED1 7.5789E+06 7.5788E+06 ~1.3047E+02 338.686 389.372 50.686 5.4259E+00 4.7195E+00
1 11 12 BED1 7.5788E+06 7.5786E+06 ~1.5196E+02 389.372 440.013 50.641 4.7195E+00 4.1763E+00
12 12 13 BED1 7.5786E+06 7.5785E+406 -1.7425E+02 440.013 490.739 $0.72% 4.1763E+400 3.7445E+00
13 13 14 BED1 7.5785E+406 7.5783E+06 -1.9733E+402 490.739 641.489 50.750 3.7445E400 3.3935E+00
1 14 15 BED1 7.5783E+06 7.5780E+06 -2.2130E+02 541.489 592.665 51.176 3.3935E+00 3.1003E+00
15 15 16 BED1 7.5780E+06 7.5778E+06 -2.4274E+02 592.665 634.224 41.559 3.1003E+00 2.8971E+00
16 6 17 BED2 7.5792E+06 7.5792E+06 ~1.9890E+01 126.408 1056.484 930.076 1.4538E+01 1.739SE+00
17 17 18 BED2 7.5792E+06 7.5792E+06 -4.1225E+01 1056.484 1440.302 383.819 1.7395E+00 1.2759E+00
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Appendices

18 18 19 BED2 7.9792E406 7.5791E+06 -6.4946E+01  1440.302 1896.366 456.064 1.2759E+00 9.6908E-01
19 19 20 BED2 7.5791E+06 7.5790E+06 -9.2392E+01  1896.366  2323.238 426.872 9.6908E~01 7.9101E-01
20 20 21 BED2 7.5790E406 7.5789E+06 -1.2243E+02  2323.238  2738.540 415.302 7.9101E-01 6.7104E-01
21 21 22 BED2 7.5789E+06 7.5787E+06 -1.5466E+02  2738.540 3139.660 401,121 6.7104E-01 5.8530E-01
22 22 23 BED2 7.5787E+406 7.5786E+06 -1.8850E+02  3139.660 3525.343 385,682 5.8530E-01 5.2125E-01
23 23 24 BED2 7.5786E+06 7.5783E+06 -2.2297E+02  3525.343  3888.280 362.937 5.2125E-01 4.7258E-01
28 A 25 BED2 7.5783E+06 7.5781E+06 -2.5567E+02  3888.280 4205.597 317.317 4.7258E~-01 4.3691E-01
25 25 26 BED2 7.5781E+06 7.5778E+06 -2.8003E+02  4205.597  4411.150 205,553 4.3691B-01 4.1654E-01
E# NODE1 NODE2 NAME Pl (Pa) P2 (Pa) P2 - P1 (Pa) T1 (K) T2 (K) T2 - T1 (K) D1 (kg/cub.m) D2 (kg/cub.m)
E# NAME FLOW (ka’/s) VELOCITY (m/s) P (Pa) T (K) effectv FF  Qflow (W) Qconv (W) HTC (W/sq.m*K) Twall (K)
1 INLET 3.5900E-04 1.2209E-01  7.5792E+06 125.000 2.1116E-02 9.9809E-15 0.0000E+00 0.0000E+00 0.000
2 INLET 3.5900E-04  1.2209E-01 7.5792E+06 125.000 2.1116E-02 -3.5501E-14 0.0000E+00 0.0000E+00 0.000
3 INLET 3.5900E-04 1.2209E-01 7.5792E+06 125,000 2.1116E-02 -3.4011E-12 0.0000E+00  0.0000E+00 0.000
4 INLET 3.5900E-04 1.2210E-01  7.5792E+06 125.005 2.1116E-02 -4.6221E-10 0.0000E+00 0.0000E+00 0.000
5 INLET 3.5900E-04 1.2278B-01 7.5792E+06 125,709 5.6581E+01 -6.3169E-08 0.0000E+00 0.0000E+00 0.000
6 BED1 3.2944E-04  7.5595E-01  7.5792E+06 168.682 4.1090E+01 -6.7112E-05 3.1653E+02 1.1017E+04 200.604
7 BED1 3.2944E-04  9.8965E-01  7.5792E+06 220.829 4.2748E+01 -6.5727E-05 2.2969E+02 1.0516E+04 285.097
8 BED1 3.2944B-04 1.2117E+00 7.5791E+06 270.368 4.4209E+01 -B8.9559E-05 2.5463E+02 1.0156E+04 298.225
9 BED1 3.2944E-04  1.4380E+00 7.5790E+06 320.861 4.5612E+01 -1.0424E-04 2.4825E+02 9.8618E+03 348.831
10 BED1 3.2944E-04 1.6637E+00 7.5789E+06 371.223 4.6941E+01 -1.2210E-04 2.5047E+02 9.6183E+03 400.157
11 BED1 3.2944E-04  1.8901E+00 7.5787E+06 421.738 4.8217E+01 -1.3898E-04 2.5024E+02 9.4104E+03 451,285
12 BED1 3.2944E-04  2.116BE+00 7.5785E+06 472.309 4.9446E+01 -1.5624E-04 2.5066E+02 9.2299E+03 502.484
13 BED1 3.2944E-04  2.3438E+00 7.5784E+06 522.940 5.0635E+01 -1.7338E-04 2.5078E+02 9.0707E+03 553.659
14 BED1 3.2944E-04 2.5721E+00 7.5782E+06 573.860 5.1793E+01 -1.9211E-04 2.5296E+02 8.9280E+03 605,342
15 BED1 3.2944E-04  2.7740E+00  7.5779E+06 618.887 5.2790E+01 -1.6886E-04 2.0570E+02 8.8137E+03 644.818
16 BED2 2.9565E-05  3.6346E-01 7.5792E+06 858.526 3.8560E+02 -2.9165E-06 4.1661E+02 2.1866E+03 1070.227
17 BED2 2.9565E-05 5.7312E-01 7.5792E+06  1353.759 5.1077E+02 -2.5450E-06 1.6966E+02  2.0258E+03 1446.817
18 BED2 2.9565E-05 7.5780E-01 7.5791E+06  1789.972 6.0899E+02 -4.0443E-06 2.,0247E+02 1.9331E+03 1906.350
19 BED2 2.9565E-05 9.4032E-01 7.5791E+06  2221.073 6.9868E+02 -4.7946E-06 1.8939E+02 1.8645E+03 2333.941
20 BED2 2.9565E-05 1.1165E+00 7.5790E+06 2637.144 7.8003E+02 -5.6049E-06 1,8428E+02 1.8116E+03 2750.171
21 BED2 2.9565E-05 1.2871E+00 7.5788E+06  3040.127 8.5495E+02 -6.2988E-06 1.7800E+02 1.7689E+03 3151.93%
22 BED2 2.9565E-05 1.4515E+00 7.5787E+06  3428.341 9.2415E+02 -6.8820E-06 1.7121E+02  1.7337E+03 3538.070
23 BED2 2.9565E-05 1.6072E+00 7.5784E+06  3795.963 9.8738E+02 -7.2228E-06 1.6130E+02  1.7043E+03 3901.119
24 BED2 2.9565E-05 1.7462E+00 7.5782E+06  4124.148 1.04222+03 -6.9221E-06 1.4157E+02 1.6808E+03 4217,733
25 BED2 2.9565E-05  1.8453E+00 7.5779E+06  4358.072 1.0804E+03 -4.3B805E-06 9.2719E+01  1.6654E+03 4419.933
E# NAME FLOW (kg/s) VELOCITY (m/s) P (Pa) T (K) effectv FF Qflow (W) Qconv (W) HTC (W/sq.m*K) Twall (K)
E# NAME DEN (kg/cub.m) MACH # DVISC (Pa*s) Cp (J/kg*K) GAMMA COND (W/m*K) REYNOLDS # PRANDTL #  PECLET #
1 INLET 1.4702E401  0.00014 5.27%6E-06 1,5000E+04 1.37921 2.0000E-01  4.8111E+04 3.9567E-01 1.3463E+02
2 INLET 1.4702E4+01  0.00014 5.2756E-06 1.5000E+04 1.37921 2.0000E-01  4.8111E+04 3.9567E-01 1.3463E+02
3 INLET 1.4702E+01  0.00014 5.2756E-06  1.5000E+04  1.37921 2.0000E-01 4.8111E+04 3.9567E-01 1.3463E+02
4 INLET 1.4701E+01  0.00014 5.27%BE~06 1.5000E+04 1.37921 2.0000E-01  4.8109E+04 3.956BE-01 1.3463E+02
5 INLET 1.4619E401 0.00015 5.2959E-06  1.5000E+04 1.37921 2.0000E-01 4.7926E+04 3.9719E-01 1.3463E+02
6 BED1 1.0895E+01  0.00077 6.4639E-06  1,5000E+04  1,37921 2.0000E-01  5.0966E+02 4.8479E-01 6.1769E+02
7 BED1 8.3220E+00 0.00088 7.7586E-06 1,5000E+04 1.37921 2.0000E-01 4.2461E+02 5.8190B-01 6.1769E+02
8 BED1 6.7971E400 0.00098 8.8994E-06 1.5000E+G4 1.37921 2.0000E-01  3.701BE+02 6.6745E-01 6.1769E+02
9 BED1 5,7274E+00 0.00106 9.9945E-06  1.5000E+04  1.37921 2.0000E-01  3,2962E+02 7.4959E-01 6.1769E+02
10 BED1 4.9503E400 0.00114 1.1033E-05 1.5000E+04  1.37921 2.0000E-01  2.9860E+02 8.2744E-01 6.1769E+02
11 BEDL 4.3573E400 0.00122 1.2029E-05 1.5000E+04  1,37921 2.0000E-01  2.7387E+02 9.0218E-01 6.1769E+02
12 BED1 3.8907E+00 0.00129 1.2989E-05 1.5000E+04 1.37921 2.0000E-01  2.5363E+02 9.7416E-01 6.1769E+02
13 BED1 3.5139E+00 0.00136 1.3917E-05 1,5000E+04 1.37921 2.0000E-01  2.3672E+02 1.043BE+00 6.17698+02
14 BED1 3.2020E+00 ©0.00142 1.4822E-05 1.5000E+04  1.37921 2.0000E-01  2.2227E+02 1.1116E+00 6.1769E+02
15 BED1 2.9689E+00 0.00148 1.5600E-05 1.5000E+04  1.37921 2.0000E-01  2.1117E+02 1.1700E+00 6.1769E+02
16 BED2 2.1406E+00 0.00016 1.9475E-05  1,5000E+04  1.37921 2.0000E-01 1,5980E+01 1.4606E+00 5.8352E+01
17 BED2 1.3575E+00 0.00021  2.6517E-05  1.5000E+04 1.37921 2.0000E-01 1.1736E+01 1.9888E+00 5.8352E+01
18 BED2 1.0267E+00  0.00024  3.2044E-05 1.5000E+04  1.37921 2,0000E-01  9.7120E+00 2.4033E+00 5.8352E+01
19 BED2 8.2740E-01  0.00026 3.7091E-05 1.5000E+04  1.37921 2.000CE-01  8.3905E+00 2.781BE+00 5.8352E+01
20 BED2 6.9685E-01  0.00029 4.1668E-05 1.5000E+04 1.37921 2.0000E-01  7.4687E+00 3.1251E+00 5.8352E+01
21 BED2 6.0487E-01  0.00031 4.5884E-05 1.5000E+04 1.37921 2.0000E-01  6.7824E+00 3.4413E+00 5.8352E+01
22 BED2 5.3601E-01  0.00033 4.9778E-05 1.5000E+04  1.37921 2.0000E-01  6.2519E+00 3.7334E+00 5.8352E+01
23 BED2 4.8408E-01 0.00035 5.3336E-05 1.5000E+04  1.37921 2.0000E-01  5.8348E+00 4.0002E+00 5.8352E+01
24 BED2 4.4555E-01 0.00036 5.6420E~05 1.5000E+04  1.37921 2.0000E-U1  5.5159E+00 4.2315E+00 5.8352E+01
25 BED2 4.2162E-01 0.00037 5.8569E-05 1.5000E+04 1.37921 2.0000E-01  5.3135E+00 4.3927E+00 5.8352E+01
E# NAME DEN (kg/cub.m) MACH # DVISC (Pa*s) Cp (J/kg*kK) GAMMA COND (W/m*K) REYNOLDS # PRANDTL #  PECLET #

* PROGRAM EXECUTED SUCCESSFULLY *

SAFSIM: COPYRIGHT 1993, SANDIA CURPORATION
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PROGRAM SAFSIM OUTPUT (HEAT TRANSFER):

Appendices

EXAMPLE PROBLEM - INVESTIGATE STABILITY OF FLOW IN PARALLEL FLOW PATHS
CONTAINING POROUS BEDS WITH INTERNAL HEAT GENERATION

VeVoV. VoV V. VLV VLV VLV VL VL VLV VL VLV VLV VL VL VLV VL VLV VU VL VLV VL VL VLV VL VL VoV Ve Ve VoV VL VO VUV VO VU VL Ve VL VU VLV VU VL VL YL VL VYL V.

~--> SYSTEM TIME (3) =

0.00000

TIME STEP #

4

TIME STEP (s3) =

1.0000B-

02 <---

2EOCICICICLICICICICICICICICICICICICICICICILCICICICICICICICICILICICICILICOLCDIEICICICICICICIICICICICICICICICICICICILICIICOIIONL

¢4 STRUCTURE # 1  STRUCTURE NAME: BED1 NUMBER OF COPIES =  1.0000E+00 DYNAMIC SOLUTION
+ TIME (s) = 0.00000 SYSTEM TIME STEP # 0 SYSTEM TIME STEP (s) = 1.00008-02
+ HEAT TRANSFER TIME STEP # 0  HEAT TRANSFER TIMBE STEP (s) = 1.0000E+00 EXPLICIT LIMIT (s} =  1.9549E-02
HEAT FLUX BOUNDARY CONDITION AT END 1: HEAT FLUX (W/sq.m) = 0,0000E+00 Q (W) = 0.0000E+00
e/n¥ I FAC Tn (K) dT/dt (X/s) Te (K) dT/dX (K/m) POWER (W) MATERIAL COND (W/m*K) C (J/kg*K) DEN {kg/cub.m)
1 1.0000 717,893 -5,3755E-02 703.178 -2.9431E+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
2 1,0000 €88.462 -5.0462E-02 659.565 -5.7795E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.55808+03
3 1,0000 630.667 -4,39708-02 602.159 -5.7016E+04 2.5000B+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
§ 1,0000 573.651 -3.7728E-02 545.128 -5.7047E+04 2.50008+02 BED,D=400C 2.0000E+00  3.6000E+02 3.55808+03
5 1.0000 516,604 -3.1833E-02 488,047 -5.7113E+04 2.5000E+02 BED,D=400C 2.0000E+00  3,6000E402 3.5580E+03
6 1.0000 459.491 -2.6276E-02 431,010 -5,.6962E+04 2,5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E403
7 1.0000 4C2.529 -2.1051E-02  373.722 -5.7614E+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
8 1.0000 344,915 ~1.6102E-02 317.198 -5.5435E+04 2.5000E+02 BED,D=400C 2.0000E+400  3.6000E+02 3.558CE403
9 1,0000 289.481 -1,1589E-02 257,823 -6.3316E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
10 1.0000 226.165 -6.8546E-03  208.146 -3.6038E+04 2.5000E+02 BED,D=400C 2.0000E+00 3,60008+02 3.5580E+03
11 1.0000 190.126 -4.3275E-03
e# SURFACE Q'' (W/sq.m) Q (W)
of# SURFACE NW # E# REYNOLDS # HTC (W/sq.m*K) Twall (K) Tfluid (K) FILMDROP (K) Q'' (W/sq.m) Q (W)
1 1 1 15 1.7759E+02 8.1242E+03 703.178 675.501 27.676 2.2485E+05 2.0236E+02
2 1 1 14 1.87053402 8.23085+03 659.565 625.708 33.857 2.7867E+05 2.5080E+02
3 1 1 13 1.9948E+02 8.3G49E+03 €02.159 569.041 33.118 2.7703B+05 2.4933E+02
(] 1 1 12 2.1412E+02 8.5152E+02 $45.128 512.593 32.835 2.7704B+05 2.4934E+02
L] 1 1 11 2.3173B+402 8.6863E+03 488.047 456.185 31.862 2.7676B+05 2.4909E+02
6 1 1 10 2.5340E+02 8.8843E+03 431.010 399.809 31.201 2.7720E40% 2.4948E+02
7 1 1 9 2.8082E+02 9.1177E+03 372.722 343.576 30.146F 2.74868+05 2.4738E+02
8 1 be 8  3.1712E+02 9.4022E+03 317.138 287.168 30.9390 2.8235E+405 2.5411E+02
9 i 1 7 3.6665E+02 9.7544E+403 257.823 231.82) 26.003 2.5364E+05 2.2828B+02
10 1 1 6 4.4624E+02 1.0254B+04 20R.146 173.487 34.859 3.5538E+05 3.1984E+02
HEAT FLUX BOUNDARY CONDITION AT END 2: HEAT FLUX (W/sq.m) = 0.0000E+00 Q (W) = 0.0000E+00
STRUCTURE TOTALS: INTERNAL POWER (W) =  2.5000E+03 EXCHANGE POWER (W) =  2.5000E+03 NET POWER (W) =  4.5475E-13

DEICILICICICILILICICICILICICILILICICILCICILICICICDILCICTEICILILILCICICILCICICICICINDLCICICICICICICICIICILHCICICILCIILICICIIILIILC

¢+ STRUCTURE # 2 STRUCTURE NAME: BED2 NUMBER OF COPIES = 1.0000E+00 DYNAMIC SOLUTION
* TIME {s) = 0.00000 SYSTEM TIME STEP # 0 SYSTEM TIME STEP (s) = 1.0000E-02
¢+ HEAT TRANSFER TIME STEP # HEAT TRANSFER TIME STEP (s) = 1.0000E+00 EXPLICIT LIMIT (s) = 2.2886E-02
HEAT FLUX BOUNDARY CONDITION AT END 1: HEAT FLUX (W/sq.m) = 0.0000B+00 Q (W) = 0.0000E+00
e/n# I FAC Tn (K) dT/dt (K/s) Te (K) dT/dX (K/m) POWER (W) MATERIAL COND (W/m*K) C (J/kg*K) DEN (kg/cub.m)
1 1.0000 963.863 1.1840E-01  943.953 -3.9821E+04 2.5000E+02 BED,D=400C 2.0000E+00  3,6000E+02 3.5580E+03
2 1.0000 924.043 1.1125E-01 883.955 -8.0176E+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
3 1.0000 843.867 9.6845E-02 803,343 -8.1048E+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580B+03
4 1.0000 762.819 8.2695E-02 722.270 -8.1096E+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
5 1.0000 681.722 6.9433E-02 641.130 -8.1185B+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
6 1.0000 600.537 5.7048E-02 560.038 -8.0997E+404 2.5000E+02 BED,D=200C 2.0000E+00 3.6000E+02 3.5580E+03
7 1.0000 519.539 4.5517E-02 478.621 -8.1838E+04 2.5000E+02 BED,D=400C 2,0000E+00 3.6000E+02 3.5580E+03
8 1.0000 437.702 3.4731E-02  398.252 -7.8899E+04 2.5000E402 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E403
9 1.0000 358.803 2.4963E-02 313.911 -8.9783E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
10 1.0000 269.020 1.4925E-02 243.711 -5.0619E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
11 1.0000 218.401 9.6669E-03
e¥ SURFACE Q'' (W/sq.m) Q (W)
ef# SURFACE NW # E# REYNOLDS # HTC (W/sq.m*K) Twall (K) Tfluid (K) FILMDROP (K) Q'' (W/sq.m) Q (W)
1 1 1 25 1.0691E+02 6.6352E403 943.953 911.744 32.209 2.1564E+05 1.9408E+02
2 1 1 24 1.12728402 6.7842E+03 883.955 843.308 40.647 2.7576B+05 2.4B18E+02
3 1 1 23 1.2060E+02 6.8998E+03 803.343 763.217 40.126 2.7686E+05 2.4918E+02
4 1 1 22 1.3004E+02 7.0310E+03 722.270 682.896 39.374 2.7684E+405 2.4916E+02
5 1 1 21  1.4155E+02 7.1817E+03 641.130 602.625 38.505 2.76536+05 2.4888E+02
6 1 1 20 1.5594E+02 7.3579E+03 560.038 522.398 37.641 2.7696E+05 2.4926E+02
1 1 1 19 1.7454E+02 7.5686E+03 478.621 442.376 36.245 2.7432E+05 2.4689E+02
8 1 1 18 1.9989E+02 7.8307E+03 398.252 362.138 36.114 2.8280E+05 2.5452E+02
9 1 1 17  2.3600E+02 8.1645E+03 313.911 283.448 30.463 2.4872E+05 2.2385E+02
10 1 1 16  2.9830E+02 8.6612E+403 243.711 200.605 43.106 3.7335E405 3.3601E+02
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HEAT FLUX BOUNDARY CONDITION AT END 2:

STRUCTURE TOTALS:

*TOTAL INTERNAL POWER FOR ALL COPIES OF
+TOTAL EXCHANGE POWER FOR ALL COPIES OF

HEAT FLUX (W/aq.m) =  0.0000E+00

INTERNAL POWER (W) =

2.5000E+03

Q (W) =

0.0000E+00

ALL STRUCTURES (W) = 5.000
ALL STRUCTURES (W) = 5.000

EXCHANGE POWER (W) =  2.50

0E+03
0E+03

*NET POWER (INTERNAL - EXCHANGE) FOR ALL COPIES OF ALL STRUCTURES (W) = -~1.8190E-

VeVeVa ViV ViV VLV VL VLV YV VL VLV VO VAV VL VLV VLV VUV VL VL VU VLV VUYL VL VL VL VL VLV VL VL VL YL Y

~=-> SYSTEM TIME (s) = 30

.000

TIME STEP #

3000

TIME STEP (s)

00E+03 NE
12

VLV
= 1.0000E-

T POWER (W) =

02 <---

~2.2737E-12

ViVeVV VLV VL VLV VLV VLV VLV VLY.

BEOEILCICIEIECICICICIEICICDLCICICILICICIDLCICICICICICIIILCILCICILCICILIIICICICICICICICICICICDICICILEILICICDICICICICICILICICDICICILDLDILCOCIC

+#++ STRUCTURE # 1  STRUCTURE NAME: BED1 NUMBER OF COPIES =  1.0000E+00 DYNAMIC SOLUTION
+ TIME (s} = 30.000 SYSTEM TIME STEP # 3000 SYSTEM TIME STEP (s) = 1.0000E-02
* HEAT TRANSFER TIME STEP # 3073  HEAT TRANSFER TIME STEP (s) = 1.0000E~02 EXPLICIT LIMIT (s) = 2.0816E-02
HEAT FLUX BOUNDARY CONDITION AT END 1: HEAT FLUX (W/sq.m) = 0.0000E+00 Q (W) = 0.0000E+00
a/n# I FAC  Tn (K) dT/dt (K/s) Te (K) dT/dX (K/m) POWER (W) MATERIAL COND (W/m*K) C (J/kg*K) DEN (kg/cub.m)
1 0.5370 781.569 -6.9062E-01  765.445 -3.2248E+04 2.5000E+02 BED,D=400C 2.0000E400  3.6000E+02 3.5580E+03
2 0.5372 749.321 -6.5976B-01  717.472 -6.3698E+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
3 0.5377 685.623 -5.9497E-01  654.027 -6.3192E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
4 0.5383 622.431 -5.2711B-01  590.823 -6.3215e+04 2.50008+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
5 0.5389 559.216 -4.5946E-01 527,572 -6.32B7E+04 2.5000E+02 BED,D=400C 2.0000E400  3.6000E+02 3.5580E+03
’ 6 0.5397 495.929 -3.9188E-01 464.365 -6.3127E+04 2.5000E+02 BED,D=300C 2.0000E+00 3.6000E+02 3.5580E+03
7 0.5406 432.802 -3,2453E-01  400.886 -6.3832E+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
8 0.5416 368.970 -2.5677E-01  338.242 -6.1455E+04 2.5000E+02 BED,D=400C 2.0000E+00  3,6000E+02 3.5680E+03
9 0.5430 307.514 ~1.9126E-01  272.449 -7.0132E+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
10 0.5447 237.383 -1.1733E-01  217.477 -3,.9811E+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
11 0.5458 197.571 -7.6548E-02
e# SURFACE Q'' (W/sq.m) Q (W)
e#  SURFACE NW # E# REYNOLDS # HTC (W/sq.m*K) Twall (X) Tfluid (K) FIIMDROP (K) Q'' (W/sq.m) Q (W)
1 1 1 15  1.5115E+02 7.5383E+03 765.448 735.862 . 2.2303E+05 2.0073E+02
2 1 1 14 1.5929E+02 7.6380E+03 717,475 681.057 36.418 2.7816E+05 2,5035E+02
3 1 1 13 1.70078+02 7.7645E+03 654.030 618,342 35.688 2.7710E405 2.4939E+02
4 1 1 12 1.8282E+02 7.9067E+03 590.826 555.783 35.042 2.77078+05 2.4936E+402
5 1 1 11 1.9822E+02 8.0690E+03 527.574 493.273 34.301 2.7678E+05 2,4910E+02
6 1 1 10 2.1727E+02 8.2574E+403 464.367 430.798 33.569 2.7719E+05 2.4947E+02
1 1 1 9 2.4154E+02 8.4806E+03 400.887 368.484 32.403 2.7480E+05 2.4732E+02
8 1 1 8  2.7397E+02 8.7544E+03 338.243 305.980 32.263 2.8244E+05 2.5420E+02
9 1 1 7  3.1880E+02 9.0963E+03 272.449 244.673 27.776 2.5266E+05 2,2739E+02
10 1 1 6 3.9250E+02 9.588BE+03 217.477 180.027 37.451 3.5911E+05 3.2320E+02
HEAT FLUX BOUNDARY CONDITION AT END 2: HEAT FLUX (W/sq.m) = 0.0000E+060 Q (W) = 0.0000E+00
STRUCTURE TOTALS: INTERNAL POWER (W) =  2.5000E+03  EXCHANGE POWER (W) =  2,500SE+03 NET POWER (W) = -5.0040E-01

DEOEICICOCICICICICIEILICICICIOCICICICICIILICICICICICILCICICIILICICICICINCICICICICILCICIICICICILICICICICICILCICILCDILDIICILCICICHKC

#¢+ STRUCTURE # 2  STRUCTURE NAME: BED2 NUMBER OF COPIES =  1.0000E+00 DYNAMIC SOLUTION
¢ TIME (s) = 30.000 SYSTEM TIME STEP # 3000  SYSTEM TIME STEP (s) = 1.0000E-02
+ HEAT TRANSFER TIME STEP # 3000  HEAT TRANSFER TIME STEP (s) =  1.0000E-02 EXPLICIT LIMIT (s) = 3.7315E-02
HEAT FLUX BOUNDARY CONDITION AT END 1: HEAT FLUX (W/sq.m) = 0.0000E+00 Q (W) = 0.0000E+00
e/n# I FAC  Tn (K) dT/dt (K/s) Te (K) dT/dX (K/m) POWER (W) MATERIAL COND (W/m*K) C (J/kg*K) DEN (kg/cub.m)
1 0.5203 1947.960 5.5102E+00 1909.643 -7.6635E+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
2 0.5204 1871.326 5.3190E+00 1789.654 -1.6334E+05 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
3 0.5207 1707.982 4.8722E+00 1620.344 -1.7527E+05 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
4 0.5210 1532.707 4.3475E+00 1444.209 -1.7700E+05 2.5000E+02 BED,D=400C 2,0000E+00 3.6000E+02 3.5580E+03
5 0.5214 1355.710 3.8074E+00 1267.040 -1.7734E+05 2.50008E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
6 0.5218 1178.370 3.2660E+00 1089.816 -1.7711E+05 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E403
7 0.5224 1001.262 2.7262E+00 912.107 -1.7831E+05 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
8 0.5231 822.952 2.1872E+00  736.349 -1.7321E+05 2,5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
9 0.5239 649.746 1.6597E+00  552.661 -1.9417E+05 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E403
10 0.5253 455.576 1.0849E+00 402.127 -1.0690E+05 2.5000E+02 BED,D=400C 2.0000E+00 3.60008+02 3.5580E+03
11 0.5261 348.678 7.7875E-01
14 SURFACE Q'' (W/sq.m) Q (W)
of SURFACE NW # E# REYNOLDS # HTC (W/sq.m*K) Twall (K) Tfluid (K) FILMDROP (K) Q'' (W/sq.m) Q (W)
1 1 1 25 3.0063E+01 3.7579E+03 1903.617 1857.744 51.873 1.9494E+405 1.7544E+02
2 1 1 24 3.1674E+01 3.8069E+03 1789.629 1720.038 69.592 2.6493E+05 2.3844EB+02
3 1 1 23 3.3997E+01 3.8743E+03 1620.322 1549.497 70.82% 2.7440E+05 2.4696E+02
4 1 1 22 3.6875E+401 3.9532E+03 1444.189 1374.445 69.744 2.7571E+05 2.4814E+02
5 1 1 21 4.0454E+01 4.0451E+03 1267.023 1198.877 68.147 2.7566E+05 2.4810E+02
6 1 1 20 4.5035E+01 4.1543E+403 1089.802 1023.365 66.437 2.7600E+05 2.4840E+02
? 1 1 19  5.1141E+01 4.2876E+03 912.09% 848.318 63.777 2.7345E+05 2,4611E402
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8 1 1 18 5.9831E+01 4.4582E+03 736.340 672.980 63.360 2.8247E+05 2.5422E+02
9 1 1 17 7.3045E+01 4.6851E403 552.654 501.349 51.306 2.4037B+05 2.1634E+02
10 1 1 16  9.9032E+01 5.0544E+03 402.123 319.971 82.152 4.1523E+05 3,7370E+02
HEAT FLUX BOUNDARY CONDITION AT END 2: HEAT FLUX (W/sq.m) = 0.0000B+00 Q (W) = 0,0000E+00
STRUCTURE TOTALS: INT!RNAL POWER (W) = 2.5000E+03  EXCHANGE POWER (W) =  2.4958E+03 NET POWER (W) =  4.1519E+00
*TOTAL INTERNAL POWER FOR ALL COPIES OF ALL STRUCTURES (W) =  5,0000E+03
*TOTAL EXCHANGE POWER FOR ALL COPIES OF ALL STRUCTURES (W) =  4.9963E+03
*NET POWER (INTERNAL - EXCHANGE) FOR ALL COPIES OF ALL STRUCTURES (W) = 3.6515E+00
VeVoVVaV ViV VLV VL VL VLV VL VLV VL VLV VUV VUV VL VLV VL VL VU VUV VL VLV VL VU VUV VL VL VLV Vo VL VLV VL Vo Ve VL VL VLV VL VL VL VL VLV VLV VLV V.
---> SYSTEM TIME (s) = 60.000 TIME STEP # 6000 TIME STEP (s) = 1.0000E-02 <---

DEICIEICILICIOICICICICICICICICICIEICICICICICICICICICICDCICICICICIDICICIICICIIICICILCIIICICICICICICILIICIILCICIEILIDIICICICICICIC

+++ STRUCTURE # 1 STRUCTURE NAME: BED1 NUMBER OF COPIES =  1.0000E+00 DYNAMIC SOLUTION
* TIME (s) = 60.000 SYSTEM TIME STEP # 6000  SYSTEM TIME STEP (s) = 1.00008-02
*+ HEAT TRANSFER TIME STEP # 6073  HEAT TRANSFER TIME STEP (s) = 1.0000E-02 EXPLICIT LIMIT (s) = 2.0473E-02
HEAT FLUX BOUNDARY CONDITION AT END 1: HEAT FLUX (W/sq.m) = 0.0000E+00 Q (W) =  0,0000E+00
e/n¥ I FAC Tn (K) dT/dt (K/s) Te (K) dT/dX (K/m) POWER (W) MATERIAL COND (W/m*K) C (J/kg*K) DEN (kg/cub.m)
1 0.5376 764.094 -7.18538-01  748.357 -3.1473E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
2 0.5379 732.621 -6.8688E-01  701.586 -6.2070E+04 2.5000E+402 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
3 0.5384 670.551 -6.2033E-01 639.810 -6.1484E+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000B+02 3.5580E+03
4 0.5389 609.068 -5.5041E-01 578.313 -6,1509E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
5 0.5396 547.558 -4.8051E-01 516.768 -6.1580E+04 2.5000E+02 BED,D=400C 2,0000E+00 3.6000E+02 3.5580E+03
6 0.5404 485.978 -4.1C45E-01  455%.266 -6.1423E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E403
7 0.5413 424.555 -3.4040E-01 393.497 -6.2115E+04 2.50008+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
8 0.542¢ 362.440 -2.6968E-01 332,544 -5,9792E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
9 0.5437 302.648 -2.0110E-01  268.522 -6.8251E+04 2.5000E+02 BED,D=400C 2.0000E400  3.6000E+02 3.5580E+403
10 0.5455  234.397 -1.23378B-01  215.011 -3.8772E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
11 0.5465 195.625 -8.0368E-02
e# SURFACE Q'' (W/sq.m) Q (W)
e# SURFACE NwW # E#  REYNOLDS # HTC (W/sq.m*K) Twall (K) Tfluid (K) FILMDROP (K) Q'' (W/sq.m) Q (W)
1 1 1 15 1.5777E+402 7.6898E+03 748.361 719.289 29,072 2.2356E+05 2.0120E+02
2 1 1 14 1.66248+02 7.7913E+03 701.589 665.866 35.723 2.7833E+405 2.5050E+02
3 1 1 13 1.7744E+02 7.9198E103 639.812 604.823 34.989 2.7710E+05 2,4939E+02
4 1 1 12 1.9067E+02 8.0641E+03 §78.315 543,985 34.360 2.7708E+05 2.4937E+02
5 1 1 11 2.06628+02 8.2286E+03 516.770 483.132 33.638 2.7679E+05 2.4911E+02
6 1 i 10 2.2634E+02 B8.4196E+03 455.268 422.343 32.924 2.7721E+0% 2.4949E+02
7 1 1 9  2.5141E+02 8.6454E+03 393.499 361.710 31.789 2.7483E+05 2.4735E+02
8 1 1 8  2.8482E+02 8.9220E+03 332.545 300.890 31.655 2.8243E+05 2.5418E+02
9 1 1 7 3.3084E+02 9.2665E+03 268.523 241.228 27.295 2.5293B+405 2.2764E402
10 1 1 6 4,0603E+02 9.7606E+03 215.012 178.324 36.688 3.5810E+05 3.2229E+402
HEAT FLUX BOUNDARY CONDITION AT END 2: HEAT FLUX (W/sq.m) = 0.0000B400 Q (W) = 0.0000E+00
STRUCTURE TOTALS: INTERNAL POWER (W) =  2.5000E+03  EXCHANGE POWER (W) =  2.5005E+03 NET POWER (W) = -5.2293E-01

SEIEICICICICICICICIECICICICICICICICICICICICICILICICICICIIICICIIILILILICICIEICICILICICICILCICICICILCILCICICICICILICICIIDOCOICIC €I

+++ STRUCTURE # 2  STRUCTURE NAME: BED2 NUMBER OF COPIES =  1.0000E+00 DYNAMIC SOLUTION

# TIME (s) = 60.000 SYSTEM TIME STEP # 6000  SYSTEM TIME STEP (s} = 1.0000E-02

+ HEAT TRANSFER TIME STEP # 6000  HEAT TRANSFER TIME STEP (s) = 1.0000E-02 EXPLICIT LIMIT (s) =  3.9278E-02

HEAT FLUX BOUNDARY CONDITION AT EMD 1: HEAT FLUX (W/sq.m) = 0.0000E+00 Q (W) = 0.0000E+00

e/n# I FAT Tn (K) dT/dt (K/s) Te (K) dT/dX (K/m) POWER (W) MATERIAL COND (W/m*K) C (J/kg*K) DEN (kg/cub.m)
1 0.5194 2100.788 6.8815E+00 2059.933 -8.1710E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
2 0.5194 2019.078 6.6631E+00 1931.407 -1.7534E+05 2.5000E+402 BED,D=400C 2.0000E+00  3.6000B+02 3.5580E+03
3 0.5197 1843.735 6.1403E+00 1748.956 -1,8956E+405 2.5000E<02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
4 0.5200 1654.177 5.50%3E+400 1558.271 -1.9181E+05 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
S 0.5203 1462.364 4.G49BE+00 1366.230 -1.9227E+05 2,5000E+02 BED,D=400C 2.0000E+00  3.60008+02 3.5580E+03
6 0.5208 1270.095 4.1817B+400 1174.064 -1.9206E+05 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
7 0.5213 1078.034 ,5094E+00 981,383 -1.9330E+05 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
8 0.5219 884.732 [.B8325E+00 790.755 -1.8795E+05 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
9 0.5228 696.778 2.1633E400 591.633 -2.1029E+05 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
10 0.5240 486.489 1.1295E+00 428,742 -1.1549E+0S5 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
11 0.5248  370.994 1.0377E+00

e# SURFACE Q'' (W/sq.m) Q (W)

e# SURFACE NW # E# REYNOLDS # HTC (W/sq.m*K) Twall (K) Tfluid (K) FILMDROP (K) Q'' (W/sq.m) Q (W)
1 1 1 25 2.6299E+401 3.5375E+403 2059.900 2005.537 54,364 1.9231E+05 1.7308E+02
2 1 1 24 2.7697E+01 3.5832E+03 1931.376 1857.923 73.483 2.6320E+05 2,3688E+02
3 1 1 23 2.9727g+01 3.6466E+03 1748.928 1673.843 75.08% 2,7380E+05 2.4642E402
4 1 1 22 3,2251E+01 3.7210E+03 1558.246 1484.224 74.022 2.7543E+05 2.4789E+02
5 1 1 21 3,5395E+01 3.8079E+03 1366.208 1293.866 72.343 2.7547E+05 2.4792E+02
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6 1 1 20  3.9426E+01 3.9111E+03 1174.046 1103.526 70.520 2.7581E+405 2.4823E+02

7 1 1 19  4.4808B+01 4.0374E+03 981.368 913.671 67.697 2.7332E+05 2.4599E+02

8 1 1 18 5.2487E+01 4.1992E+03 790.743 723.507 67.237 2,8234E405 2,.5410E402

9 1 1 17 6.42088+401 4.4150E+03 §91.625 537.383 54.242 2.3948E+405 2.1553E+02
10 1 1 16 8.7479E+01 4.7684E+403 428.736 340.500 88.236 4.2075E+05 3.7867E+402
HEAT FLUX BOUNDARY CONDITION AT END 2: HEAT FLUX (W/sq.m) = 0,0000BE400 Q (W) = 0,0000E+00

STRUCTURE TOTALS: INTERNAL POWER (W) =  2.5000E+03  EXCHANGR POWER (W) =  2.4947E+03 NET POWER (W) =  5,2822E+00

+TOTAL INTERNAL POWER FOR ALL COPIES OF ALL STRUCTURES (W) =  5.0000E+03

*TOTAL EXCHANGE POWER FOR ALL COPIES OF ALL STRUCTURES (W) =  4.9952E+03

+*NET POWER (INTERNAL - EXCHANGE) FOR ALL COPIES OF ALL STRUCTURES (W) =  4.7592E+00
SEOEIEICICICICICICICILCICILIICDILIEICICILICDILILICICICICICIEICICICICILIICILCICILIILCICICICICICICIIILCICICICICILCICICICICICICICIBCIOL

##+ STRUCTURE # 1  STRUCTURE NAME: BED1 NUMBER OF COPIES =  1.0000E+00 DYNAMIC SOLUTION

* TIME (s) = 88.440 SYSTEM TIME STEP # 8844 SYSTEM TIME STEP (s) = 1.0000E-02
+ HEAT TRANSFER TIME STEP # 10000 HEAT TRANSFER TIME STEP (s) = 5.0000E-03  EXPLICIT LIMIT (s) = 1.8621E-02

HEAT ELUX BOUNDARY CONDITION AT END 1: HEAT FLUX (W/3q.m) = 0.0000E+00 Q (W) = 0,.0000E+00

e/n# I FAC Tn (K) dT/dt (K/s) Te (K) dT/dX (K/m) POWER (W) MATERIAL COND (W/m*K) C (J/kg*K) DEN (kg/cub.m)
0.5213 674.864 -9.2161E+00 661,097 -2.7535E+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
0.5214 647.330 -8.7742E+00 620,423 -5.3815E+0d 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
0.5217 593.515 -7.8678E+00 567.099 -5.2833E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
0.5220 580.682 -6.9406E+00 514.260 -5.2844E+04 2.5000E+C2 BED,D=400C 2.0000E+00  3.6000E+02 3.55B0E+03
0.5224 487.838 -6.0191E400 461.401 -5.2874E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03

O e W N

6 0.5228 434.964 -5.0995E+00 408.614 -5.2698E+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
7 0.5233  382.265 -4.1855E+00  355.626 -5.3279E+04 2.5000E+02 BED,D=400C 2.00008+00  3.6000E+02 3.5580E+03
8 0.5239 328,987 -3.2668E+00  303.380 -5.1212E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
9 0.5246  277.774 -2.3900E+00 248.534 -5.8481E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
0 0.5256 219.294 -1,3832E+00  202.621 -3.3345E+04 2.5000E+02 BED,D=400C 2.0000E400  3.6000E+02 3.5580E+03

11 0.5261 185.948 -8.1733E-01

ef SURFACE Q'' (W/sq.m} Q (W)

e¥# SURFACE NW # E# REYNOLDS # HTC (W/sq.m*K) Twall (K) Tfluid (K) FILMDROP (K) Q'' (W/sq.m) Q (W)

1 1 1 15 2.0106E+02 8.6134E+03 661.119 634.727 26.392 2.2732E+05 2.0459E+02
2 1 1 14  2.116BE+02 8.7256E+03 620.442 588,317 32.126 2.8032E+05 2,5228E+02
3 1 1 13 2.2554E+02 8.8661E+03 567.116 535.749 31.368 2,7811E+05 2.5030E+02
4 1 1 12 2.4180E+02 9.0229E+03 614.275 483.462 30.813 2.7802E+05 2.5022E+02
5 1 1 11 2.6128E+02 9.2009E+03 461.414 431.241 30.173 2,7762E+05 2.4986E+02
6 1 1 10 2.8514E+02 9.4061E+03 408.626 379.078 29.548 2.7793E+05 2.5014E+402
7 1 1 9  3.1513E+02 9.6470E+03 355.635 327,076 28.559 2.7551E+40% 2.4796E+02
8 1 1 8  3.5449E+02 9.9388E+03 303.387 274.941 28.447 2.8273E+05 2.5445E+02
9 1 1 7  4.0755E+02 1.0297E+04 248.539 223,799 24.740 2,5475E+05 2.2927E+02
10 1 1 6 4.9112E+02 1.079BE+04 202.624 169.958 32.666 3.5273E+05 3.1746E+02

HEAT FLUX BOUNDARY CONDITION AT END 2: HEAT FLUX (W/sq.m) = 0.0000E+00 Q (W) = C.0000E+00

STRUCTURE TOTALS: INTERNAL POWER (W) =  2.5000E+03  EXCHANGE POWER (W) =  2.5065E+03 NET POWER (W) = -6.5253E+400

VoV VoV VoV VoV VoV VLV VoV Y VeV VLV VOV VOV VUV VL VL VUV VL VO VL VL VLV VU VL VLV VU VL VUV VLV VOV VO VL VL Ve VUV VL VUV VL VLV VL VL VL VLY.
~=-~> SYSTEM TIME (s) = 90.000 TIME STEP # 9000 TIME STEP (s) = 1.0000E-02 <--~
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4+¢+ STRUCTURE # 1 STRUCTURE NAME: BED1 NUMBER OF COPIES = 1.0000E+00 DYNAMIC SOLUTION

* TIMZ (s) = 90.000 SYSTEM TIME STEP # 9000 SYSTEM TIME STEP (s) = 1.0000E-02
+ HEAT TRANSFER TIME STEP # 10312  HEAT TRANSFER TIME STEP (s) = 5.0000E-03 EXPLICIT LIMIT (s) = 1.8271E-02

HEAT FLUX BOUNDARY CONDITION AT END 1: HEAT FLUX (W/sq.m) = 0.0000E+00 Q (W) =  (0.0000E+00
e/n# I FAC Tn (K} dT/dt (K/s) Te (K) dT/dX (K/m) POWER (W) MATERIAL COND (W/m*K) C (J/kg*kK) DEN (kg/cub.m)
0.5217 658.091 -8.7631E+00 644.717 -2.6748E+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.55B0E+03
0.5218 631.343 -8.3246E+00 605.248 -5.2189E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+403
0.5221 §79.154 -7,4323E400 553.576 -5.1156E404 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
0.5225 527.998 -6.5280E+00 502.411 -5,1173E404 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
0.5228 476.825 -5.6329E+00 451.223 -5,1203E+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03

oW N

6 0.5233 425.622 -4.7433E+00 400.106 -5.1032E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000B+02 3.5580E+03
7 0.5238  374.589 -3.8630E+00 348.789 -5.1600E+04 2.5000E+02 BED,D=400C 2.0000E400 3.6000E+02 3.5580E+03
8 0.5244 322.990 -2.9817E+00 298.194 -4.9592E+04 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
9 0.5251 273.398 -2.1448E+00 245.076 -5.6643E+04 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
0 0.5261 216.755 -1.1875E+00  200.592 -3.2325E404 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+403

11 0.5266  184.430 -6.4999E-01

e# SURFACE Q'' (W/sq.m) Q (W)
e#  SURFACE NW # E# REYNOLDS # HTC (W/sq.m*K) Twall (K) Tfluid (K) FILMDROP (K) Q'' (W/sq.m) Q (W)
1 1 1 15  2.1117E+02 8.8137E+03 644.738 618,887 25.851 2,2784E+05 2.0506E+02
2 1 1 14 2.2227E+02 8.9280E+03 605.267 573.860 31.408 2.8041E+05 2.5237E+02
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3 1 1 13 2.3672B+02 9.0707E+03 553.593 622.940 30.653 2,7804E+05 2.5024E+402
4 1 1 12 2.5363E+02 9.2299E+03 502.426 472,309 30.117 2.7798E+05 2,5018E+02
5 1 1 11 2.7387B+02 9.4104E+03 451.236 421,738 29.497 2.7758E+05 2,4982E+402
6 1 1 10  2.9860E+02 9.6183E+03 400.116 371.223 28.893 2.7790E+05 2.50118+02
7 1 1 9  3.2961E+02 9.8618E+03 348.798 320.861 27.936 2.7550B+05 2.4795E+402
8 1 1 8  3.7018E+02 1.0156E+04 298.200 270,368 27,832 2,82668405 2.5440E+402
9 1 1 7 d.2460E+02 1.0516E+04 245.080 220.829 24.251 2.5503E+05 2.2953E+402
10 1 1 6 5.0965E+02 1.1017E+04 200,595 168,682 31.913 3.51598+05 3.1644E+02
HEAT FLUX BOUNDARY CONDITION AT END 2: HEAT FLUX (W/sq.m) = 0.0000B+00 Q (W) = 0.0000E+00

STRUCTURE TOTALS: INTERNAL POWER (W) =  2.5000E+03 EXCHANGE POWER (W) = 2.50618+03 NET POWER (W) = -6.0899E+00
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+#++ STRUCTURE # 2  STRUCTURE NAME: BED2 NUMBER OF COPIES = 1.0000E+00 DYNAMIC SOLUTION
* TIME (s) = 90.000 SYSTEM TIME STEP # 9000  SYSTEM TIME STEP (s) = 1.0000E-02
¢ HEAT TRANSFER TIME STEP # 9000  HEAT TRANSFER TIME STEP (s) = 1,0000E-02  EXPLICIT LIMIT (s) = 7.48208-02

HEAT FLUX BOUNDARY CONDITION AT END 1: HEAT FLUX (W/s3q.m) = 0.0000E+00 Q (W) =  0.0V00E+00

e/n# I FAC Tn (K) dT/dt (K/s) To (K) dT/dX (K/m) POWER (W) MATERIAL COND (W/m*K) C (J/kg*K) DEN (kg/cub.m)
0.5108 4485.683 5.8520E+02 4425.767 ~1.1983E+05 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.5580E+03
2 0.5108 4365.851 5.8170E+02 4223.478 -2.8475E+05 2.5000E+02 BED,D=400C 2.0000E+00 3.6000E+02 3.9580K+03
3 0.5109 4081.105 5.6729E+402 3906.656 -3.4890E+05 2.5000E+402 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
4 0.5111 3732.207 5.4018E+02 3543.292 -3.7783E+05 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
S 0.5112 3354.377 S5.0411E+02 3156.763 -3.9523E+405 2.5000E+02 BCD,D=400C 2.0000E+00  3.6000E+02 3.5580E403

6 0.5114 2959.150 4.6154E+02 2754.546 -4.0921E+05 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
7 0.5116 2549.941 4.1337E+402 2337.807 -4.2427E+05 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
8 0.5119 2125.672 3.5976E+02 1909.649 -4.3205E+05 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03
9 0.5122 1693.626 3.0009E+02 1449.471 -4.8831E+05 2.5000E+02 BED,D=400C 2.0000BE+00 3.6000E+02 3.5580E+03
0 0.5128 1205.317 2.3070E+02 1072.345 -2.6594E+0L 2.5000E+02 BED,D=400C 2.0000E+00  3.6000E+02 3.5580E+03

11 0.5132 939.37¢ 1.9297E+02

e$ SURFACE Q'' (W/sq.m} Q (W)

ef SURFACE NW # E#  REYNOLDS # HTC (W/sq.m*K) Twall (K) Tfluid (K) FILMDROP (K) Q'' (W/sq.m) Q (W)
1 1 1 25  5.3135E+00 1.6654E+03 4422.913 4358.072 64.841 1.0798E+05 9.7186E401
2 1 1 24 5.5160E+00 1.6808E+03 4220.668 4124.148 96.520 1.6223E+05 1.4601B+02
3 1 1 23 5.8349E+00 1.7043E+03 3903.948 3795.963 107.985 1.8404E+0> 1.6564E+02
4 1 1 22 6.2520E-00 1.73378403 3540.739 3428.341 112.399 1.9486E+05 1.7538E+02
5 1 1 21 6.7826B+00 1.7689E+03 3154.404 3040.127 114.277 2.0215E+05 1.8193E+02
6 1 1 20  7.4688E+00 1.8116E+03 2752.409 2637.144 116.265 2.0881B+05 1.8793E+02
7 1 1 19 B8.3907E+00 1.8645E+03 2335.919 2221.073 114.846 2,1413E+05 1.9271E+02
8 1 1 18 9.7122E+00 1.9331E+03 1908.039 1789.972 118.067 2.2824E+05 2.0541E+02
9 1 1 17 1.1736E+01 2,0258E+03 1448.177 1353.759 94.418 1.9127E+05 1.7214E+02
10 1 1 16  1,5982E+01 2.1B866E+03 1071.314 858.526 212,787 4.6528E+05 4.18758402

HEAT FLUX BOUNDARY CONDITION AT END 2: HEAT FLUX (W/sq.m) = 0.0000E400 Q (W) = 0,0000E+00

STRUCTURE TOTALS: INTERNAL POWER (W) =  2,50008+03 EXCHANGE POWER (W) =  1.9431E+03 NET POWER (W) =  5.5690E+02
*TOTAL INTERNAL POWER FOR ALL COPIES OF ALL STRUCTURES (W) =  5.0000E+03

*TOTAL EXCHANGE POWER FOR ALL COPIES OF ALL STRUCTURES (W) =  4.4492E+03
*NET POWER (INTERNAL ~ EKCHANGE) FOR ALL COPIES OF ALL STRUCTURES (W} = 5.5081E+02
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PROGRAM SAFSIM OUTPUT (FUNCTION-CONTROLLED VARIABLES AND FUNCTIONS):

EXAMPLE PROBLEM ~ INVESTIGATE STABILITY OF FLOW IN PARALLEL FLOW PATHS
CONTAINING POROUS BEDS WITH INTERNAL HEAT GENERATION

VeV VoV VoV VoV Vo VoV VLV ViV VLV Ve VLV Ve Ve VLV VeV VLV VL Ve VLV VL Ve VL VL VL VL VL VL VLV VLV VLV VeV Ve VUV VL VU VL VL VL VL VL VL VL VL VL YL Y.
~---> SYSTEM TIME (s) = 0.00000 TIME STEP ¢ 0 TIME STEP (s) = 1,0000E-02 <---

2EIEICICICICICICALCICILCICICICICICICICICICIECICICICILICICICICICICICICICICICICICICICICICICICILCICICICICILICICICDCDILDICICICICDILILICICNL

¢4+ TIME (s) = 0.00000 SYSTRM TIME STEP # 0 e
FUNCTION-CONTROLLED VARIABLES FOR FLUID MECHANICS:
COUNTER ID ¢ cevervessasNAME. . oooanans ARGUMENT F # VALUE
*é¢ TIME (s) = 0.00000 SYSTEM TIME STEP # 9 v
FUNCTIONS FOR FILUID MECHANICS:
COUNTER F ¢ D # cssasssees s NAME e ivncanase VALUE new-old VALUE TIME DERIVATIVE
1 1 8 P a¢ BED INLET 7.5791E+06 2.4390E-02 2.4390E+00
2 8 P at BED1 OUTLET 7.5778E+06 0.0000E+00 0.0000E+00
3 3 132 Pin - Pout OF BED1 1.3146E+03 2.4390E-02 2.4390E+400
[} 6 9 Tgas at BED1 INLET 1.2519E+02 0.6294B-06 6.6294E-04
5 7 9 Tgas at BED1 OUTLET 6.9224E+02 -5.3058E-02 -5,3058E+00
6 8 132 Tout ~ Tin OF BED1 5.6705E+02 ~5.3064B-02 ~-5.3064E+00
1 9 1 phi=(Tout-Tin)/Tin OF BED1 4.5296E+00 -4.2412E-04 -4.2412E-02
8 17 9 Tgas at BED2 OUTLET 9.3324E+02 1.1745g-01 1.1745E+01
9 18 132 Tout ~ Tin OF BED2 8.0805E+02 1.1744E-01 1.1744E+01
10 19 134 phi=(Tout-Tin)/Tin OF BED2 6.4547E400 9.3777E-04 9.37778-02
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¢ TIME (s) = 0.00000 SYSTEM TIME STEP # 0 e
FUNCTION-CONTROLLED VARIABLES FOR HEAT TRANSFER:

COUNTER ID # eecsesvesrssNAME.cvvvuannnsn ARGUMENT F # VALUE
4¢¢ TIME (s) = 0.00000 SYSTEM TIME STEP # 0 e

FUNCTIONS FOR HEAT TRANSFER:
COUNTER F 4 D¢ sessoneases s NAME . ouiauan VALUE new-old VALUE TIME DERIVATIVE
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4¢+ TIME (s) = 0.00000 SYSTEM TIME STEP # 0 e
FUNCTION-CONTROLLED VARIABLES FOR THE SYSTEM:
COUNTER ID # cresccosessNAME.ciavciieans ARGUMENT F # VALUE
1 35 MASS FLOW RATE BC AT NODE 1 10 5.0000E-04
44+ TIME (8) = 0.00000 SYSTEM TIME STEP # [ A A
FUNCTIONS FOR THE SYSTEM:
COUNTER F & iD # veseaneesa s NAME..ooinienans VALUE new-cld VALUE TIME DERIVATIVE
11 5 1 PROBLEM TIME 0.0000E+00 0.0000E+00 0.0000E+00
12 10 114 TABLE, FLOWRATE BC VS TIME 5.0000E-04 ~5.0000E-04 -5.0000E-02

VeV oVaVoVoVoV Vo VoV, VoV Ve VoV VoV VLV VeV VL VLV VL VLV VL VL VUV VL VL VL VO VUV VUV VL VLV VLV VUV VL VL VL VL VL VL VU VL VUV VL VL VL YL VL VL VL Y,
---> SYSTEM TIME (s) = 30.000 TIME STEP # 3000 TIME STEP (s} = 1.0000E-02 <-~-

2EICIEICICICICICICILIEICICICICILICILICILICICICICOILCILCICICICOCILCICICICICICICICIDILICICICICILICICICICICICICICICICICICICICIICICONC

*+¢ TIME (s) = 30.000 SYSTEM TIME STEP # 3000 hhdd
FUNCTION-CONTROLLED VARIABLES FOR FLUID MECHANICS:
COUNTER ID # eenenersessaNAMB L LuialeL. ARGUMENT F # VALUE
¢+ TIME (a) = 30.000 SYSTEM TIME STEP # 3000 e
FUNCTIONS FOR FLUID MECHANICS:
COUNTER F # 1D # eovsensrsesNAME.ciooens .o VALUE new-old VALUE TIME DERIVATIVE
1 1 8 P at BED INLET 7.9790E+406 8.1795E-03 8.1795E-01
2 2 8 P at BED1 OUTLET 7.5778E+06 0.0000E+00 0.0000E+00
3 3 132 Pin - Pout OF BED1 1.2262E+03 8.1795E-03 8.1795E-01
] 6 9 Tgas at BED1 INLET 1.2549E+02 1.1603E-05 1.1603E-03
] 7 9 Tgas at BED1 OUTLET 7.5407E+02 -6.7092E-03 -6.7092E-01
6 8 132 Tout - Tin OF BED1 6.2858E+02 -6.7208E-03 -6.7208E-01
7 9 124 phi=(Tout-Tin)/Tin OF BED1 5.0088E+00 -5.4018E-05 -5.4018E-03
8 17 9 Tgas at BED2 OQUTLET 1.8966E+03 5.4067E-02 5.4067E+00
9 18 132 Tout - Tin OF BED2 1.7711E+03 5.4056E-02 5.4056E+0"
10 19 134 phi=(Tout-Tin}/Tin OF BED2 1.4113E+01 4.2944E-04 4.2944E-02

DLEOLCICICICICICICICICICICICIEILICILICICICICICIICICICILCICICICILCICHEILDCICICICDILIICICICICICILICIECILICICILCICILCICICICILILICOCICICICNLC

¢+ TIME (s) = 30.000 SYSTEM TIME STEP # 3000 e
FUNCTION~CONTROLLED VARIABLES FOR HEAT TRANSFER:

COUNTER ID # ceceeceesonsNAME. . o0iaines ARGUMENT F # VALUE
#¢¢ TIME (s) = 30.000 SYSTEM TIME STEP # 3000  +ee
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FUNCTIONS FOR HEAT TRANSFER:
COUNTER F ¢ D # sevcessnsessNAME,.ouivonaaes VALUE new-old VALUE TIME DERIVATIVE

SECICICICICICICICICICICICICICICICICICICICICILIEICICILCICICICICICILICICICICICICICILICICILICICICICICICICICILCICIILICICICICILILCICOCC

*4¢ TIME (3) = 30.000 SYSTEM TIME STEP # 3000  ¢ee
FUNCTION-CONTROLLED VARIABLES FOR THE SYSTEM:
COUNTER ID # sesnceanesassNAME . Lvaavveanne ARGUMENT F # VALUE
1 35 MASS FLOW RATE BC AT NODE 1 10 3.5900B-04
4¢¢ TIME (8) = 30.000 SYSTEM TIME STEP # 3000 v+
FUNCTIONS FOR THE SYSTEM:
COUNTER F# D # sevevasanss sNAMB toovronanss VALUE new-old VALUE TIME DERIVATIVE
11 § 1 PROBLEM TIME 3.0000E+01 1.0000B-02 1.00008+00
12 10 4 TABLE, FLOWRATE BC VS TIME 3.5900E-04 0.00008+00 0.0000E+00

VeV VoV Vo VoV Ve VoV VL Vo Vo Vo Ve Vo Vo VeV VoV Vo VL VL VL VL VL VL Vo VUV VL VL VL VLV VL VLV Vo VL VL DL VL VUV VLV VL VLV VL VL VL Ve VL VL VLV Ve Ve VL YL V.
-=~> SYSTEM TIME (s) = 60.000 TIME STEP # 6000 TIME SYEP (s) = 1.0000B-02 <---

CICICICICICICIEICICICICICICICICILCICICICICICICICICICICICICIILICICICICICICICCILCICICILCICICICICICICICICICICICICICICICDIIICICICICC

¢¢¢ TIME (s) = 60.000 SYSTEM TIME STEP # 6000 44+
FUNCTION-CONTROLLED VARIABLES FOR FLUID MECHANICS:
COUNTER 1D # ceesvosseesNAME. .ocvinenssn ARGUMENT F # VAIUR
44+ TIME (9) = 60.000 SYSTEM TIME STEP # 6000  ¢s¢
FUNCTIONS FOR FLUID MECHANICS:
COUNTER F# ID ¢ eresesseess NAME. . .0uiannss VALUE new-old VALUE TIME DERIVATIVE
1 1 8 P at BED INLET 7.5790B+06 9.7730E-03 9.7730E-01
2 2 8 P at BED1 OUTLET 7.5778E+06 0.0000E+00 0.0000E+00
3 3 132 Pin - Pout OF BED1 1.2483E+03 9.77308-03 9.7730E-01
4 6 9 Tgas at BED1 INLET 1.2553E+02 1.5749B-05 1.5749E-03
5 7 9 Tgas at BED1 OUTLET 7.3709E+02 -6.9798E-03 -6.9798E~01
6 8 132 Tout - Tin OF BED1 6.1157E+02 -6.9955E-03 -6.99558-01
1 9 134 phi=(Tout-Tin)/Tin OF BED1 4.8720E+400 -5.6340E-05 -5.6340E-03
8 17 9 Tgas at BED2 OUTLET 2.0466E+03 6.7631E-02 6.7631E+00
9 18 132 Tout - Tin OF BED2 1.9211E+03 6.7615€-02 6.7615E+00
10 19 134 phi=(Tout-Tin)/Tin OF BED2 1.5304E+01 5.3672E-04 5.3672E-02

PEICICICILICICILICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICILICILICICICIILCILICICICHCICICILCICICICILICICICICICIC

¢4 TIME (s) = 60.000 SYSTEM TIME STEP # 6000 b
FUNCTION-CONTROLLED VARIABLES FOR HEAT TRANSFER:

COUNTER ID # seessecnaas NAME. covucuanan, ARGUMENT F # VALUE
¢4+ TIME (s) = 60.000 SYSTEM TIME STEP # 6000  +e+

FUNCTIONS FOR HEAT TRANSFER:
COUNTER F# D # eeseravecesNAME .. 0tuiuas VALUE new-old VALUE TIME DERIVATIVE

2CICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICICIIDICICICICICICICICOC

4t+ TIME (s) = 60.000 SYSTEM TIME STEP # 6000 A
FUNCTION-CONTROLLED VARIABLES FOR THE SYSTEM:
COUNTER ID # nesaesnsses s NAME . ovcuanacnn ARGUMENT F # VALUE
1 35 MASS FLOW RATE BC AT NODE 1 10 3.5900E-04
¢+ TIME (s) = 60.000 SYSTEM TIME STEP # 6000 b
FUNCTIONS FOR THE SYSTEM:
COUNTER F & 1D # veseesssees s NAME. oveuttnss VALUE new-old VALUE TIME DERIVATIVE
11 5 1 PROBLEM TIME 6.0000E+01 1.0000E-02 1.0000E+00
12 10 114 TABLE, FLOWRATE BC VS TIME 3.5900E-04 0.0000E+00 0,0000B+00

VeVeVaVaVaVaVo Vo VaVeaVo VoV VeV VoV VaVa VaVa VoV VoV Ve Ve Vo VoV VL VL VL VL VL VLV VeV Ve Ve Va Ve VLV VL VL VLV VLV VU VL VL VL VL VL VL VL VL VL VL VL Y.
---> SYSTEM TIME (s) = 90.000 TIME STEP # 9000 TIME STEP (s) = 1.0000B-02 <---~

SEILICOCICICILICICICICICICICICDICICICICICICICICICICICICICICILICICICICICICICICICICICICIEICICILCICICICICICICIICICICICICICICICILICICHC

¢+ TIME (s) = 90.000 SYSTEM TIME STEP # 9000  ##¢
FUNCTION-CONTROLLED VARIABLES FOR FLUID MECHANICS:
COUNTER ID ¢ esesnessessNAME . cvvtananns ARGUMENT F # VALUE
Vet TIME (s) = 90.000 SYSTEM TIME STEP # 9000 ¢+
FUNCTIONS FOR FLUID MECHANICS:
COUNTER F ¢ ID % sesnscsaesssNAME . 0uiannns VALUE new-old VALUE TIME DERIVATIVE
1 1 8 P at BED INLET 7.5792E+06 2.4081E-01 2.4081E+01
2 2 8 P at BED1 OUTLET 7.5778E+06 0.0000E+00 0.0000E+00
3 3 132 Pin - Pout OF BED1 1.4427E+03 2.4081B-01 2.4081E+401
[} 6 9 Tgas at BED1 INLET 1.2641E+02 2.9498E-03 2.9498E-01
L) 17 9 Tgas at BED1 OUTLET 6.3422R+02 ~1.0007E-01 -1.0007E+01
6 8 132 Tout - Tin OF BED1 5.0782E+02 -1.0302E-01 -1.0302E+01
1 9 134 phi=(Tout-Tin)/Tin OF BED1 4.0173E+00 ~9.0876E-04 -9.0876E-02
8 17 9 Tgas at BED2 OUTLET 4.4112E+03 5.8337E+00 5.8337E402
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9 18 132
10 19 134

4.28478+403
3.3896E401

5.8308E+00
4.5337B-02

Tout - Tin OF BED2
phi=(Tout-Tin)/Tin OF BED2

5.83088+02
4.53378+00

DLILCICICICICICICICILCIEILICICICICICICICICICICICICICICIECICICICICICICICIIICICICICICICICICICICICICICICICIICICICICICICICICICICOCILCLC

‘¢4 TIME (8) = 90.000 SYSTEM TIME STEP # 9000 ¢4+
FUNCTION-CONTROLLED VARIABLES FOR HEAT TRANSFER:
COUNTER ID # IREETRRRRRRTY . . | PP ARGUMENT F # VALUE
4 ¢+ TIME (3) = 90.000 SYSTEM TIME STEP # 9000  #4v

FUNCTIONS FOR HEAT TRANSFER:

COUNTER F # D ¢ esessasnsaesNAME esvaannene VALUE

DEIEIEICICIEICICICICICICICILICICICICICICICICICICICICL

¢4 TIME (s) = 90.000 SYSTEM TIME STEP # $000 ¢4
FUNCTION-CONTROLLED VARIABLES FOR THE SYSTEM:
COUNTER 1D # esenscncacesNAME. L hsanenn ARGUMENT F ¢ VALUE
1 3% MASS FLOW RATE BC AT NODE 1 10 3.5900B-04
¢+ TIME (8) = 90.000 SYSTEM TIME STEP # 9000  #+¢

FUNCTIONS FOR THE SYSTEM:

COUNTER P # PO IR ] ceeeresceessNAME . viiianannn VALUE new-old VALUE
11 5 1 PROBLEM TIME 9.0000E+01 1.0000E~02
12 10 114 TABLE, FLOWRATE BC VS TIME 3.5900E-04 0.0000E+00

End of Sample Problem
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new-old VALUE TIME DERIVATIVE

FEICIEICIEICICIECICICICIEICIEICICICICICICICICICICICICICICICICILICICHCICC

TIME DERIVATIVE
1.0000E+00
0.0000E+00




Index

-A-

absolute wall temperature error: 134
adaptive time step: 109, 125
adaptive time stepping: 8
adjustment term: 72

advection: 5, 39, 44
advective-conduction equation: 39
assembly procedure: 147

azimuthal angle: 116

-B-

bandwidth: 84, 96, 151
Bernoulli equation: 24, 71
Biot number: 139

blowing condition: 79
blowing parameter: 79
Bubnov-Galerkin: 38, 43, 105
bulk modulus of elasticity: 36
bulk temperature: 34

-C-

capacitance matrix: 42, 46, 54, 95,
97, 104

characteristic curve: 71

choked flow: 6, 66

Cholesky decomposition: 7, 86, 96

closed-loop pressure: 6, 85, 96

coefficient of thermal expansion: 28

compressibility: 93

compressor: 6, 66, 70

concentration: 119, 120

conductance matrix: 42, 46, 51, 95,
97, 104

conduction: 5, 8

conduction equation: 102

conduction power: 30

conductivity: 32

conductivity enhancement: 6

conservation: 11, 13, 14, 24, 29, 31,
58, 63, 78

consistent form: 47

contractions: 21

control law: 123

control volume: 11, 15
convection: 5, 94
correction factors: 138
Courant number: 53
Crank-Nicolson: 57, 109
critical mass flow rate: 70
critical pressure: 66, 70
cutoff rotational speed: 74
cylindrical: 114

Xopu]

-D-

Darcy friction factor: 19, 21

decay constant: 119, 121

decay heat: 118

decay heat fraction: 122

decay heat power: 121

delayed neutron: 118

delayed neutron fraction: 119

density: 32

diagonal entries: 149

diagonally dominant: 86, 96

direct approach: 37

discharge coefficient: 68

dispersion effect: 36

dynamic: 106

dynamic log-mean weighting factor:
54

dynamic viscosity: 32

dynamic weighting factor: 52

E-

effective bed conductivity: 111
effective particle diameter: 22
effective power: 30

element generator: 113
elliptic: 62

elliptic equation: 39
emissivity: 112

energy balance approach: 37
energy correction factor: 119
engineering approach: 2
engineering factors: 3
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enhanced 1-D model: 113

enhancement factor: 30, 36, 93

enthalpy: 28

equation of state: 13, 32

equivalent diameter: 19, 112

equivalent length-to-diameter ratio:
19, 80

Euler: 8, 125

exchange area: 105

exchange surface: 8, 40, 94, 97, 102,
104, 108, 153

exchange surface temperature: 111

exchange temperature: 104

expansions: 21

explicit coupling: 9, 107, 132

explicit time step limit: 108

-F-

feed line: 75, 77

feedback: 118

feedback coefficient: 8

Feedback reactivity: 123

finite difference: 37

finite element: 37

finite volume: 37

fission thermal power: 121

flow instability: 163

flow length: 15, 19

flow power: 92

flow regime: 84

flow resistance: 24

fluid mass: 32

fluid mechanics: 5

fluidity: 24, 59, 68, 71, 77, 84, 87
fluidity matrix: 60

Fourier's law: 30, 103

friction factor: 20, 21, 22, 78, 79, 92
friction weighting factor: 22
fully dynamic: 82
function-controlled variable: 9, 129

G-

Galerkin formulation: 57
gas constant: 33
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Index

Gauss elimination: 7, 86, 96, 98
Gauss-Seidel: 7, 86, 96, 98
geometric mean area: 114
global fluidity matrix: 84

global matrix: 95, 109, 147
global node: 147, 91

grid Peclet number: 6, 43, 93

-H-

heat transfer coefficient: 8, 40, 94,
104, 112, 153

heat transfer structure: 8

heated perimeter: 40, 104

hybrid: 46, 47

hybrid finite element: 44

hydraulic diameter: 20

hyperbolic: 39, 62

I-

ideal gas: 32, 67

ideal liquid: 32

implicit formulation: 88

implicitness factor: 55, 95, 107, 108

instantaneous neutron power: 121

integral balance: 11, 37

internal energy: 26

interpolation function: 38, 40, 41,
103

K-

Kagonove: 126
kinetic energy: 11, 14, 15, 26, 29
kinetic energy correction factor: 16

L-

laminar flow: 16, 94

load vector: 42

local node: 147

log-mean area: 114

log-mean temperature: 97

log-mean temperature difference: 50
log-mean weighting factor: 50, 95
loss coefficient: 145, 19

lumped: 113




lumped capacitance: 105, 108, 138,
160

-M-

Mach number: 19, 31, 62, 66

manifold: 6, 66, 75, 76

mass flow rate fraction: 13, 89

mass flow rate weighting factor: 13

mass fraction: 31, 62, 82, 98

mass fraction weighting factor: 63

mass source: 32

mathematical function: 157, 129

mechanical energy: 14, 17, 24, 38,
57, 68, 82, 84, 90

mechanical power: 30

meridonal angle: 116

method of weighted residuals: 39,
103

mixing rule: 34

modified heat transfer coefficient:
159

modules: 5

momentum: 14

multicomponent fluid: 31, 62

multiple-lump: 138

-N-

neutron balance: 118

neutron density: 119

neutron generation time: 119
neutron lifetime: 119

neutron multiplication factor: 119
neutron power: 121

Newton's law: 3, 34, 40, 94, 111, 154
numerical diffusion: 45, 54

-0-

overrelaxation: §2

-P-

packed bed: 79, 139, 163
partial pressure: 33
partially dynamic: 5, 82, 88
Petrov-Galerkin: 38, 43

Index

point model: 8, 118

porous media: 6, 22, 23, 36, 93, 111
positive definite: 73, 84, 86
potential energy: 17, 26
power-law: 6, 34

Prandtl number: 44
pressure-coirection factor: 85
programmed reactivity: 123
prompt neutron: 119

prompt neutron power: 121
pseudo pressure: 23

pump: 6, 66, 70

pump hcad: 71

Q-
quasi-static: 5, 6, 82, 106

-R-

rated speed: 71

ratio of specific heats: 36
reactivity: 118, 119, 123
reactor dynamics: 5, 118
reactor period: 127
relaxation parameter: 97, 99
residual: 38, 40, 103
resistance: 60, 77, 80, 91
Reynolds number: 21, 44
RISES: 82, 92
Runge-Kutta-Fehlberg: 8, 125

-S-

SAFSIM: 1,2, 3,4,6,9, 10
semibandwidth: 7, 151
shaft speed: 72

shock: 62

shock wave: 19, 25
signal-variable function: 129
similarity rules: 71
SIMPLE: 82

sonic velocity: 36, 65
source load vector: 59
spatial oscillation: 43
specific heat: 27, 28, 32
spherical: 114
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square root relaxation: 89
stagnation pressure: 67
Stanton number: 48, 51, 97
static pressure: 18, 25
steady-state: 9

steady-state procedure: 132
Stefan-Boltzmann constant: 112, 155
step doublin: 126

structure heat transfer: 5, 102
sub-time step: 132

sucking condition: 79

sucking parameter: 80

super element: 5, 90
superficial flow area: 12, 22
superficial fluid velocity: 12, 19
supersonic flow: 61
Sutherland-law: 6, 34

system: 1, 3, 5, 132

T-

terminator: 78

thermal conductivity: 30
thermal energy: 30, 38, 39, 82, 92, 94
thermal power: 122
thermal radiation: 154
Thomas algorithm: 110
total energy: 31, 139
transient mode: 82
transient procedure: 132
transition flow: 22, 94
transpiration flow: 79
traveling wave: 52, 54
tridiagonal: 109
truncation error: 125
turbulent flow: 16, 21, 94
turning losses: 78

-U-

underrelaxation: 82

unrecoverable losses: 78, 93
upwind element: 5, 61

upwind factor: 43, 44, 45, 61, 64, 93
user-supplied: 10
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Index

V-

variational approach: 37
velocity pressure: 17, 24, 76, 78
velocity profile: 16, 21

view factor: 155

viscous dissipation: 19, 93
viscous shear stress: 25
volumetric flow rate: 18, 71
volumetric flow rate fraction: 18
volumetric heat source: 103

W-

wall exchange area: 113

wall roughness: 21

wall temperature: 40

weighted residuals approach: 37
weighting factor: 48

weighting function: 38, 43, 105
wetted perimeter: 20
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