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PREDICTION AND STANDARD ERROR ESTIMATION FOR A
FINITE UNIVERSE TOTAL WHEN A STRATUM IS NOT SAMPLED

Tommy Wright
Mathematical Sciences Section
Oak Ridge National Laboratory

P. O. Box 2008 Bldg. 6012
Oak Ridge, Tennessee 37831-6367

ABSTRACT

In the context of a universe of trucks operating in the United States in 1990, this paper
presents statistical methodology for estimating a finite universe total on a second occasion when
a part of the universe is sampled and the remainder of the universe is not sampled. Prediction is
used to compensate for the lack of data from the unsampled portion of the universe. The sample
is assumed to be a subsample of an earlier sample where stratification is used on both occasions
before sample selection. Accounting for births and deaths in the universe between the two points
in time, the detailed sampling plan, estimator, standard error, and optimal sample allocation, are
presented with a focus on the second occasion. If prior auxiliary information is available, the

methodology is also applicable to a first occasion.

KEY WORDS: Domain Estimation; Post-stratification; Prediction; Stratification; Standard
error estimation; Subsampling.
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1. INTRODUCTION
1.1 General Background for the 1990 NTACS

The Truck Inventory and Use Survey (TIUS) is the oldest national, vehicle-based survey
of freight transportation in the United States. The TIUS is conducted by the U.S. Bureau of the
Census every five years and collects extensive information on a sample of trucks (including vans
and minivans), their typical characteristics, and their use over a year’s period.

"TIUS information is of considerable value to State and Federal transportation agencies

in the planning of highway cost allocations, improvements in road conditions, energy

consumption, and emergency preparedness. The private sector also needs these data to

plan for future vehicle designs and improvements, market studies, and more efficient
vehicle usage."

1987 TIUS Report

U.S. Bureau of the Census

The TIUS sample is drawn from vehicle registration files and represents all vehicles except buses,

automobiles, mobile homes, motorcycles, and vehicles owned by governments (Federal, State, and

local). The 1987 TIUS stratified random sample includes information on approximately 105,000

vehicles which were selected from a sampling frame of over 45,000,000 vehicles. A key

parameter for estimation is the total annual vehicle miles traveled (VMT) for these 45,000,000"
vehicles.

While the TIUS provides critical information on the composition and typical use of the
nation’s trucking fleet, it does not provide a detailed picture of the temporal and geographic
variation in truck use. This variation has major implications for multimodal transportation policies
involving highway investment requirements, equitable tax policy, effective safety programs, and
similar issues. It was decided to sponsor a follow-on to the Census Bureau's 1987 TIUS in order
to capture the temporal and geographic variation in truck use and to measure other detailed
attributes of trucking that were beyond the scope of the TIUS. The follow-on became known as
the 1990 Nationwide Truck Activity and Commodity Survey (NTACS) and was conducted by the
U.S. Bureau of the Census over a 12-month period that ended in 1990. The 1990 NTACS sample
is a stratified subsample of 44,002 vehicles selected from the approximately 105,000 vehicles
which were 1987 TIUS sample respondents. These 44,002 vehicles make it possible to provide
estimates for what has been viewed as the 1990 NTACS universe. For a complete discussion on
data limitations with the 1990 NTACS sample, see the 1990 NTACS Public Use File Technical

Documentation (1992).
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The 71990 NTACS Selecied Tabulations (1993) describes the 1990 NTACS universe as
"...'All trucks operating during the NTACS period (October 29, 1989 - October 27, 1990) and
registered in one of the 50 states or the District of Columbia on July I, 1987, and operating in
1987 as estimated by the 1987 TIUS.’ It is important to note that the 1990 NTACS universe does
not include trucks operating in the United States during the NTACS period which are less than
four years old, i.e., trucks registered after July 1, 1987. The estimated 1990 NTACS universe size
(of four year and older trucks) is 41,768,000 trucks.

A clearer view of the 1990 NTACS universe can be obtained by referring to Figure 1 (Hu,
Wright, and Miaou, 1990) where:

— the 1987 and 1990 U.S. wuck populations are represented by two overlapping
figures:

— the intersection, represented by "A", represents the group of trucks that were in
operation in 1987 and that were still in operation in 1990,

— the region that is indicated by "B" represents the group of trucks that were
operating iz 1987 but which were no longer in operation in 1990, i.e. this group
of trucks was scrapped between 1987 and 1990; and

— the region indicated by "C" represents the group of trucks that began operating
after 1987 (more precisely after july 1, 1987).

The 1987 total U.S. truck population consists of trucks in groups A and B; and the 1990 total U.S.
truck population consists of trucks in groups A and C. The trucks in group A represent the 1990
NTACS universe."

Use of the sampling weights and reported annual VMT for the 1990 NTACS sample of
44,002 trucks provides estimates for group A, the 1990 NTACS universe, but not for the entire
199G U.S. truck universe. Lacking any sample data from those trucks less than four years old in
1990 (trucks in group C), this paper discusses a simple application of ordinary least squares to
predict annual VMT for those trucks in group C and hence leading to an estimate of annual VMT
for the entire 1990 U.S. truck universe. Because this problem occurs in other settings, a general

statement of the problem is given next.
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Figure 1. 1987 TIUS and 1990 NTACS Universes

1.2 General Statement of Problem

In periodic (e.g. monthly, quarterly, annual) sample surveys where the same sample units
are asked to report data from one reporting period to another, the sample’s relation with the target
universe becomes less clear with the passing of time because the sample has remained constant
while the universe may have changed. This is especially true when the universe experiences births
and deaths between reporting periods. The extent of unit deaths in the universe can be
approximated by the reported deaths of sample units for a given reporting period, and estimates
can be adjusted accordingly. However, for unit births which are not added to the sampling frame
nor sampled, the problem is more severe and almost certainly results in negatively biased
estimates of key parameters such as totals if ignored. On some occasions, this bias can be
removed by supplementing the original sample with a sample of units selected from those units
born since the previous reporting period (Wright and Tsao, 1983).

Because resources are limited, supplemental samples for new units for future reporting

periods are not always feasible and knowledge of the subject matter investigator is often used to
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upwardly adjust estimates believed to be negatively biased. It is often difficult to present
measures of goodness, such as sampling error estimates, in support of such adjusted estirnates.
When supplemental samples are not feasible, this paper illustrates for a common sampling
situation a simple prediction estimation approach for making use of the subject matter
investigator's knowledge based on ordinary least squares. The common sampling situation can
be described as a two phase sampling plan where the original sample which collects relatively
inexpensive data on one occasion is followed on another occasion by a subsample which collects
more detailed (and often more expensive) data. Between the first and second occasion, it is
assumed that the universe has experienced deaths and births, but resources are not available for
taking a supplemental sample of the births. This was precisely the case with the 1987 TIUS
sample, which was the first phase sample, and the second phase sample was the 1990 NTACS
(sub) sample. The remainder of this paper considers two alternatives of an approach in the
context of sampling trucks on two different occasions when the average mileage for certain aged
trucks on one occasion is believed to be highly correlated with the average mileage for trucks of
the same age on a second occasion. Applications to other settings are clear.

The first alternative (Hu, Wright, Miaou, 1990), which is essentially the one actually used
to obtain 1990 estimates of VMT for the U.S. truck population, discussed in Section 2 makes use
of age post-stratification and prediction; but it has some disadvantages—one is the lack of a
known straightforward expression for providing a single estimate of variability for each estimate.
The second alternative discussed in Section 3 makes use of age stratification (before sample
selection) and prediction; and the estimator of total truck miles traveled has a straightforward
method for computing a single estimate of its variability. Concluding remarks are given in
Section 4.

2. SETTING USING AGE POST-STRATIFICATION
2.1 Introduction

Assume a finite universe of N, similar trucks at time ¢ . Let N represent the number of

similar y year old trucks at time ¢ for y=1, 2, ., Y. Then N, =¥ N_. The i" y year old

vl

truck has associated vehicle miles traveled (VMT) for the year prior to time ¢ given by

v, fori=1,2 ., N

n



If V = the total VMT of the N, trucks for the year prior to time / and
Vn = the total VMT of the y year old trucks for the year prior to time 1, then
14 vy N
v,=Lv, =LXv_ . )

yel yel i=l
The quantities N, and N_ are assumed known through annual truck registration records, while

V, V_ and V  are assumed unknown.

At time !, a simple random sample of size n, is selected from the N, trucks to estimate

V, yielding the age post-stratum sample observations:

Truck Age (yrs)

1 2 3 y Y
v, V., V., Vo Vi
Vs V., V., Vi Vo,
3)

Vﬂn,, Vﬂnﬂ Vﬂnu Vryn,, V'an

Age

Post-stratum

SampleMeans — p p o p . p e

Exhibit 1. Age Post-stratum Sample Observations and Means at Time ¢.

Y
where 0 < n < n and n, =X n_. Note that n, is fixed, while the quantities n,, are random
: o

variables.
If w, is the sampling weight for the i* y year old sample truck at time ¢, then an

unbiased estimator for V, is

C)
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because w, =N, /n under simple random sampling. It is known (Cochran, 1977) that the

A
sampling variance of V is given by

- N _ (5)
N(N,-n) ﬁ z’f (V,_v,- *V,)z

A
Var (V) =
(N=1) n, ye1 i=

— A
where V =V /N, with an unbiased estimator for Var (V) given by

(6)
~ A NN -n) X 1 A
Var(V)=__ L " % V. -V

ar( ') (n: -1) nl yel '2"?( ™ ')

A ¥on
where V =X ) Viln

y~l =)

A visual summary of the setting at time ¢ is given in Figure 2. The

"

simple random sample of n, trucks is randomly distributed among the truck age post-strata.
Now assume that at time ¢’ in the future a subsample of size n,, is to be selected from
the n, units to estimate V,,, which is the total VMT for the universe at time ¢’ of size N,,. That
is, the n,, units constitute a simple random‘sample with respect to the n, units, and hence the n,,
units constitute a simple random sample with respect to the N, units (Wright and Tsao, 1985;

Hedayat and Sinha, 1991). For simplicity, throughout the remainder of this paper, except for the
example in Subsection 2.5, we will assume that ¢’ occurs one year after 7 ,i.e. t’ =¢+1. Because
of births (new model trucks) and deaths (scrapped trucks), special care is needed — especially
because a sample from the new model trucks is unavailable and the n , trucks will contain some
trucks that have been scrapped between times ¢ and 7/, Refer to Figure 3 for the settings of the

universes at times ¢ and ¢’ and note that n,, =n_,+n ,+.+n,,,.
Let N ., be the number of trucks in operation at time ¢ which are still in operation at

time ¢’. In other words, Nm,) is the number of trucks in the intersection of the universe at



Universe at Time ¢

(Nt Trucks)\

' ”t ) . 3
1 N” ~ n”
n
2 sz t2
Truck Ages .
at Time ¢ N n
y ty ty
n
tY
Y § Ny ) ? )

Figure 2. Post-Stratified Universe Setting at Time ¢

time / with the universe at time ¢’. From Figure 3, there are N, trucks in the region composed

of {4, 5, 6}.

For estimation of V,,, the VMT at time 1/, there are two concerns:

(i) deaths -  the trucks in operation at time ¢ which are no longer in operation at time
t’, and
(i) births -  the trucks in operation at time ¢’ which were not in operation at time .

Concerning deaths, it is assumed that the number of trucks scrapped during the 1 year period from
t wotis

)

¢ Ny
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Universe at Time 1’

o’ Trucks) \

1 )
Universe at Time { N¢p 1
(N, Trucks)
4 \ |
n
. N N ) N s
1 ny e n 12
no -~
2 le lla "t.’i Nl ,3 3
Truck Ages ! ' ' . : v Truck Ages
atTime 1 ¢ ¢ . . ' *  atTime ¢
y-l Ny y-1 ne,y1 n, .;' N ,fv' y
. . . L] . .
. . . . . .
L] . . . 1 .
g
ny Y+l
Y L NlY \ J Nl,'}'+l Y+1
\ y
. :
S )
oL 7
Sl o N
(2,3,4,5) = Sampleat Time ! Thel -
{7} : Births between Times f and !’ ARG 1j2 ‘ 3 35 6
11,2,3} I Deaths between Times  and (' BT
{3,4) : Subsample at Time ¢’ . - —
{4,5,6} I Trucks in Operation at Both Times f and ¢’

Figure 3. Post-Stratified Universe Settings at Times ¢ and ¢'(=t+1)

Thus these N, =N, trucks are no longer in the target universe at time ¢’. Concerning births,

the number of new trucks one year (and younger) at time ' is

N, 8

th1 !

=N, -N

Na
We assume that N, -N,, and N, =N,, =N, are both known from truck registration and sales

records.

Let N, be the number of y' year old trucks in the universe at time ¢’ which were
vy’ -1 years old at time ¢ for y' =2, 3, 4, ., Y + 1. Because of deaths, note that N,,,, S N, ..,

for y’ =2, 3, 4, ., Y+1. (If y' is a positive integer, reference to a y’ year old truck means

that the truck is greater than y’ -1 years old and less than or equal to y’ years old.) Thus at



time ¢/,
- Y+1 9
Nl’=Nl’l * /E Nr’y’=Nr’l +N(n’)=Nl'l +NI'2' ( )
y/w2
In an analogous way, we have
Y41
V.=V, + XV, =V, +V,. (10)
v/ ’

At time 1/, the age post-stratified subsample data from the simple random sample of size

n,, can be presented as:

Truck Age (yrs)

2 3 y! Y+1
V:‘zx Vl'3l v:’y’x V:’.Yﬂ.l
Vs V4, V,,y,2 Vv
" vl’Zn,/z Vl’Sn,;, Vf’y'n,/,/ VII,Y‘1<'I'I‘ ves
Age
Post-stratum
Sample Means VA A ‘L/\ ‘L)
at Time ¢’ "2 Vr's 'y’ Y4

Exhibit 2. Age Post-stratum Sample Observations and Means at Time ¢’.

| 6
where 0 S n,, < n,and n,= L n,, As with the sample at ime 7, n,, is fixed while the
y'

quantities n,, , are random variables. The subsample at time 1’ includes two types of trucks—

(1) those trucks in the sample which are still in operation at time ¢’ (region {4} in Figure 3) and
(2) those trucks in the sample which are no longer in operation at time ¢’ (region {3} in Figure

3). For those trucks in the subsample of » , trucks which are no longer in operation at time ¢,

the sample value of VMT is zero; the same is true for those trucks in the universe (at time ¢) that

were scrapped between times ¢ and 1/,
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Because the subsample of n,, trucks is a simple random sample with respect to the
universe of N, trucks at time ¢ and because domain estimation can be employed for theN ...

trucks as discussed on pages 36-37 of Cochran (1977), it is appropriate to use the sample weights

w, =N, /n, to obtain as an unbiased estimator of V,,,. the estimator,

AT >l Y ()
1+ — 1yt .

t°2
nl, y/= =l

A
The sampling variance of V., is given by

v (55, O w
(Nyﬁl)nll y'®2 i=l ry'i

J !

A
var (V,,.) =

A
and an unbiased estimator of Var (V ,,.) is given by

Y+l s

YYv,, (13)
R A NN—nl Y+l ngss y o 'yl
Vo= m) 5 V- 22 .
(n,/ - l)n'/ y'o2 = n,/

From (10), it remains to estimate V,, to complete our estimation of V,,. However, as
noted from Figure 3, we have no sample data from the N,,, units whose total VMT at time ¢/ is

V,.,. Note that

(14)

where V , is the average VMT for 1 year old trucks at time ¢/. Because N, is known, it is

1’1

enough to estimate \7,,1. Exhibit 3 shows known estimates of means based on sample data from

time 7 as well as time ¢’. Note that an estimate of \7,, would occupy the space indicated by

1

“?" in Exhibit 3.
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Truck Age (yrs)

Time 1 2 3 4 ¥y Y Y+1
A A A A A A —
! VH Vrz Vrj vm Vry VIY
A A A A A A
t! ? v 14 v v v Vi

t'4 t’y ty

Exhibit 3. Post-stratum Sample Means at Times ¢ and ¢/ (=t+1).

2.2 Key Assumption
It is assumed that the average mileage of similar y year old trucks at time ¢ is correlated

with average mileage of similar y year old trucks at time ¢’.

23 Prediction and Sampling from Finite Universes

Prediction has proved to be very useful in problems relating to sampling from finite
universes when certain data are unavailable. Prediction models are frequently used to justify the
choice of a particular estimator, sampling plan, or both. Examples of methodology addressed with
assistance from a prediction approach include: (i) model-based sampling (Royall 1970, 1988,
Wright 1983; Cassel, Sirndal, and Wretman 1977; Sirndal, Swenson, and Wretman 1992,
Bolfarine and Zacks 1992); (ii) analysis with weighted survey data (Zieschang 1990, Little 1991),
(iii) incomplete data (Little and Rubin 1987; Madow, Olkin, and Rubin 1983; Schaible 1983); and
(iv) estimation for small areas (Platek, Rao, S4rndal, and Singh 1987; and, Purcell and Kish 1979)
— especially improved small area census counts (Ericksen and Kadane 1985; Freedman and
Navidi 1986, Wright 1993).

One characteristic common to these and other methods is that there must be a link
established between what is available and what is not available, and regression methods help in
this regard.

The model of this paper developed in Section 3 in the context of a universe of trucks uses
age as the link between two points in time to predict miles for new trucks by using current and
previous data from older trucks with stratification before sample selection. Before considering
that model, Subsections 2.4 and 2.5 describe a prediction approach in the context of post-
stratification which was used with the 1990 NTACS sample data.
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24 Prediction Estimation Model for \7,,1 Using Post-stratification

The method presented in this subsection is a variation of the method proposed by Hu,
Wright, and Miaou (1990). With reference to Exhibit 3, the following given pairs of estimates

A

A A A A A A
(observations) — Vo V)i (Vo Vi) v (Vi V) — will be used to fit the

n

following first - order linear model employing the method of least squares:

A A
V. =B, +B,V_+e for v=2,3,..Y (15)

where €, is a random variable (error) with E'(¢,) =0; Var (e ) = 0%, and Cov (e, ¢,) =0 for [#k.
A
In this formulation, we view V,_ (y=2,..Y) as being fixed constants while the

A A A
sy (9=2,3,..,Y) are random variables with  E(V,,)=B,+B,V, and Var(V,)=o’

<I>

As in the usual linear regression approach, B, f,, and o’ are unknown parameters with

respective least square estimates (Draper and Smith, 1981):

A E(v V)W, -V,
51 =1 YA A .
YW -v)y

roA A,
Tw,, _Vllv)2 (16)
AN
Y-3

A A A A
vV, = Bo +ﬁ1 Vry for y=2,3,..,7Y. (17

To estimate V,,, take the prediction of V ,, which is the predicted value



V,=é\0+8 V (18)

A e
at V. If the model in (15) is correct, the variance of V ,, is

A B,
_. : (V,-V) o
Var @)=+ Yo Vs (19)
' Yy-1 L & &,
L,-v)
and an estimator of Var (V) is
A A A 2 A
s : (V,-V) o
var(V,)=2_+_ " ) : (20)
y-1r L A 4
Tw -v)
e
Thus our estimator of V, from (18) and (11) is
A A A —a N Y+1 nos o
Vt’ =Vt’1 * Vr’z' =Nr’l 28! +— z 2 Vr’y’i . (21)
n‘, y"Q i=l
L. . A A A
Comment: From (21), it is clear that the estimator V,, has two components — V,, and V ..

A
In this post-stratified setting, the variability of V,, is given in terms of the variability of each

component.

— If the model in (15) is correct, the estimator 0,,, is an unbiased least squares estimator
of V,, , and an estimator of its variability is obtained by multiplying (20) by N,z,,, ie.
N} Var (V). This estimator makes use of all of the observed post-stratified sample
means at times ¢ and ¢’ except \e,,‘m. To assess the extent to which the model in (15)
is appropriate as a predictor of V,, we compute the Pearson correlation coefficient

between the observed post-stratified sample means at time 7 and at time ', i.e.
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LA L A L8
Ly -vyw,-v,)

rtr’ = ' (22)
Y A 4 v A
Lw,-v)y T, -

'
v=2

N

/)~

<>

It is desired that r,, be near one. Of course, one can also examine the residuals

A A

V.-V, fory=23,.,Y (Draperand Smith, 1981).
A
— The estimator V.. is a sample design unbiased estimator of V,,,. with an estimator of its

sampling variability given in (13). This (domain) estimator makes use of all of the

sample data at time ¢’ and the universe size at time .

25 Application to the Post-stratified 1990 NTACS Sample Data
The +=1987 and i  =1990 U.S. truck universes can each be partitioned into nine

subuniverses each of which is composed of a homogeneous collection of trucks. The 1990 total
vehicle miles traveled (VMT) for the entire U.S. universe, a primary parameter, was estimated by
summing estimates of the 1990 total vehicle miles traveled for these nine subuniverses. In this
subsection, we describe the estimation and prediction steps in estimating the 1990 VMT for the
trucks in one of those subuniverses which is,

The collection of all trucks operating in the U.S. during 1990 which

are described as being long haul commodity-carrying truck-tractors.
A similar approach was used for the other eight subuniverses (1990 NTACS Selected Tabulations,
1993). To avoid awkward notation for this subuniverse, throughout this subsection and from this

point on, we will refer to the subuniverse as "the universe” and use t for 1987 and t’ for 1990.
Note here that ’=r+3 and that we will be predicting for the times ¢+1, ++2, and #+3 (i.e. 1988,

1989, and 1990). The objective is to give the details for the estimation of V,,, the total 1990

VMT for all long haul commodity-carrying truck-tractors operating in the U.S.

We assume the selection of a simple random sample of n, =12,563 trucks from the
approximately N, =407,757 long haul commodity-carrying truck-tractors in ¢ = 1987 followed by
the selection of a simple random (sub)sample of n,, =2,372 trucks for t’ =1990. Thus no sample

was selected from new trucks for 1988, 1989, nor 1990. From truck registration records, assume
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that the number of new trucks operating in 1990 for these years are

N,,=71948; N, =51,555 and N, =37,024 respectively. A display of post-stratified sample

means at times ¢ and 7’ corresponding to Exhibit 3 is given below:

Post-Stratum Sample Means

Time
Truck Age (yrs) 1 = 1987 1’ = 1990

1 93316 ?

2 104420 ?

3 102462 ?

4 97236 109651
S 88028 101130
6 79123 96714
7 81778 79393
8 73336 76882
9 71645 75119
10 68305 71490
11 — 64574
12 — 58771
13 — 56888
14* — 53771

(14" includes trucks that are at least 14 years old.)

>

» and V. are not given in the table. Using only the seven pairs of means for

<>

A
Note that V , ,

v'=4,5, 6,7 8 9, 10, the prediction equation using (17) is obtained as

A, a)
Vi, =-20,419 +1.3465 V_

with 32 =46,235,640. It is important to note that the correlation coefficient between the sevea

pairs of means at times ¢ and ¢’ is r,, =.9103. The predicted values of V,,, V., and V. are

obtained as
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—

1’1

105,231
V., = 120,183
and V= 117,546.

A
Assuming that the model is correct and given the values V _ (v =1, 2, 3), the estimated standard

errors for these predictions are

yvar(v'.) = 4,600
Vér(7.,) = 7261
and {Var(V.,) = 6,769

The estimate for V,,,. is given using (11) by:

4

A N 14 nyr
Ve=—L XV,

‘ t'y’i
n’/ y'®4 iwl

= 31,661,686,995 miles

with estimated standard error given by (13):

to

14° nges 12
rTv,,
— N(N -n,) w ny o oY
yvar (V) = DF R V=2
\ n

(nl'—l ) nl; y =4 (=l

_ Y2
i} { 407,757 (42;/.77257 2372) (3,462,307,302)}

=~ 491,201,872.5 miles

Thus by (21), an estimate of V,, is
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A A
+V, +V,

"2 13 t4°

A A A
= +
V,=V, +V

N & n,z'ff
—9 —y —
- '
- N:’l vl'l * Nl"l vr’2 + Nt’S vt’3 - E v:’y’;

n, v/m4 =l

= 37,024 (105,231) + 51,555(120,183) + 71,948 (117,546) + 31,661,686,995
= 50,210,993,712 miles.

where its goodness is reflected in the goodness of its components as given by

N, {Var(V.) for y=1,2, 3 and yVar(V,,.)

3. SETTING USING AGE STRATIFICATION BEFORE SAMPLING AT TIMES ¢
AND ¢’

One problem with the post-stratification approach discussed in Section 2 and just
A A
demonstrated for the example is that we lack one expression for the variance of V,,, Var (V)
A
and one component of V,, is viewed as being predicted where the expression of variance is true
for this component only if the prediction model is correct. Also recall that the n, and n,,,
quantities are random variables. Hence it is possible that no trucks for a particular age may be
realized in the sample either at time  and/or time ¢’. In this section, we illustrate how these

difficulties can be removed with a stratified approach before selection of sample which is
conditioned on the age sample means from time .

As in Section 2, we have a finite universe of N, similar trucks at time /. Unlike the
approach of Section 2, here the universe is stratified by truck age before sampling. All similar
trucks y years old are assigned to stratum y where y =1, 2, .., Y. Let N be the known number
of similar y year old trucks in stratum y at time . As noted earlier,

4 y N

v,=Zv, =T XV, (23)

! y=! y=! iwl
where V, V,, and V,, are all as defined in (1) and (2). (While some of the notation of Section

2 will be used throughout this section, the meanings of estimators and sample sizes will be

different largely due to the difference in sampling plans between the two sections and due to the
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fact that the quantities 1, and n,., in Section 3 will be fixed, unlike the n_and n,, in Section

2 which are random variables.)

At time 1, a stratified random sample of size n, is selected to estimate V, yielding the

strata sample means:

Truck Age Stratum 1 2 3 y Y
Stratum Sample A A A A A
Mean at Time ¢ " Va Va Vo Ve

Exhibit 4. Age Stratum Sample Means at Time 7.

v
where the size of the sample from stratum y at time ¢ is n_. Here, n,(= nh) and the n_
) o " .
are fixed. An unbiased estimator of V, is
A Y A Y A (24)
Vl(!) = E V”,V(J) = 2 Nf.\' VCV

y-l y-[

A
(The "s" subscript indicates stratification before sampling.) The sampling variance of V  is

Y
var(V,,) =L N, (N, -n) Si/n, (25)
y=i ’ ’

N, _ A
where S, = )3 v, -V )'/(N, -1). An unbiased estimator of Var (V,,) is
i=l ’ ’
~ A r 26
Var (V) = X N (N, -n ) s, /n, (26)
y= ’
2 :‘f D 2
where s, = (V,y,.—V,y) /(n‘y—l),
i=l

The visual stratified setting at time ¢ is given in Figure 4 and should be contrasted with

Figure 2.



Universe at Time {
( Ny Trucks) ™\

Truck . ' Y
Age n = X ey
Stratum y=1
At Time ¢ Y Nty

Figure 4. Stratified Universe Setting at Time ¢.

Now at time ¢’ (assume ¢’ =¢+1) in the future, a simple random sample of size n.,. is
selected from the n, , , sample units (y’ =2, 3, .., Y+1) to estimate V,,, which is the total VMT

for the universe of size N, at time t’. (As before, we take ¢’ =¢+1 for simplicity.) The
Y+l

n.= X n,, sample units constitute a stratified random sample from the N, units because the

y'm2

n,.,, units constitute a simple random sample from the N, . _, units at time {. With the deaths,

births, and stratification by age of the universe at time ¢’, see Figure 5 and contrast it with Figure

3.
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Universe at Time

(N, Trucks) \

Universe at Time 1

\
_J

(N, Trucks)
\ Ny 1
~ ~
1 Ny " < "2 Nia 2
2 N‘z np < n 3 N’r:’ 3
Truck ; Truck
Age : : : : : Age
Stratum : : . . : . Stratum
At Time ¢ At Time ('

I Ny (gl ney Ney y

A

Y| Ny ny L gysr | T

W
&

Figure 5. Stratified Universe Setting at Times 7 and ¢".

As noted earlier in Section 2, it is assumed that the number of trucks scrapped during the

1 year period from 7 to ¢’ is N,-N, . Concerning births, the number of new trucks one year
(and younger) at time ¢/ is N, =N, -N,,. Both N -N,, and N, are known as is N,,, for

v/=2,3,4, ., Y+1. Also N, and V,, can be written as in (9) and (10), where in particular,

V.=V

' '

+V,

1’2

At time 1/, the observed stratum sample means are computed as given in (27) below and

are:
Truck Age Stratum 2 3 4 y/ Y+l
Stratum Sample A A A A ‘ A
Mean at Time ¢’ Vi Vi Vi Vi Ve

Exhibit 5. Age Stratum Sample Means at Time ¢'.

Here, n,, and n, , are fixed where y’ =2, .., Y+1. For those trucks in the sample (and universe)

which are no longer in operation at time 7/, the sample (and universe) values are zero. Note the
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absence of sample data from stratum 1 at time 1”.

An unbiased estimator of V ,,. is

A A
1% =XV,

t'2°(s) t'y

]
™
-
L
z —
. =
<

LA Y 27
—_— tiy’i
v N N, = ) 27
- thy! -
y w2 i Nl'v'
Y4l A
= N,V
y/-z 1y 'y’

A
The sampling variance of V,,,. . is given by

2
A Y+ A Y4l S,
- - - t'y
Var(V,,.,) E var(V,,) 2 N,y (N =n) =2
y'=2 y'w2 Ry, 28
Nr /.y 2 N, Ve ( )
t (vl’y’i‘vr’y') E Vl’_v’i
where S}, = and V,, ="
Y N -1 " N
Lyl Ly'-l

Because V., = 0 for those trucks scrapped between times ¢ and ¢/ (=r+1), the expression for
A
Var(V,,y,) follows from domain estimation as discussed by Cochran (1977, pp 36-37).

A
An unbiased estimator of Var(V ,,. ) is

~ A T4l S,Zly/
var(V,,.,) = E N, yry (N, o mn) —2
y'=2 Byoys
nél ~ 9 L] (29)
: (V'/y/‘»"V,/y/) ~ 2 Vt/yl‘
where 5., = = and V,, = =
n,. =1 By




22

For V,, =N, V., we again use prediction for V. Refer to Exhibit 6 for known

!

estimates of stratum sample means at times ¢ and ¢’ and contrast with Exhibit 3.

Truck Age Stratum
Time 1 2 3 4 y Y Y+1
A A A A A A —
! Vrl Vl’l vzs vm Vry VIY
/ A A A A A A
! ? Vr’z Vt’s v:’4 Vl'y Vr‘Y vr'.)’ﬂ

Exhibit 6. Stratum Sample Means at Times ¢ and ¢’
A A A
Proceeding as before in Section 2 with the Y -1 pairs (V,, V, ,); .i (V,

assuming a linear model analogous to (15),
(30)

<>

ty T ﬂ0(:) * ﬁl(a) ty * ey

<I>

where € is a random variable (error) with E(cy)=0; Var(ay)=cf,), and Cov(e, €,)=0 for I#k,

we predict V,,, by
(€})

. A A
= +
V(’l(:) 50(:) Bx(s) 3

<>

A A A A A A A
at V, with B, , B, and o, given analogously as B, B, and o> in (16).  Also

Var(V,,,) and Var(V,,, ) are given analogously as Var(V,,) and Var(V,,) are by (19) and

(20) respectively.
Thus when we stratify before sampling on each occasion as noted in Figure 5, we

estimate V , by



A A

14 V 1'2%9)

:’(;) : ‘1(9)
A

-NV +V

t/1(s) 12%s)

A
Nf’l (50(.')'*51(:) T Z N ot V y

a A a ¥4l A
= N:’l [V{’ + (V”’V,) ] Z Nr’ / V/’y’
y'=
Y A vy A & A
y);: Vr’_v A A vy::'Z (Vry-vt) vv'v Y+] A
=N, 7= + (V”-V,) — + y%z N.,. V,,y,
L, -vV)
y=2
v A A B
_ 1 A & (v.-Vv,) A A
_Nt’l ; 9 Y-1 * (VII—VI) _)’___'V_A__'E_; r Vt'v + X NV,
(V,-V)
y=2
A A&
v A &
1 A B (V. -V)
=Zﬂ Nr,1<_y___1. +(V,-V) — '; '_ . {+N,,y +N,
. (V,-V)
y=2 ’
Y A A
= E S, Viy * Novya Vi
y=2
A oa (3 v)
where f, = N, 1. (V” —V,) o__! +N,,
Y-1 )Y: A A\
:7,-9)
Thus our stratified estimator of V|, is
A Y A A
V!'(J) = y%fy Vl’y * N:’. Y+l V:'. Y+l

where f, is a function of sample data at time 7 and N, for y=1, 2,

. Y.

. If the model in (30) is correct, then clearly given the results from time ¢,

<>

(32)
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A

A A
ED EM [Vc’m] = ED EM [Vl’l(a)+v1’2"(:]]

Y+l
—

= ED EM [Nr’l Vl’l(s)+ E Nt’_v’ Vr’y’:l

>

tw)

vl

[ . ¥4l A
= ED Nr’l EM (Vt‘lm)* - Nl’_v' Vl’y’

-

_ A
=E |N, V,+L N, V..

y'=

— L] A
= +
Nt’l Vl’l E Nl'y' ED (Vr’y’)
y'=2
el Y‘l o
N1’1 Vr’1+ E Nl’y’ Vr

y'=2

(33)

Iyl
Y41 _

XNy Vo

y'=l

Y+l

R

y'=l

=V/

t

where E, means expectation relative to the sampling design and E,, means expectation relative

A
to the model given the results from time ¢ . Because E, E, (V) =V, given the results from

A
time ¢ and given the model in (30) is correct, we say that vV, isa conditionally design-model

unbiased estimator of the total V..

As noted earlier, the motivation for the method of Section 3 leading to the estimator

A
vV, is to be able to provide a single measure of standard error for the estimated VMT at time

A
t'. To assess the reliability of V ,  given only the results from time ¢ in terms of sampling

design variability, we have
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<>

A
Var, (V:’m) = Varu[2 £ Vo, *Nyoya Vo yu]

= ’E f.v2 Var,, (‘l/\r',v)*sz’. ya Var, (VA:’. M)

= , (34)
1 A Ny, A

= __’_2__ Var, (V,,)* I Vary, (Vi 4a)

y=2 Nl’y . !, Y4l

9

A S: S;
= 2N (N -n,) L2 +N (N,-n e

yz_; N, 1 y-1 ( 1, y-1 x’y) n, 1y ( Y !, Y*l) II[,_ o

'y t'y

where the S,z,'v = S,z,,, (v=y’=2, 3, .., Y+1) are as defined in (28). Note that the expression for

y

A
Var, (V',m) in (34) holds whether or not the model in (30) is correct.

Similarly, and given the results from times ¢ and t', an (sampling design) unbiased

A
estimator of Var, (V,,,) is given by

(35)

-~ A r f. ’ s} 5. ye
VarD (Vl’(a)) = E (—L}N!. y-1 (N"y_l—n‘/y) .—-i + Nf)’ (N’Y_n,/‘ Y‘l) e

y=2 'y n:'y 1 g3

5

where the s,z,_v=s,, , (y=y’=2, 3, .., Y+1) are as defined in (29). Hence the reported estimated

y

standard error for 9, is yVar, (Dt,m) .

A
Lemma 1 gives conditions under which the sampling error of V is less than the
A . A
sampling error of V,, (or more precisely, V,,.). For convenience and from (12), rewrite

A
Var (V,,.) as

NN, = n.)

n,

2
s}

A
Var (V,,,.) =

where S} is an overall variance for the 2 year and older trucks at time 1.
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Let S’

t'y{max)

Lemma 1. = m‘?x { ”,zy}

and assume that S’

< S,':. Under the stratification

t"y(max)

approach, assume proportional allocation of the sample at time ¢/, i.e.,

for v

If fy/Nf,y ~ | for all y, then

A
var, (V

t’(9)

2,3, ., Y+l

A
) S Var (V,,,.)

Proof. From (34) and assuming proportional allocation of the sample at time

A
t', Var, (V) simplifies to

2
t’y (max)*

By definition of §

A
an upper bound on Var, (V,

2 2
S+ N _Si,.,

Lyl t'y 1Y

) is

2
A N-n, ! f
< [ v 2 2
VarD (Vv’(J)) s z TV-_ Nl,y-l Sl’y(mm + NlY S(’,v(mnx)
n. y=2 'y
N-n,| | f
< t 2 2 R y
it Z Nt,y-l Sl’y(mu) + N:Y Sr’y(mu) if — = l
n,/ y-f) l’y
_N‘ (N,-n,.) _,
-"—T—— t’y (max)
2 2
Because Symey S i

N(N-n.))

t'y(max)
n,

NN

n,
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A A
which implies Var, (V ., ) < Var (V,,.) and the result follows.

sy

A A A A
Comment: Because V,, =V, +V . by (21), Lemma | implies conditions when V= is very

A
likely to be a more precise estimator than V.. If instead of using the proportional allocation

assumed in Lemma 1 optimal allocation as obtained in Lemma 2 is used, the precision of

A
V. .. is even greater.

(e

Sample Size and Allocation at Time 1.

At time 7, the determination of «ptimal n, and its optimal allocationto n,, n,, .., n, can

be obtained from the usual Neyman-Tschuprow Approach (Neyman 1934; Tschuprow 1923) by

A
minimizing Var, (V,

<) Subject to a cost constraint.

At time ¢’ and conditional on the results from time ¢, Lemma 2 provides the details for

a similar determination of optimal n,, and its optimal allocation to n,,,, 1,5, ., 1, ,,,.
Y+l
Lemma 2. Let a cost function be given by C = L ¢, n,,, where C is fixed and c, is the cost of

ye2

A
a single observation in stratum y at time ¢’. Then Var, (V,, ) is minimized subject to

Y+l
C =X ¢ n, when

y=
vt d N
cT |20 g,
) - c :
0 n,= My Y , and (36)
Ez Cy dy N(,y-] Sl’y
4
d_v N,‘ y-1 S,/y
c
(ii) n, =n, y fory = 2,3, ., Y+l
i KA
y=2 Cy
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R N, fory = 2,3, .Y
dv = N."y .

N, for y = Y+l

where

A
Proof.: We want to find n,, n., .., 1., n, ,, (aso n,) to minimize Var, (V,,, ) subject to

Y+l
C = X ¢, n,. By the method of Lagrange multipliers, let

y=l
A Y41
W(”r’?' nr’3' " nr’, )'41) = VCU'D (Vr’(.v)) M A’[z‘: C_v nr’y -C
ye2

Y 2 S, VAR A2
Y (Npyor =) —=*N (Ny=n, ) __‘_-_’_.‘_+x(22 ¢ n,-C
b A ' y Y

Ly-l ty~-1 t'y

tly nr'.v n‘/' Y+ v
vi d N s? Y41 | Y41
=Y D v Yy Oy d S: +2A y c, n.,-C
y=2 Il‘;'v y2 ’ y=2 ’
where dy = (fy/N,,y}z N:, y-1 for ,\”2. 3. -, Y and dy.) = Nn’
d N S’
Thus oW _ 4 Ny S +Ac,  for y=2,3, ., Y+ (37)
on,, nl Y
A tly
w _ ¢
and =Ycn, -C
-a_f yw»2 Y vy

Setting the partial derivatives in (37) equal to zero yields

d_y Nl.y“l -
Ry = A S:’.v for y=2,3, .. ¥
c, (38)
Y41
and C = Z Cy n{/v ’
y=2 |

which becomes

d N
c.n, = Iﬁ’_’._’_'..l S, for y=2,3, ., Y+l (39)
y ty ;\ 'y

Summing the expressions in (39) gives




‘E C\‘ nt'y - —}T - C’ d\ Nl.y-l Sl’v
which is equivalent to
Yil
ﬁ o C’ dy Ni,y-l Sl'y (40)
C
Substituting (40) into (38) leads to
C dv N: v-1
Ny = o ' c" S, fory=2,3, ., Y+l . (41)
E c,d, N ., S, '

Summing the expressions in (41) gives optimal n,

Y+l
2 dy Nl.y-l S ,
Y+l ty
y= C, 42
n.=22n, =C . (42)
y Y+l

X e, d N, , S,

y=2

Hence from (41) and (42), the optimal n,, are given by

3\
d N' -1
STom g,
c y
nl'y = n', Y for _\"2, 3. ey Y+1 . (43)
¢ [l
y=2 <, "

as was to be demonstrated.

4. CONCLUDING REMARKS
The objective of this paper has been to provide at time ¢/ the estimate of a total (32) and

to derive a single expression for its standard error, which follows from (34), when a stratum of
a finite universe is not sampled at time /’. Prediction was used to compensate for not sampling

this stratum. In this paper, the strata were determined by truck ages, and the unsampled stratum

consisted of new universe trucks since time 7. Other variables for stratification are possible as
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long as the correlation between strata means at times ¢ and ¢’ is high. The method of Section

3 shows explicitly via (32), (34), and (35) how to handle births and deaths of universe units

between times ¢ and time ¢’'. Subsampling at time ¢’ is desirable because contact has been
previously made with potential respondents at time /. Hence there can be a savings in terms of

not having to establish new relations. (In a recent and related paper pointing to realized benefits

if the current estimate(s) at occasion 7’ can be based on estimates and data from previous
occasion(s) ¢ where ¢ < ¢’, Nandram and Sedransk (1993) consider estimators of means at
occasion t’ where the population unit values of the variable of interest are likely to differ
relatively little from the previous occasions 1’ -1, 1'-2, ....) A few specific remarks follow.
Remark 1. Stratifying by age at times / and ¢’ and using the method of Section 3 ensures that
n and n,, are nonzero. This is not guaranteed under the method of Section 2.

Remark 2. Because stratification is by age at times ¢ and ¢’ and given the linear model in (30)

A
is used, the principal control that the experimenter has in decreasing Var, (V,, ) is to increase

A
the sample sizes n, . At “me ', optimal n, for minimizing Var, (V,, ) subject to cost
constraints are given in (36) where S, are estimated using prior information, very likely from

time ¢ . It is also seen from fv(y=2. ... Y )where

A A 8
that Var, (V) decreases as V,, approaches V.

Remark 3. Age throughout this paper is in terms of years. There is nothing in the methodology
development to prevent use of other time increments if available for age such as months, quarters

of a year, etc.
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Remark 4. Similar results to those of Section 3 can be obtained for cases ¢’ =7 +: where - is an
integer such that 1< z <Y -2 where Y is the largest truck age at time r . (See the example of

Subsection 2.5.)

Remark 5. Finally, throughout this entire paper, the sample at time ¢’ is viewed as a suosample

>
>

A A
of an earlier sample. However, given some prior values V , V ., .., V,, there is nothing in the

theory and development in Section 3 to prevent one from using the results for a first occasion

i>
>

sample at time !’ ! With this view, one way to obtain the values V

<>

2 Vi -V, is to sample

prior to ime !’ as was the approach of this paper. Other methods for obtaining prior auxiliary

A A

values V _, V

2 g

<>

y EXist.
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