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ABSTRACT

Estimates of the impact of global climate change on land surface hydrology require climate

information on scales far smaller than those explicitly resolved by global climate models

of today and the foreseeable future. To bridge the gap between what is required and what

is resolved, we propose a subgrid-scale parameterization of the influence of topography

on clouds, precipitation, and land surface hydrology. The parameterization represents

"il'| subgrid variations in surface elevation in terms of discrete elevation classes. Separate

I cloud and surface processes are calculated for each elevation class. The simulated surface
- temperature, precipitation, snowpack, and soil moisture for each elevation class can then

_,_ be distributed according to the spatial distribution of surface elevation within each grid

cell. The scheme is being applied to the Pacific Northwest Laboratory's climate version

of the Penn State/NCAR Mesoscale Model. Validation is being addressed by driving the

model with observed lateral boundary conditions for the Pacific Northwest and comparing

with surface observations. Preliminary results from the simulation will be presented.



1. INTRODUCTION

Human activities rely critically on the distribution of surhce moisture and precipita-

tion. These, together with water vapor and cloud in the atmosphere and snow cover on

the ground surhce, constitute the hydrological cycle that interacts intimately with the

atmosphere-ocean system. An understanding of the impacts of global climate change on

human society cannot neglect these complicated interactions. Yet it is this component

that, at present, represents the most uncertainty in the modeling of the global environ-

ment.
I

The modeling of climate has evolved from simple 1- or 2-dimensional models that capture

the energy balance of the climate system to complicated 3-dimensional models that couple

the atmosphere and ocean with rather detailed physical parameterizations. However,

because of the diversity of spatial and temporal scales involved in hydrological processes

of the atmosphere and the land surface, global climate models (horizontal resolution of a

few hundred kilometers) are hr from being able to model these processes at scales useful

for impact assessment (less than ten kilometers).

One example is the modeling of precipitation. Evaluation of a number of General Cir-

culation Models (GCM) performed by the Intergovernmental P_Lnelon Climate Change

(IPCC, 1991) indicated that there is an error between 20-50% in the model simulated

seasonal precipitation when compared with observations averaged over regions of roughly

15 ° by 15°. Furthermore, sensitivity studies using a number of GCMs in a doubled C02

concentration experiment reveal that, on regional scales, the differences in the projected

changes in seasonal precipitation are of the same order of magnitude as the change them-

selves (Grotch and MacCracken, 1991).

Undoubtedly, such disparity between model results and observations are due to both

an insufficient understanding or representation of the physical processes and a lack of

horizontal resolution to resolve either the atmospheric dynamics or the characteristics

of the lower boundary such as land surface and topography. In an effort to test the

advantage of using higher horizontal resolution in climate models, Giorgi et al. (1989,
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1993) developed a regional climate model and used it to simulate climatology over the

western U.S. With more detailed parameterizations of cloud and much higher horizontal

resolution (60 km) compared with GCMs, their studies indeed show improvements in skill

for simulating seasonal precipitation on the regional scale (several hundred kilometers).

However, differences between the simulated and observed precipitation remain significant

when comparisons were made on scales less than 100 km (Giorgi et al., 1992). This

suggests that two areas of research are still needed to bring the model simulation of the

hydrological cycle to closer agreement with observations on spatial scales useful for climate

change studies. First, improvements in physical parameterizations of the processes in the

atmosphere that govern the hydrological cycle are needed. Second, parameterizations that

account for the subgrid variations due to unresolved dynamics and lower boundary are

essential even in regional climate models. This paper represents an early effort targeting

at the latter: to develop a parameterization of subgrid orographic precipitation for climate

models.

Topography is a prominent feature in the western U.S. An accurate simulation of precip-

itation in this area cannot be achieved without considering the effects of topography on

precipitation. This is particularly true for explaining the spatial distribution of precipi-

tation along coastal mountain ranges (e.g. Smith, 1987; Sumner, 1988). During winter

time, precipitation is often generated as a result of the lifting of th, moisture-rich air by

the elevated surface below. Condensation and subsequent evolution of clouds are con-

trolled by more detailed air circulations and cloud microphysical processes. Past studies

indicated an enhancement between 50-80% in precipitation by hills up to a few hundred

meters high (Browning 1980; Storebo, 1975, Hobbs et al., 1973). For mountains above

1-2 km, the enhancement can be more than 200% (Barros and Lettenmaier, 1993). The

accumulation of snow on mountain peaks affects water resources over large geographical

areas covered by the river drainage system. The capability of climate models to cap-

ture these climatological features are essential to an integrated modeling of the changing

environment.

Barros and Lettenmaier (1993) reviewed and summarized a list of mechanisms that are

identified from numerous previous studies (e.g., Hobbs et al., 1973; Fraser et al., 1973;
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Choularton and Perry, 1986) to be important to the generation of orographic precipita-

tion. Among those are the general dynamics of air flow over mountain barriers and cloud

microphysical processes such as the seeder-feeder mechanisms (Bergeron, 1960; Browning

et al., 1975). The former has more prevailing influence on long term precipitation dis-

tributions. We have developed our parameterization scheme based on a simple air-flow

model and a detailed mixed-phase cloud microphysics model to represent the above two

components. To seek a balance between detailed physical representations and computa-

tional efficiency for climate applications, we have adopted an aggregation approach that

represents the variations of surface elevation with a limited number of surface elevation

classes. The model formulation will be described in Section 2 that follows. The parame-

terization has been implemented into a regional climate model. Precipitation is simulated

for all surface elevation classes within the grid cells of the model and distributed back to

its geographical locations. Other aspects of the hydrological cycle, namely soil moisture,

snow accumulation, and surface evapotranspiration,are also accounted for in the subgrid

scale in this framework. Model results and sensitivity tests will be discussed in Section 3.

2. MODEL DESCRIPTION

Following the approach pioneered by Dickinson et al., (1989) and Giorgi et al., (1989), a

regional climate model has been developed at the Pacific Northwest Laboratory (PNL)

based on the Penn State/NCAR Mesoscale Model (MM4) (Anthes et al., 1987). Sev-

eral physical parameterizations important on climatic time scales have been implemented

into the model. They are equivalent to those used in the PNL version of the NCAR

Community Climate Model (CCM1) (Williamson et al., 1987). The use of the same

physical parameterizations in both regional and global models also facilitates their future

coupling for climate change studies. These parameterizations include a two-stream delta-

Eddington treatment for shortwave radiation (Taylor and Ghan, 1992) and an emissivity

approach for longwave radiation (Kiehl et al., 1987); a bulk cloud microphysics scheme

that distinguishes liquid and ice phase (Cotton et al., 1986; Ghan and Easter, 1992); and

a surface physics scheme (BATS1E) (Dickinson et al., 1993). A split-explicit time integra-

tion scheme with efficient treatment of gravity waves (Madala, 1987) has been introduced

in this version of MM4. It permits the use of a 6-minutes time-step for simulations with a
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horizontal resolution of 90 km. Grell's parameterization scheme (Grell, 1993) is used for

treatment of cumulus convection. For the planetary boundary layer, the high-resolution

model of Zhang and Anthes (1982) is used.

In mesoscale models, high horizontal resolutions are generally achieved through the use of

nesting. As the horizontal resolution increases, shorter time steps and more spatial points

in the simulation place a significant burden on computational requirements. Therefore,

most models of orographic precipitatio n in the past are developed for the purpose of

gaining understanding of the physical processes rather than for climate applications. Most

of them have detailed air circulation as well as cloud microphysics schemes and require

time steps of a few seconds (e.g. Fraser et al., 1973; Tripoli and Cotton 1986). To explicitly

resolve the often highly varying surface elevations in the continents would therefore not be

very feasible, particularly on climate time scales. We have adopted an alternative method

based on aggregation of surface elevation. Subgrid variations in surface topography are

represented b.y a limited number of surface elevation classes. The 12 categories used to

define the surface elevation classes are shown in Table 1. From a surface topography

dataset of 1.5 km resolution, information relating to the aggregation scheme is derived.

This include, for each grid cell of a model domain, the grid-cell mean surface elevation,

the number of elevation classes it contains, the mean elevation of those areas belonging

to the same elevation class, and the fraction of area covered by each elevation class. On

average, 4.5 classes are carried by each 90-kin grid cell over the continental U.S.

There are two main components in the subgrid parameterization of orographic precipita-

tion: an air-flow scheme and a cloud microphysical model. As is implied by an aggregation

approach, the model does not carry any information on the geographical locations of the

surface elevation classes within a grid cell. An air-flow model that merely determines the

degree of uplifting of an air parcel as it passes over a mountain barrier would be consistent

with the simplicity of this subgrid surface topographical representation. Such a model

would not be able to capture the sequence and details of air-flow over a mountain, but

would still provide useful information for stable orographic cloud where precipitation is

mainly generated by the lifting and condensation of the moisture-rich air in the lower

atmosphere (Cotton and Anthes, 1989). This approach would therefore deem to be most
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useful for simulating winter-time precipitation along coastal mountain ranges.

Whether air flows over or around mountains depends on their height with respect to the

grid-cell mean surface elevation, their horizontal dimension perpendicular and parallel to

the upstream flow, the upstream wind speed, and the static stabihty. A fundamental

parameter that controls upstream blocking is the Froude number, defined as

F,. = U/NH (1) i

where U is the upstream wind speed, N is the Brunt-Vaisala frequency and H is the

relative height of the mountain. The square of the Froude number can be interpreted

as the ratio of the kinetic energy of an air parcel to the potential energy required to

lift the parcel from the surface to the mountain top. Analytic theory (Sheppard, 1956;

Smith, 1980,1988,1989) and high-resolution numerical modeling studies (Pierrehumbert

and Wyman, 1985; Smolarkiewicz and Rotunno, 1989, 1990) have shown that air generally

flows over mountain when the Froude number is large, but around it when the opposite.

We have adopted a method that determines the height rise of an air parcel by its energy

balance. An air parcel will be forced to lift over the mountain until all its kinetic energy

is converted to potential energy, after which it simply flows around the mountain until

it descends. Therefore, the maximum height 'rise attainable by an air parcel is given

by h_ = U/N. This is schematically illustrated in Figure 1. The actual height rise,

h, would be limited by the relative height of the surface elevation where the air parcel

originates to the elevation of the mountain it encounters. Hence,

h = min(zo - 2_,hm,,_) (2)

where za is the height of the surface elevation class of which the air parcel is being

considered, and 5a is the height of the grid cell mean surface elevation.

Once the height rise or descent of an air parcel is determined, values of the cloud variables

in each elevation class can be diagnosed from profiles of those variables in the grid cell
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mean. The thermodynamic and cloud variables Ocand r,o are used in this procedure

because of their conservative properties during condensation as well as advection. They

are defined as

oo=o- (3)

(4)

where 0 = TIE is the potential temperature, E = (p/po) '_ with _ = R/% is the Exner

function, and rc and r_ are the mixing ratios of cloud and water vapor respectively. Profiles

of 8_ and rw are interpolated from the grid cell mean to each elevation class according to

the height rise/descent of the air parcel determined by the air-flow scheme.

For cloud microphysical calculations, the temperature T, cloud water r_ and water vapor

r_ will be diagnosed from 0¢, r_ and the pressure p by assuming r, never exceeds the

water vapor saturation mixing ratio rs(T,p). Here the pressure p for each elevation class

is estimated from its surface pressure ps, which can be inferred from the grid cell mean

surface pressure P8 using the linearized hydrostatic relation

p, = _,e-(_'-_°lm (5)

where/_ is the scale height. Therefore, elevation classes with higher surface elevations

have lower surface pressures, which from the definition of 8¢ yield colder temperatures

and higher cloud water concentrations.

The above procedures can be implemented either diagnostically or prognostically to ac-

count for subgrid cloud processes due to variations in surface elevations. In the former

approach, cloud variables for each surface elevation class are diagnosed from the grid

cell mean values at the beginning of each time step and" cloud microphysical processes

are calculated for each class accordingly. Because some _microphysical processes such as
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precipitation operate on time scales much shorter than advection, 8c and rw may not be

conserved in these procedures. Indeed, a preliminary testing of this approach resulted in

orographic signatures of precipitation that are far too strong, violating the conservation

of energy and water budgets. An approach that carries 8c and rw prognostically for each

elevation class as well as the grid cell mean avoids this problem. To implement such
°

an approach, tendencies in 8c and rw due to air flow over or around mountain will be

calculated for each elevation class. The calculation is based on the difference between

the vertical profiles of those variables for the grid cell mean and those diagnosed for each

surface elevation class from the air-flow scheme. The tendencies also depend on the time

scale over which the lifting/descent completes. Physically this time scale, r, depends on

the wind speed as well as the spatial distribution of the surface elevation classes within the

domain grid cells. As a first test of the aggregation scheme, it is treated as an adjustable

parameter in this study.

The parameterization described has been implemented into the PNL regional climate

model. Advection and horizontal diffusion are calculated based on the grid-cell mean

variables and applied to the prognostic equations of both the grid-cell means and the

individual elevation classes. Physical processes such as radiation, planetary boundary

layer and surface physics, cloud microphysics and cumulus convection are all performed for

each elevation class. Tendencies from these processes are applied to prognostic equations

for each class and then aggregated to the grid-cell mean variables.

Although the scheme described here offers some solutions to the problem of representing

subgrid scale orographic effects on clouds, it does not solve all of the difficulties. Most

notably the rainshadowing effect that results from dry-adiabatic descent of air on the lee

side of mountains is not accounted for on the subgrid scale by this parameterization. The

lee side of the mountains receive the same precipitation as the upwind side if they belong

to elevation classes within the same grid cell. This is not "a problem for narrow ridges

with advective time scales shorter than the time scales of precipitation processes, but is

potentially a serious limitation for broader orographic features not explicitly resolved by

the regional model. In short, the grid resolution of the regional model should be chosen

to be fine enough that the advective time scale is shorter than that of the formation of
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precipitation.

3. RESULTS

We have implemented the subgrid parameterization of orographic precipitation into the

PNL regional climate model. The coarse and fine mesh used in this study are shown in

Figure 2. The horizontal resolution of the coarse and the fine domains is 90 km and 30 km,

respectively. The model has 23 vertical layers. A one-year simulation has been completed

in the nested configuration without any aggregation for evaluating the general performance

of the model. We will identify the model results for the coarse and fine domains in this

simulation by CN and FN, respectively. For testing of the aggregation scheme, a one-

month simulation has been performed over the same coarse domain shown in Figure 2.

The aggregation of surface elevation classes are carried out over an area slightly larger

than the nested domain indicated in the same figure. This simulation will be identified

by CAGG. All simulations are performed with the same physical parameterizations and

lateral boundary condit'ons from ECMWF analysis. Model results will be compared with

observations made at more than 500 weather stations in the Pacific Northwest (Figure 3).

Evaluation of the models will center on fields measured by these stations: daily maximum

and minimum surface temperatures, and precipitation. Snotel stations that record snorer

cover over the same region will also be used for comparison.

(a) Nested Simulation Without Aggregation

To evaluate the performance of the regional climate model, a one-year simulation (October

1987 - September 1988) has been completed with the nested configuration described above.

Only model results from the nested domain (FN) are used here. Comparison of model

and observations are made by interpolating model simulated values to the exact locations

of weather stations shown in Figure 3 from the closest four grid points surroun_iing them.

Figure 4 shows the observed and model simulated monthly averaged surface temperatures

and precipitation averaged over all the weather station locations. The model is capable of

simulating the seasonal cycle in the surface temperature with a bias of about 2° C. Maxima

in the precipitation during winter and early spring are also simulated well by the model.
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To evaluate the model performance beyond regional average, Figure 5 shows scatter plots

of model versus observed temperatures and precipitation for all s_ations during January

and July of 1988. During winter time, little bias is found in either the surface temperatures

or the precipitation. The model explains between 50-75% of the spatial variance in the

observations made over a wide variety of atmospheric conditions and surface boundaries.

During summer time, precipitation is generated more randomly at different locations by

convective instability. Comparison of modeled and observed precipitation on a point-by-

point basis indicates very little skill, consistent with the physical processes that are at

play. With BATS implemented in the model, snow cover is also simulated and saved daily.

A comparison of the simulated and observed snow cover (in inches of water equivalence)

is shown in Figure 6 as scatter plot for December 1987. Not only is there little correlation

between the observed and model simulated snow cover, the bias in the mean values is also

significant. It is clear that the simulation of snow cover has to be improved for credible

modeling of surface hydrological processes.

(b) Testing of Aggregation Scheme

Short simulations of 5 days each were performed to test the sensitivity of the aggregation

scheme to the parameter, r, which controls the time scale for the air-flow over mountains.

We tested a range of values for T between 2 hours to 6 hours. Figure 7 shows a east-

west cross section of three grid cells in western Washington State, covering the Olympic

Mountain, the Puget Sound and the Cascade mountain range. Surface elevation varies

from sea level to above 2000 m in the mountains. The model simulates precipitation

for each elevation class within a grid cell. The precipitation is then distributed back to

the geographical locations according to the 1.5 km high resolution surface elevation data

from which information of the aggregation scheme was derived. Interpolation has been

performed for the simulated precipitation between elevation classes on adjacent grid cells.

This ensures more continuous spatial distribution of precipitation in transition from one

grid cell to another. Consistent with the physical interpretation of the parameter, the

figure shows stronger orographic signatures for smaller values of r.

The one-month simulation with the aggregation scheme (CAGG) is based on r equals
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6 hours. Figure 8 shows the same cross section as in Figure 7 over the Puget Sound

area, for model simulated rainfall, snowfall and snow cover. Corresponding values for the

CN simulation are shown in the same for comparisons. The or0graphic signatures in the

CAGG simulation are very similar to what are usually observed in mountainous areas,

with increases in precipitation on the windward side and the rainshadowing effect on the

lee side. Also snow cover are now being simulated with reasonable magnitude. Figure

9 shows the spatial distribution of precipitation simulated with the aggregation scheme.

Much more Slr,at',; detail is now captured by the model than would have been by the 90-

km grid without aggregation. In this particular simulation, effects of surface topography

on precipitation are strongest on the western Cascades.

Figure 10 shows scatter plots similar to Figure 5 for model simulations with the aggre-

gation scheme (CAGG) and those of the coarse (CN) and fine domain (FN) without the

aggregation scheme. With the aggregation scheme, the model is capable of simulating

the stronger precipitation events that occur mostly on higher elevations. The correlation

coefficients_ r, are calculated for each scatter plot. More skill is demonstrated with the

use of the aggregation scheme than even the 30 km nested simulation. This represents

a significant improvement in representing subgrid orographic precipitation, not only in

terms of improved skill, but also computational efficiency. A one-day simulation for the

model with aggregation takes 2.5 CPU hours on an IBM RS/6000-560 in contrast to the

8.5 CPU hours for the nested configuration. Finally, the simulated snow cover for cases

CAGG is shown in Figure 11. Although there is still a lot of scatter, the performance

of the model with aggregation clearly surpasses that of the fine domain simulation (FN)

shown in Figure 6.

4. DISCUSSION

An aggregation scheme has been developed for climate models to represent subgrid effects

of topography on precipitation and snow cover. With a simple air-flow scheme and a de-

tailed mixed-phase cloud microphysics scheme, cloud and surface processes are calculated

for all subgrid elevation classes. Results indicate that such an approach is capable of

capturing the enhancement of precipitation due to uplifting of air parcels by underlying
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mountain barriers. The simulated spatial distribution of precipitation and snow cover

shows realistic climatological features typical of mountainous area. Rainshadow effects

are resolved only on the scales of .the model grid size, but not for mountain ranges within

a grid cell. This, however, does not seem to have an adverse effect in this simulation where

most precipitation falls on mountain ranges along the coast. These mountains tend to be

narrow enough that the time scale for advection is much shorter than that of the precip-

itation processes. More testing is needed to determine an optimal horizontal resolution

for resolving rainshadow effects on broader mountain ranges such as in the Rockies.

Despite the preliminary success demonstrated in this study, the aggregation scheme can

now at best simulate the most general climatological features of orographic precipitation.

There are inherent limitations in the aggregation approach because no information of

the geographical orientation of the surface elevations is carried by the model. Physical

processes related to the more detailed air circulation such as lee waves and local ther-

mally driven circulations cannot be represented by such a method. Nevertheless, several

aspects of the model can be further improved within the present framework for more

realistic representations of the air circulation. These include a more detailed method for

determining the height rise of air parcels over mountain barriers, the use of a more physi-

cally based time scale parameter, and possibly, the utilization of more information related

to the aggregation of surface elevation. This study represents an important step toward

the development of subgrid parameterizations that are essential even for regional climate

models or global climate models of the future. The enhanced information produced from

these parameterizations is valuable as climate inputs to models of surface hydrological

processes.
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FIGURE CAPTIONS

Figure 1. A schematic illustration of air flow over mountain. The maximum height rise

attainable by an air parcel is given by h,_. When lifting reaches the maximum, air flows

around the mountain.

Figure 2. Domains used in the regional climate simulations. The horizontal resolutions

for the coarse and fine domains are 90 km and 30 km respectively.

Figure 3. Locations of weather stations in the Pacific Northwest used in model evaluations.

Figure 4. Simulated and observed monthly averaged daily maximum/minimum surface

temperatures and precipitation averaged over all weather station locations. The simula-

tion period is from October 1987 - September 1988.

Figure 5. Scatter plots of monthly averaged simulated versus observed daily maximum/

minimum surface temperatures and precipitation for (a) January and (b) 3uly of 1988.

Figure 6. Scatter plot of monthly averaged simulated versus observed snow cover (Decem-

ber 1987) in inches of water equivalence. Observations are obtained from snotel stations

across the Cascades and Northern Rockies in the Pacific Northwest.

Figure 7. A east-west cross section of three model grid cells covering the Olympic Moun-

tain, the Puget Sound and the Western Cascade Mountain. Solid represents the surface

elevations defined by the elevation classes. The three dashlines represent precipitation

simulated by the model using values of r ranging from 2 hours to 6 hours.

Figure 8. The same east-west cross section as shown in Figure 7. The dashlines represent

model simulated (a) rainfall, (b) snowfall, and (c) daily minimum surface temperature,

and (d) snow cover. Simulated values shown are monthly averages of December 1987.

The CN and CAGG simulations are represented by ** and * respectively.

Figure 9. Spatial distribution of the monthly-mean precipitation (mm/day) simulated l_y

the model with aggregation. Each tic mark represents the 90 km horizontal resolution

16
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used in the model.

Figure 10. Scatter plots of monthly averaged simulated versus observed precipitation

in three simulations (a) 90-km grid with aggregation (CAGG), (b) 90-km grid withoug

aggregation (CN), and (c) 30-km grid withoug aggregation (FN). Values for the correlation

coefficient, r, are shown on the upper right corner of each scatter plot.

Figure 11. Scatter plot of monthly averaged simulated versus observed snow cover. Sim-

ulation is performed with the 90-km grid with aggregation. Th: _is to be contrasted with

Figure 6 for the 30-km grid simulation without aggregation.
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Classification of Surface Elevations

Class Number Surface Elevation (m)
1 0-100
2 100-200
3 200-300
4 300-400
5 400-500
6 500-700
7 700-1000
8 1000-1500
9 1500-2000
10 2000-3000
11 3000-4000
12 4000-5000

19



-

N/_r! - _4



i i II I II I I I I Ill III I



I, I O dP

Surface Station Locations

m m

• | |1 l •am

• • • m m • • om • • iBoO

me t • • • illiD
• • ms mmm mm • •

• .. .. ,,.•• m •
• • m m m • • a •• • • n

mm m 4 • • am • mmmmm mmam•
m • • • • mm mm

• • • m m• • • • •

• • • • • m t •m • • •

• mm from • • • • mm • • _m m mmm • •
,, .,, , , • " , 8 ,," • ,

mm _mm • • mm • • • •

• ... • .. '. .- ..• .m • am •
IN • •

m • • • • mm m.m m

_N • mmmmm"m • • m m m_ • • • • • • -- •• m 40N

• _,.:_ • , • : , ., •m • •

. )., .;..'. • ." _ • ,.
• )i • • • • • • • • •

• mm • mI • • • • • mm • • n•• • mm • _ • mira • ° m

,,,P . , • • ., • , % ;" • • ,,
, . . • r,.:.. ,
• • • • • marem mm• • •

• " " " a" "' " "",,,. .o . . .m" .,,,,.,,,, .
• • _| • m • • • • • • • • • •
• • im im • mint • • • •

,CON _N



t * | #

...... Observed PNW Average ...... Observed PNW Average
Simulated 10/87- 9/'88 _ Simulated 10/87- 9/788

_16.0 ..... _ i _ , , ' , _ , , , 3_.0 _ , _. , , , .., .. , . ,

29.0 211.0

,.,,_ llkO _ ,..., IlB.O

E E ""I-" LO I.-- &O

.t I

-LO 4.0 " " " __'__'_"__ *_"

•.1S.0 i , i _ , , , _ J , -15.0 , , J i _ , , I , i I

0 N D J F U A M J J A S 0 N D J F M A M J J A S

Month Month

...... Tmln PNW Average ...... Obeerved PNW Average
Tmax 10/87- 9/-88 _ Simulated 10/87- 9/88

1.0

&O

4.0

2-O 0
_ "D |.0

f4 0.0 E
O .... ..-'_ E

_ v

I-.- -1.0 _- 4.0Ii.
O.

-4.0 -.

2.O

-LO

-IkO I I I I I I i I i i . 0.0 e i J J I I I . I I I

0 N D J F M A M J J A S 0 N D J F M A M J J A S

Month Month



I ! ! II

1/1/1see:1/._1/lge8
Prop (mm/dcf)

25 .......... , ......... '"_'",', • ,



| ! I #

71 1/19oo-7/_1/1988 711/19eo-7151119eo
Tmox (C) Tmin (_C)

45. ...I. ............................... 20. . , .... . ....... .......

18.

4o. .. "_",,,,_s_',',"'•- :,,I_..,,_,hE.,.'"" . ______.. ______,.,-._------... ••."'" "': "" ."

: ,. qIi___,',, 16. , ",o • ,,,_i_/,_,,, ;,._;,,.
• , ._,.,....-.-.__.,. •

I .., . ,.,-,,-,---.. ,2. :. " ..,.:-.n.,,,.,r.,r,:'
.

)._;.'.6_._._,:, _ _o. . ._,,.z-r_,lu.4,._;._...25. ' ..... ""-'_*-" _"
- "Y-.'' "' _ 8. ", . .. ','_',,.4,

20. 6. • • s';-_,,•"

4.
15. •

2.
I

10. ........................ • .... '''' O. . ' , ' , , , , .... _ I , , , I .,,
10. 15. 20. 25. 30. 35. 40. 45. O. 2. 4. 6. 8. I0. 12. 14. 16. 18. 20.

Observed ' Observed

7/ 1/1988- 7/31/1958
Prop_mm/day)

10. , ...... - .... , _ .

8,

6.

_o
E

4. ,
ma: •

Ol " l" I l

O, 2, 4. 6. 8. 10.
Obiervid



!

IL

i i



0

: !

• o o o o o o o
o 6 6 6 6 6 6 6

Precipitation



Rainfall (mm_day) ** .... Snowfall(mm/.day) _e..... Rainfall (ram/do.y). * ..... Snowfall(ram/day)
ModelElevation(m) _ Model.Elevation(m)

_-......... I.o: -_ ....i!
-- -IDA _

U _*ik
I,I1,_'01 I , ! Ii! _ ill-O.a
_,"ll I,._ , ." I , *;.. II.I / _lli,! I i_""
• II I It _ i • -_,

II

.',.___ _ 2_,'_ ',,'
O.a o I , "-"T "--"mr I I I o I0.0 I_ _ ' I-__"_l "_ _ "i- _*'- _ 0.0

Lo me uo.o m.o no.o no.o _ u.o m.o m.o nolo m.o

Dietanao(kin) DletonoeCkm)



Precipitation (ram/day)

IP.,511' 120 W 115 1l' 110 W

l ' ' ' ' ' ' ' ' ' ' .....1

125 W 120 W 115 W

tz/ i/tga?-t2/al/tga7
0.0 2.0 4.0 6.0 8.0 10.0 12.0 14.0 16.0 18.0 20.0 22.0 ?,4.0



12// 1/1987-12//31/1987 12/ 1/1987-12/.31/1987
Prop (ram/day) r = .e13 Prop (mm/dQy) r = .753

30. ,,, .... .......... .,, ..... ,;,, 30..... ,,, ...... _.,,.,,,,,,,,,,,

25. 25.

20. 20.

E . .. • • E

o I o, 1t • • ..-.. • t .'i .._':,_.-',.r ' '•_._,,':_,_V,_:..':., Lt,,._ , '',_'--_l,,'_ i. i

Oill,,,_ i I i l i i I I i i i I i I I I I i | i I I i i I_ I Oeil |,|1| t I | I / # I ! _1 III I j I I I jILl I 1

O. 5. 10. 15. 20. 25. 30, O. 5. 10. 15. 20. 25. 30.
Observed Observed

12/ I/.1987-12/.31/1987
Prop Cram/day) r = ,801

30.. .................. . ..........

25,

20,
"0 t

°

o 15. " ".-i

o-_oL_....:':.__,.,,.;:i.;".... .L, .__.,vo °. • l,

i_,,"," '
Oi i i i , i I , i I i I i i I i I . • i i I i i L 1

O. 5. 10. 15. 20. 25. 30.
Observed



-_ _.... , ........... ,r....._-=_..........,1- %r-o_-r--; .... i _...... |i ....... i FIIII]_IF....I

_

Simulat"ed






