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Abstract 

Shontsl palh alSonlh"", arc I key elemonl of many ~ph 
problems, They arc PSed in $8Ch "!'Plicarion. as o nlin<: 
di=.io" finding and na.igalion. as "'ell as modeling of 
moffic fo< la.ge ""ale .im~l",icms of mop merropolitan 
aIn<. A. III. sho".,., paih l igorithms are an execution 
boI.le"""k, i. i . be""fidal 10 nKIVe thtir cx<'<'Mi"" .0 par_ 
allel hardware sLICh as Field-Progrommable G"'e ","y. 
(FPGA,j. 

Harowore implementation i. accompli.hed Ihrough tht 
Uk of a ,mall A ' core replicaled on the or<ler of 2(1 .imes 
on an FPCA de""". The objc<;,ive i • • o lrI2Ximi"" !he use 
of ",,·board "",dom_access memory baIId",.dth .hf'Ollgh 
,h ...... of mul.i -threaded laleney 101 ... nce. Each shoneS! 
palh core i. ~n,i~ 1< fco- 0'"" 'OOne" 1"'111 calc"I .. ,,,,,. 
and when i. is finished il outputs its resul! .nd WI""", .. he 
nex. "",reo from a queue. 

One of .he ;nn"'alion~ of thi. approoch i. the u<e of 
a ....... 1 bubble son ron: 10 prod""".he a/",c/-,.;. fullC­
.ion. Wh ile bubble son is no! usually considered on .p­
prupri"'. algorilhm fco- any non-tri_ial u~, il ;' appro­
pria.e in thi, c,""" as ,I can produce . Single minimum ou. 
of ,II< Ii .. in O(n) cycles. "'h"'" " is tht number of el­
emen" in lhe ",ne' Ii",. no. co.l of .hi.. milt operation 
do .. nOi iml*" .he running lime of the archileclun:. be­
Ca ..... the queue deplh fOf felching .be ne" sc' nf edges 
from mem", y i, roughly "'Iui~alen. to the number nf cores 
in the 'ysl<cm. 

Addilion.olly, lhi, W(Jf~ JIIO"'i<\e. a colle<;.ion nf .imu-
Ialion "".ull< IIIai modd .he belJa~ioo- or lIIe node 'I ... ... 
in hanlWllrC. The resull. show !h'" a hordW3lo! q ....... im_ 

plemerning I ,mall ",bble-l)'pc minimum f"""lion. need 
only be On the order of 16 elemen" 10 JIIO"'ide booh cor­
ree. and optimal pa!h •. 

ilec;wse the graph d.1abase si", i. me .. ,ured in Ihe hun­
drnds or megaby.eo. the Cray SRAM menlOr)' is i ... uffi _ 
cien!. Tn add;.ion 10 the A' cores. "'e have de",loped 
• men>orJl ..,."agemen, sy''''''' allowing round-robin ""'­
vicing of the n<>dc;; as well as vin ... , memory managed 
ovcr .he Hypertransport bu •. 

Wilh ,upport fOf • DRAM graph slore wilh SRAM­
b~ "aching on !he FPGA. the system I"""ide •• 
speedup of roughly g .9>1 over .he CPU-based implemen ­
.... , .... )0. 

I Introduction 

TTOn<porta.i(>n infrastructure i, a highly comple. SYSI.m. 
when: hundreds oftllousands of au.omobjles 1Io.e= va" 
road .... work •. no. abilj.y 10 un~"'nd.wd prodic. re­
sponses of the nt,wo,k 10 pcnW'botioru; of the moffie 80w 
and <bmoge 10 the roads i. of gre .. ""Iue 10 pl.~n.r$. Ex­
plorins the effects of various changes 10 the .nf .. sorua...., 
p"",idc$ undersLondinB of w",". 10 upcc. ,,'hen simil'" 
changes happen in Tuli'Y. 

Pan oflbe TnmS IM. d ... i, ba5ed on long-form cen"", 
.-eports. Tbe<e n:pons provido drulikd informalion ""' •. n 
lIIe behaviors of l"'lle segments of a population. OJ,,,,n 
data on wile«- • p(I$DI'I lives. worls. gon af~r schOOl. 
elC .. we can k""'" ",hen: in the city grid they "'ill be 
a. any given time, A • • hey hi'" 10 ge. from 0"" pi""" 
to ~n"""'r. we al<o k""'" roughly whal ro.ne. they will 



\1aV<:1. 11m.., _ Can model the trrutsportation ""'_ 
'" any Bi •• n point of Ihe day. Bi",," ccrt';n .... ump1ioo'. 
namely. "'. choice of rOUting. 

111< cu..-enl rOll1inl a lgorithm we ITt uSing is • basic 
sh"""lt palll approao:;h. Thi. does JIOI ,aI<e Inlo accoon, 
l<>i<linS 00 'he freeways. bul is Ie .. dota inten.'i~. and 
easier to cokulau: in par.>lIe .. Howe.«. it i. sufficient ' 0 

model many Iypes 0( tnt",,1 pions. Some of the Ijue>t"'''' 
that can be an,werM m: 

• Gi""n I bridge closure. wlto, will be the effect 00 the 
mid·day tr.ffic~ 

• Gi.en nece .. ary fre.eway repairs. what i, the be>t 
Ii ..... of tlte doy to divert traffic 00'" side roods7 

• Given. n,,,=l di_tft .... hat i. tilt lieS! ... ay to e •• e­
uate a cily? 

Road .rod epidimo •• 1 gnvh data i. bighly spane. 
prtWiding a challenging problem to hardw,"", de.is"",. 
Sparse gtaphs ha"" . ery little non',em data, .lIowing 
for highly efficient compres>cd ,eprest.lalioos. Howe'«. 
determining "'"""SO palhs frnrn a 'J'3"C g:r.>.pb is difficult 
"""'au" of th< irregular daLl &<ce<s patternS of alSori"'ms 
and "'e lendenc:y of some solu.ioo lecimiq ..... to fill (de­
spanif)o) .he conn«:1ion rnalri~, 

11>0 Spa",.:t'es. of tile ""pbs in que'tion ... nges from an 
a'erage eonn«:1ivi,y of 2. 75 in S6(l,(XXJ nodes for the Lo/; 

Angeles road data to 1500 in 1.6 milli,," for the Portland 
human network. 

111< tr .... ponation "".wori; C3J\ be model«l at any 
gi",," point of th< day wi'" co,,';o .... ump1ioo •. namely. 
the choice of rooting allori"'m. 

of w(u ,v) < d lv} - -~nvisitea 

a lv l : - "I U .V) 

p"eviou~l v l : - U 

In thi. formulotion ... ,(". v) i. the _ight of Ill. edge 
from u .0 v, In .he A' algorithm. a "heuristic cotima­
li",,~ is ...... insoead of the "'eigb' of til<: roge. In ,bi, 
ea"" w(u. vi i, u ..... lly Ihe cosl from u to lhe objec1h". 
In "". case. the objecti"" could be the do...-st n i' point 
from Ihe hierarchical block (be it • neighborhood ot city). 
Th .. can be eslintal<dll>ing • m ... h"" ... or- ucliojian dis­
lallC<:. TIle intere" in u,ing "' . <WeI Dij"'",', is ",.t it 
Can utili,,, the knowl«lgc .. fthe gnph we already have ­
that is. lalitude ond longi'ude:. to pr«lic' it'. di".nce frum 
an objec.i~e poin •. In a general graph G{v. c. w) .his son 
of ,""",cullinB i. impos>iblc. but w" ha"" a mal' graph 
(G{ v i, c, w.l"t.1on9}). """ieb can . peed .hinp .. p. The 
diffef1:11C<: in impkmen'-"tion i. trivial. 

In "nkr for lIli. :approach to _. sc"",,,1 ,,-,-, .. mptions 
are requi....d: 

"'ltll nwrwu of palh. :> 1()(X) 

eXl""" , .. in $/towld ",qui", '" 

lI~nit • • Ii"... for ""'''''''Y f~I~h 
The COSt of Ulmcl-",in. in cycles. i. roughly the num-­

be.- of pa"', in tilt set Q of "....ibk path •. Thi. number 
can inc",.se in on exponenti.l mannOT (Oe[l<ooing 0/1 the 
graph) during ,lit ""cculion of 'h" '~S! pa"'. 

Equivalently. hni" '" n3rat:'_min I lime for ""''''''I)' 
f'lc~. meanins .11a! if the number of unilS able to fit on 
,he device i< '00 ""all, the melOl>ry bandwidtk win no! be 
u>cd." its """,imum capacity. The approximate VII ... of 
these lerm. will be d<:l<:rmincd hy .imulatiOll (below} TIl< ItS< of • par.>lIel single_S<lW'Ce s""nesl path ~ 

pro&<h 10 ""I.ing the all-pairs or many-pai", .<hort .... palh 
problem can I"""rage a sparSe repre",nta'i"" of. graph. 
Becaust each shone" path problem is only co .. ,,:em«l 2 
"" tlh one seI of «18"" il i. does "'" damage the sp"",i'y 

Related Work 

of tlte graph during the solution . I'or romple!enes, ' sake, 
we ",mind.he ",ad..-of the "' . smtegy 121: 

while 0 i~ not ~n empty ~et 
II : - Extract-Min(O) 
S : _ S un ion luI 
for each e dge (ll , v) outqoinq fr= u 

, 

Some otha- work h'" been don.: in exploring I\OJRe of ' he 
hanlware components u>cd in tlti' work. One. 131. deal. 
with. fas' heap implementation. and ... i"..,le .... n'a.ioo 
of Dij ....... •• that ~se. a full hardware priority eDCOdc. 141. 
In both situations. th< J>riority encoder r"'lu i",. a large 
percen.age of I .. slices .~ail.bl o . This prevents the de_ 

siBn .. , from .. sinil • 18Q!.er numbo, of units to P""'''''' 
sbonc:" patlIs in par.>Ue" Ileca~ .. _ ar. f.a<ibly prior_ 



hgu",' !, 7.u"meJ 00 ,""eU,"' ,h"" '''g I< Oere qucue " rcqu"ed .n., gIe<;,ly "'''-''II'''' of ",u,eo; cause .. A - a1il"",hm '0 
g<l ,'''''~ on. dead-coo 

,,,,,og ,hou.s.nd, <of J"t""'" mea,u"". it i. iof.""blc to> 

""plem.m tit " ttl on 0 1 I) fu ll-p"'"lld h:.nll<'ate solu,,,),,. 
By 'I"" .. hn~ tho: ~-'""""'·m'" "",ration o>"<! or 0) ~)cI" 
","h (JII ) IutrdW' fC, ",'< take odv"""ge "f tOe roolOd­
, .,.,'" memory ><,t.ru"lcT, ""1'''''' I.,.,ocy wh,1< ;m,ul,.,­
o<'OL<;ly fillIng far ",on: hanl"' .... on th. de.i"" 

11>< f~o)d. W..,h.1I ",ch"c,'ture', <ueh a, ( ']. :on! "nly 
aJ>PfOll" '~ f,~ den", "",trice" IJ«""", ,Itt all.p,,,,,, 
Pfohlem ""moM, • ,,,I,,", .. If,,,,, ".1)' ,!Ode ,,, e.'.,y 
O!ho:, node , the ben.fit;; of lh. >p""" m'Ui, .re f"" .. 
the .Igor"h", run>. 'Ill< Jyn.mic P'''Ilrammll'g ",Iu',un 
1m, in 'ht cnll'~ m.tri" .• , futl"", 



Ikcaosc of Ihc m.uU-filiing I"""I""'Y "f Anyd · 
W."h.II's. il is ~Ol""''' 10 ~'" • sparso-m.uix 00", 
,lr'\JCIure, While !he mauix stam 001 ,parse. il becomes 
complelcly fill."J. unl=!he graph has spocific pro(J<I1ics 
(ruunely, a ""' of disjoin! con,,",,!Cd sobgraph. woold re­
main sparse, but it w"uld be bener 10 handle them a. in · 
dependenl c1os.ure'j. The sparse Slruc\ore ha, high """'­
head, in Icnns of nmdom·acccs. to clen .. nl<. Thus. UIe 
combioation of an AlI .pailS ooIulioo lnd a 'f"lTSe matri .. i. 
nOl ide . .. 'the panllel , ingle-SOUTCe problem. run <>vcr oJl 
nO<k. (or some ",\><el tllm:~f) sec",,!O he able 10 levcr­
"8< the """'" J!.Iaph more effectively. 

3 Introduction to Our Approach 

Denniniog lhe I'I<xt edge to explore i. a Key elemeol 
of !he A' algorithm. and !he "'Ming lime o f the algo­
n!hm is l"'8ely d<tennined by !he data 51JUCIW1: .-l 
10 provi"" lhi. infonnalion, Softw",e imple"",ntalions 
u"" . Fibooacd Heap to provide 0 (109(0) ) aV02gC per. 
fOlm"""e However. thi' i. an amonized performan<:e 
achieved Ihroogh a complica!Cd diua Wl.ll;lur. that would 
be difficult tn implement wen in harthv""", lhere h."" 
been implementations of prinrily queues [31 oot they arc 
of . ';7" ,h., W<)Uid require f..- ton many dtvice reso",,,,, •. 

lhe Fibonac.:i ~p i.!he key In an .fficient ..,ftw""" 
impl.men\a~on . However. based on our .imul~i"", it 
_mcd thal !he Fibonacci h .... might he """,iding """"­
!har is needed. al a cosl !hat is undesinoble. The main 
o/>!;cTv:Jtinn is !hat !he lie"" can grow wi!hool boond dur­
ing execution of the A' algoo!hm, Edge. art: potontially 
added wheneve' a I'I<W node i< " xplon:d. bm queue ele­
ment. are only "'",",'ed whcn they""" e .. plored, This 
leads 10. que"" thar C>JI grow intO the thousands of cI · 

.menlS f ... a large J!.I3Ilh. HowC\l.r. afler simulation. we 
tIOIiced !hat the .i, .. of the queue - wi!hin limilS - do« 
n<M afftc! the correcmesoo nf results. 

Fo.- any "",!c. &i""~ a 51..,. deslinarioo. and graph of 
the road nelwork. there is. ce"ain ,i"" of q""",,!hal i, 
required. The ~ ofUle que"". going back to !he A' 
• lgO!"i!hm. i, ", provide "'''''' .bility to backtrack. "The 
fI ' .Igori!hm repc .. edly perform< the <xtr""t_mioO up-

, 

.. ation on the he.p. allowing lhe be" greedy route to be 
fOIi(JWed, Thi. i. fine for a regular grid. but in" re.lcity. 
wilb """",lieations wch as housing de,·elopmenlS. rivers. 
and fr=.vays. the be>t gn:edy route .. of",n"OI abl.!O be 
COmplcled. For iru;(ance .... Figure 2. which i. a cI<l>C"p 
o((he .... mpk mu", . hown in Figure L The hcst gr«dy 
route loads tile olgoo"'", inlO a dead-end. "The heap is 
then coo",J!Cd for the """t best <>pliO". Thi. may mean 
th.t >.II nf !he nodes leading into Ihe dead-end will be 
explored. Because the algorithm only know. aboul !he 
nodes in thc q1l<ue. il cannol backtraCk if the queue is !!Ot 
big enough . fI ",bdivi,ion . for insta""e> wilh one enlry 
poinl but many in"""aI $1JI'CUi> can cau,,,, the algori!hm to 
noI compl"'e, Our "'.m of !he Los Angeles network. ""'" 
130 nndornly selec\ed stan/de"'inati"" ""if'<. s l>cM' Ihat 
• qu • ..., ,i.e of 16 elements is .uffici.nl for """,t cases, 
Figu", 3 $11""" the number of tnmpk'im .. ,.nd accur1llCy 
V"""" an infinite buffet a, Ih. ~"""" .i"" i, "'duced, E""n 
whik tho lIC<"nocy i. nf the retunu:d route i, redlXed. the 
al&ori!hm still complete' the majority of !he c ..... unlil 
the q""ue ,i, .. is redlXed 10 8. " 'h ith i' lhe equival.nl of 
3·4 1nterse<lions worth of SIr«\S. 

lltese ,imul .. ion 1eM$ lui"" led '" "'. nnvel modiGc.· 
tion to the fI ' algorilhm lIlat makes II id.aI for h.anlwore 
implemcnllllioo RaIbe< thM on unneccs..-ily complex 
hardw""" !'ibonacci Ileal' implementation. wt; have tIe .. l· 
oped. ,impk bubble son con: thal!'"ovidt. one extract­
min() npc""ion every k cycles, wllere k i. the dept\( uf 
lhe q""ue. Bubbk son """,Id 001 oomuJly be lD efficitnt 
method fur providing min· heap function.lity. The .ver· 
agc beh.yior is worse !han I randomized sorting mtthod. 
lile quick·sort. H-." .. r. the hanlw,"", ..".-H.lrces required 
!O implement II are very low, con,isting of a single '<gi...,,­
and com"",a"". 

lhe algorithm only requires one minimum elcment re­
quired per c.plor .. ion time st.p. AnOlher option lVoold 
be to ju<! remove lhe minimum eleRlcnl fmm !he ~ueue. 

which woold noI require any wrile-back 10 lhe qucue . 
While !hi. woold be oomewb.at ,i"'pler. as tile "bubbling" 
IlClion does ,equire I wrile-back pori nn the memory. il 
Wiluld cous¢ gaps io the queue wh"", ckmcn" b.aye been 
re"",\ICd. Addilionally. the bubbling action has the ;oddi­
ti<>RaI bel'l<fi, or pu'hing l..-ge elemcnl$ toward the .. il nf 
the queue, A. large ele"",n", ore les, likely to be used. 
there i, little problem if they .... ovawnUen a,!he Gueu • .... 
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J. I Simula tion Results 

In "",. "f 111< I~" '\"8"1", d.l."" """i II ", lbe m •. "­
rnum he.!' .,i,. ~Ulrt'd "' •• J ,926 ,,.'T • !.ct of "",ooml) 
",le<:.oo ' . '8,n/,JcQ1ll.(ion pairs . W"h . ~ "" >If"'" t<len­
ltftcr (there .fC !l6<l.OOO ,."r", >lY<ct "'gm<"" In Lo, An· 
ge"' , . ,..,,~ m"y be I"" of "'hp" 10 .. 1> thOE can"" le­
,,,,,,-cd ,," "",i lluLa""") aFkl • 16 bLl d" l .... " • ...-~ ",II 
,.qU ..... bouIIOblod. RA~h, 

Til" •• ,,,Il> """"' ... e can rll 1>0,,,,,,,," of I.,,, 20 <1 ....... -
<>ll'llh unLl, On' chip_ dcpcr>ding@ tOedc,k. .... 

4 Analysis 

10 rn . .. [n,," tho po<<obk 
1"'Il" numhc. 

'"'0<""""'" 
n.e "hJ"""" • .., fot ,hi , In m,.""'''" ,he "<.>~. of ,Il<. 

"""I>bl ... oJ"", o<e..", h.oJ" ,d,h "" ",-II , 



.. .... h ........... "'" _ 
"m. 

req~in:d, i, .. ans <he oonware-controlled '-;"lJlIl memory 
oondwi4th{lookup'/ $ec) , .yMem. Thi. i. illu.lr3.ed in Figu,", 5. 

#un;18.lookup, /path 

In pmc .. ';ng W Los Anllel~' Wee! grap/l. we h.ve 
f"' lIlt! 'h.! ..... avenge co'''Itt,i''uy i. 2.15 linu 0 ...... It.. 
5-60.000 individual s1R>et ~nd pooin". Th"". when running 
Ill. shorteS! palll "I~ori.hm. e..:h lookup ,h""ld retrieve 
2.75 nodes on average. The .Ola! number or loo~ups i. fto 

I .. ted to ,toe diamctcT of the g .... ph and is highly dependent 
on .he panku!:.r pair of endpoints ..,Ieeted. 

Beeau ... l>ijksn.·, and A ' are only colICemod wilh .he 
""'" nO(\(>. IlJld Ill. "n",.ure of <he grol'll<kl<nnine< how 
new nodes rwesen. lhemselves. we mu,l .imula", to de­
velop an """"""anding of the .... roolY lICtt$. pa"ern' of 
me 'p",m. FOI" in"ance. I tree \ha, I. e'l'lorcd u,ing Di­
jhlTa·s from Ill. fnIlI will always I'fC-""nt new n<Jde. •. A 
latbce (,.,; in a regularly laid-out mad ""tWOJk) i. easily 
rmdic.able in \t1m, of .he A' IJa'C'llIl. At each node. the 
Ch"ice or.he ne~, nu<k to eAplore i. lIentraJly the edge 
lIl.t leads in the direction of the de'tination . Howev.: •. 
few citi.' ..... that 'impt.,. Freeways. bridges. riverS. and 
undeveloped .... u can make route findinll. and the <.Lou 
"""'''1''''''''''' a1>«>ei.ted with 1II<m. more oompl"". 

5 Architecture 

"The efficient b.Jbbl. wrt, ng tt<:hniqu, allow, for tllOI"t 

units per dovi"". 1l1e oklay of the min ·bubble <>per.I.lion i. 
mitigated through lhe same multi-thrtading teehnique1loa. 
on""", the SRAM ( lind . occa,iO<tally. the vire" ol mern­
ory o,"n"ger) laten"'Y to he iSnored. By h.v inS sevenl 
dol"n A' uni .. working in IJM1'lle l. an SRAM reqUCSt for 
0 ... unit i. handled while anlllher unil i. busy sot1ing its 
q"""". Thi, ~1I"w$ the SRAM bandwidth to be m""im· 
i.<cd - tho round-robin memory controll.r clln provide a 
new data ~4uest o n every SRA M data cycle. because the 
A' uou" immediately sort their qutIIC as soon as. data 
''''Iue>1 is completed ... d .h ... wail for .heir n""t acceo, 
SJ"Ph memory. 

The: L<,. Ang.les road IIraJ>h has roughly 65.000 edge<. 
In OIIr data ","';\u"' ",prese ntation. thi, occupie. about 4S 
MD. Thus. 111< 16 MB QDRII SRAM banks un "'" XD· 1 
will not be able to hold ,he enti", gn<ph at ooc<:. When· 
e"". the SRAM dr>eo not hue the panicular graph block 

, 

A' 

A' 

A' 

A' 

Figure S: VinWII memory controll .. 

Beea"se thc XD·1 is "'''''h r .... r .. sof,w"",·conlfolled 
block DRAM Ifan,f= lothe S RAM than Fl'GA· in;II.1ed 
DRAM r"'lllCSts. we control the vi"",,1 memory '} .... 
t.", u,;ng the CPU. 1l1e round·robin memory conl1Oller 
.wi",be. '0 a n .... A' unit .nd ~nni""" if there i. Ion 
oUlSlanding request. If ..... mory reque.t is relldy, 'he 
menlOry con troller I""", at tho high·ord.r bits and com· 
p;ues il ago",,' a ... t of CAM .n"';os. Thi' is """om· 
I'lislted in one cycle. If the data i. olreody in memory. 
the CAM return. the .pp"'!"ilte orr.." into the SRAM 
banks and PUll tho "'quest <on the memory addrr .. bu •. 
Because the SRAM has • g ...... nleed I ... ""Y. the mem· 
ory cO<tIIt>lICT can ' ig",,1 '0 tho A ' unit th~, i. ""n e.pcct 
it. data on .he bu. af,er 20 cycles. Because thc la"'nC)' i, 
gUarallt«d. the memory oontmll.". can go "" to proces, 
the nex, unit 

If the dati block i, 1101 ah ady in SRA)..! memory. the 
memory controlle. , witches into lhe vinuol n",mDrY ..,. 
que,t mode. Becau><: th.", i. ""Iy """ memory bu, to the 
SRAM. thc A ' units can continue ",ninS. b.J1 ",,"tand· 
inj; requests will block umil lIle requ .. ted da!.> i. l'"8.d 
in from DRAM. The cootroller writes _ ",g;>1 ... detailina 
th:tt it rcqui..,s memory ...... ic • • nd the hlock requi~. 



~u'm",,,f biU I 20 
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T'dbl~ I: SRAM word la)'QUI 

The CPU Ihen ini!iole, a OMA I",n,fer fmm DRAM (0 
,ho SRAM .0<1 tel1$ tho memory ~ontr(>l1 ... whkh ~"" h. 
block ... as wriuen. 

Ill! 256 
7900 10359 
7$ IO I ~7 

Table 2: 1'01.31 number of SRAM memory loads fo, vari· 
OIlS si,.. of pages 

Performance Results A, in oil ' y"ems, Ihi' i, an e~pensive operation com- 6 
p~ ( 0 normal SRAM· b...:d memory f.t~ltco. Rwt,,­
nalely, the graph <bUt i. laid 001 in blocks _h thal lltore U.ing the C"'Y XO· I wilh. Virle, 2-Pro 50 · 7. ~ placed 

.nd rouled the design "'ith 24 A ' un ilS al 130 MHl. Thi. 
d<>:k r3\.e i, los> due to ,he design o f lhe dol product units 
~OO more 10 the SRAM intM""'" and amlnKemen. of d,. 
pin consninl' for lhe FPGA boud. 

i, l<:mp,,,,. 1 and SplItial loc.li'y in the <bra ac=s, Thi. 
make, lhe c.che beh •• ior ItIIIre efficionl lbon if ,he dar. 
... o,llid 0." ,. I)(!()rnly in "' .... ory. 

TheC, ay XD-I h .. a Ib MB ofS RAM •• ailable w tit. 
I'PGA. W~ address this as. unified ,ingle bank with .... ny 
block.< oddres.ed from a .ingle m.mory m..,agu. 

Ea<h {;.t· bit word coming oot of tit. QO Rll SRAM i. 
laid Oul a, iIIustJ ... d in Tabl. I: 

Each rnttnOl)' word i, con"';ns eOOtlgb inform.lion 10 

provide lhe dal. inpUIS 10 'he que .... Lotit""" and lon­
girude is neces""')'!O provide lite que ... ·• soni", . bilily, 
The oJdre .. ",ovid~. the Ioc.tion in m<mory fo< the node 
in q"e"i"". Al Ihol addre.ss. lhe followi ng rntmory word, 
"'" lite cdgoS .""nO:ded to "'" node. 

l"lthlc 2 il h.smue5 .he dfw of """""5 SRAM block 
sizes "" !he vi l1.ol memory manager. Because lhe XO· 
I only h ... 16 MB of 64 bi' W<lfdo, lhere "'" nOl a IQl of 
o ptions fo< .he bloc k oi",s. The V2Pro 60 device can sup· 
port aboul 24 "0 processing elemenl .. As lhe memory 
man'go' ",,,-i<..,. the: '" unit. in a round .robin fast.ion. 
lhe,e muS! be at leas! 24 block' . We leS!cd 32. 64. 128. 
and 256 !>Iud s. c"",,"pondin! 10 block sizes of 64 , 32. 
lb. and 8 words , For each size. we lC>;led two replace· 
ment policies, 0 round robin appro;roch Ih at is very ca,y 10 

impleme nl, and a last· uoed policy. B""""se tho A ' unilS 
move through a block of graph data in "",eral cycles, lho 
,oond·robin unil i, w<:rl:ab1e. The lo.,,· u>Cd approach i$' 
~ tJadj,i""al appooach; if the block of data isn', cu,· 
renl ly being used by ony of lhe A' uni .... il i •• ",nsible 
block to n::place. 

" f"~f «perimentalion witlt a .. , of random on· 
,i.vdeslinalion pairs, we found that the lasH's<:<! repl~· 

ment poliCy with 32 bloch is "'" mos, drecli~ method· 
OIOlY. 

Table 4 con"""" the perftnma""" lC$ults 10< • cPU im· 
plementati"". lhe SRi\M.on ly imc>lerntnlllion. and the 
DRAM·based SRAM cache implerntnlation. The reo 
, ult, arc based on a small sel of randomly selected ori· 
gin/deslinalion pairs. with roughly 21,600 acces .. , !O Ihe 
graph memory. The SIlAM.· hased impkmenLltiun ore not 
valid for , •• 1 "<e, .. tbe . "",11 QDR memories do not hold 
enli", graphs, and Ihe load lirnt from the di,k and DRAM 
"'" not co,,,idcred. ThbS, the speedup of 1,SOO is l"'1ely 
theom iul , 

The DRA M·based results arc more reHeeli"" of n::al · 
ity. This rc< .. I. i. the fuJi system implernt"""i"". ;""Ind· 
in, the memory manager tha, cache.< graph memory '0 
the SIlAM. The load lime of the SRA.\{ blocb i, 'he 
main bonkneck for Ihis ,mplerntnllllion, and 1"'1!. ly tie· 
.ermine!' the nutn;ng time and QlI .... ll performance. The 
speedup of 8.9A o"cr the CPU i, lowet titan we had u · 
po:ted or the begmning of lhe pro~t. but ,Ito data """ess 
c.,." were so high. even wilh the additi"" of lite caching 
SRAM design. 'hill tlte o""rall ')'$tem performance w'" 
seven:: ly impacted. 

While ,he "",hitccI""" could e"'ily be implemenled in 
a custom ASIC - in fact, lite ,impk uni", th.t IIW:< "I' lhe 
s)'iIolic amly an; designed «plie;,ly foe ea .. of ASIC im· 
plementation - lhe use of ]'PGA all""" the user ,<> utilt .. 
parameterized design. which .11 ..... for variable numbers 
or ,poctrlll bands as w(1I 0$ opimized mcmury .;".cs for a 
panicular problem. A. well, FPGA.o allow the desigo to 
be scaled tIJ'WUd ~asiJy o. proce .. tc<hnoloay allow:s for 
eve,·I"'11'" gate COUnt<, 



Nu", Uni!> Arc, (,hcc.) Arc. (~) '-"u ll W{ 232) DRAM (of 1.12) , ~2n u , W 

• 8562 " " ~ 

" 1.1fi28 .. 32 n 

" I HI6~ " '" 11 2 

Table 3: SOlll" mapping =011< on ,be Cray XD· L ... illl a Xilin . 2vpSO.1 runn,ng a, 130 MIl~ 

XD·I (SRAM ) 
XD·I (DRAM) 

"~, 
0.028 

Tab!< 4 C""'~f"'''' bctw.o.n CPU.OO }(D· I perf""","""" {or boIh SRAM.,,,,ly gr.ph • ."d DRAM· bil"Od .y"~n" 
w,th SRAM c>oCh '"g. 

7 Conclusion 

Thi. P"flCT contribute, twO main .,h '.n< • ....,nl, '0 ,be 
n.W of sl\Onesl'p,,,h compulatioo, One, ,he bubble-soned 
~"e"". "a reSlfk,io. that i. only pus"bl. bttaLL'>C o{ ttlc 

h mited branch'"g .true'u,e o f tr'IIn,ponation I,ids, H",," 
e,'.f, "o"able, a muoh smallef h.a,dware i",pI .. n<.'.ti"" 
"f ,tic A' algoritbm, all"w,"~ I ",ueh bigher 1 •• '.1 of par. 
. 1I.h,m Uti. p.molldi'm o.j, QWj; (or ,be- memo")' b.nd· 
wldlh of ,be- X[).I '0 be- Utili,,,,, "lOre .ff~"i ... ly Ih •• if 
,1>0<"" p",h, WOfe o.lculatc<l ~uontJany, 

Th.e "",,,,,d ro/tlribuIJO<I i, the vi"".1 memory round· 
,,>bin managt:f. Th"" ob.iou.sly ,.ut P"'1l<'u l:Irl y nt""Cl 
Ln te"""" o f o",npu"" archi,ec'''t<:, "" it> ,mplcmo.,a,lon 
"n tho: XD- l d"". pro" ,de a capabill'y !hat js u,.ful 10 
a many appl icalJon, wber<: da", occes; i. random OVef a 

lar8", >1"""" dat.bMe. 

Tbc nn' ""p m lfl'.pr<Wmg ,he rno<kling caJ>'lbih''''' 
"f this 3Ich,«<, ... " to...sJ support for congestion Ily 
keeping "ock of the load on any giy~n road ""gmen! du,· 
'"8 a par(tcul", (Orne·'lep. ,he system c"" "'. 'gh, edge> 
soch tha, he .v,ly rraffided a!1"~s an: ~,desireab!<. A' 
oormally .. n. on !h. d"",,,,,,, 10 ,he de,"nal'on, bIlt thaI 
can .a,ily b< chonged ' 0 a weighted di l tance b'l td on 
'he ,onsc",,,,, and average fa'es of • parli""la, road I.nk. 
"lllis will """,ide mort' O«u""" modding. " ca" "" Ii be 
~n"'.:t.d 'n ff""",ay. un, d tbey 'oo boc""", conge"""- ~"" 
(~""w;<e mul< ,"', ..... <1 f." fOlJ'~' aM ",,"'ay f""" traltt< . 

" 
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