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Modeling chemical reactions with quantum chemical methods is challenging when the electronic structure varies sig-
nificantly throughout the reaction, as well as when electronic excited states are involved. Multireference methods such
as complete active space self-consistent field (CASSCF) can handle these multiconfigurational situations. However,
even if the size of needed active space is affordable, in many cases the active space does not change consistently from
reactant to product, causing discontinuities in the potential energy surface. The localized active space SCF (LASSCF) is
a cheaper alternative to CASSCEF for strongly correlated systems with weakly correlated fragments. The method is used
for the first time to study a chemical reaction, namely the bond dissociation of a mono-, di-, and triphenylsulfonium
cation. LASSCEF calculations generate smooth potential energy scans more easily than the corresponding, more com-
putationally expensive, CASSCF calculations, while predicting similar bond dissociation energies. Our calculations
suggest a homolytic bond cleavage for di- and triphenylsulfonium, and a heterolytic pathway for monophenylsulfo-

nium.

I. INTRODUCTION

Triphenylsulfonium (TPS) salts have been widely used for
decades as photoacid generators (PAG) for lithographic pro-
cesses in the semiconductor industry.)> The functionality of
TPS salts comes from light-induced photolysis. When TPS
salts are exposed to light, the C—S bond in the triphenylsul-
fonium cation (Ph;S*) breaks, forming reactive intermedi-
ates that can induce reactions, such as acid-catalyzed cleavage
or cationic polymerization that can change the solubility of
substrates used in microelectronic fabrication.>~” Experiments
have suggested two different pathways of the dissociation of
TPS salts, the homolytic bond-cleavage mechanism®-19, the
heterolytic mechanism'! and new decomposition pathways
that include both!'>!3. Time-dependent density-functional the-
ory (TDDFT) calculations have been performed to calcu-
late the absorption spectra of TPS salts in the geometry of
the ground state'*, but theoretical calculations on the photo-
chemical decomposition of the TPS mechanism remain lim-
ited. Ohmori et al.'> performed configuration interaction sin-
gles (CIS) calculations for TPS and suggested a heterolytic
pathway of the ground state until 3.6 A and an extrapo-
lated homolytic product explained by an exchange mech-
anism of the ground state with the lowest singlet excited
state. The results offer a limited explanation of the path-
way since the CIS calculations were not carried past 3.6
A, and whether such an exchange mechanism occurs re-
mains unknown. To understand the ground-state dissocia-
tion completely, multiple electronic configurations may be re-
quired to model bond cleavage, especially in cases of the for-

mation of radicals. To computationally describe such pro-
cesses from equilibrium to dissociation, one often requires
a multiconfigurational wave function. The complete ac-
tive space self-consistent field (CASSCF)!® method is the
paradigmatic multireference method. In CASSCEF, all elec-
tronic configurations generated by the active electrons occu-
pying the active orbitals in all possible ways are included in
the wave function. The number of configuration state func-
tions (CSFs) grows exponentially with the size of the active
space and limits the practicality of CASSCF to at most a
(20e,200) active space, even with parallelization.!” In addi-
tion, many configurations have small CI amplitudes, making
the CI expansion inefficiently large. There have been vari-
ous efforts to reduce the cost of CASSCEF, for example, the
generalized active space self-consistent field (GASSCF),!8-2!
restricted active space self-consistent field (RASSCF),22.23
quasi-CASSCF(QCASSCF),?* etc. One approach is the
density-matrix renormalization group (DMRG),>2° which
approximates the exact diagonalization in a complete many-
particle basis. When combined with self-consistent-field
ansatz (DMRG-SCF),3%3! it can perform calculations of ac-
tive spaces larger than those of the current CASSCF limit."
Another strategy is to identify and divide the active space
into separable fragments, exemplified by the localized active
space self-consistent field (LASSCF) method,3>33 also known
as the cluster mean-field (¢cMF) method.3* LASSCF factorizes
the active-space wave function into a single anti-symmetrized
product of smaller active-space wave functions, under the as-
sumption that such active spaces are relatively weakly inter-
acting. The computational cost of determining the active-
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space CI vectors in LASSCF is thus linearly scaling with
system size given fixed fragment size. LASSCF orbital op-
timization can be quartic scaling [O(M,, M ,)] (Ma o< MD,),
or quintic scaling [O(MaumetMi)](MA o< M\ ), where My is
the total number of active orbitals in the entire molecule, M,
is the number of auxiliary Atomic Orbitals (AOs), and M, is
the total number of AOs.>* The quintic scaling step has a small
prefactor and is usually not the leading cost. This becomes
important in large systems where the My scales with M;,,. In
addition, LASSCEF is size-extensive for the wave function is
a single product state of FCI wave functions for each frag-
ment, and LASSCEF is size-consistent unless the active space
is chosen poorly. While LASSCF lacks interfragment excita-
tions and can be inaccurate for strongly correlated fragments
like multimetallic compounds,® corrections using state in-
teraction are currently under development.’® In our systems,
LASSCEF agrees well with CASSCEF as the later sections show,
indicating that interfragment excitations are not necessary.

CASSCEF is a variational method in which the active or-
bitals and the CI coefficients are chosen to minimize the total
energy. Therefore, if the electrons in a given set of orbitals are
not strongly correlated at a particular point on the potential
energy curve of a reaction, the minimization at that geometry
may achieve a lower energy state by adopting different orbitals
compared with closer geometries, that provide more electron
correlations. Such orbital swapping may furthermore indi-
rectly change the qualitative nature of the wave function along
a reaction pathway (e.g., closed-shell to open-shell), making
the description of chemical reactions challenging. This is one
of the reasons why CASSCF is not easy to use for chemical
reactivity, together with its combinatorial scaling. There have
been attempts to automatize CAS-based orbitals for chemical
reactions>’—3? and this is an ongoing field of research.

In this paper, we study the dissociation of a single C-
S bond in the monophenylsulfonium (PhSH2+, MPS), the
diphenylsulfonium (Ph,H,S*, DPS) and the triphenylsulfo-
nium (Ph;S*, TPS) cations in the gas phase. Our results show
that MPS in the ground electronic state dissociates heterolyt-
ically, whereas DPS and TPS dissociate homolytically. They
also show, in the case of MPS, that the constraints on the
LASSCF wave function imposed by the user-selected num-
ber of orbitals and electrons in each active-space fragment can
prevent optimization to undesired local-minima wave func-
tions, a problem to which CASSCF is more vulnerable. This
feature helps to avoid some of the trial and error typical of
CASSCEF, making LASSCF a more intuitive and automated
method, besides being computationally cheaper. Finally to
get quantitative dissociation energies we complement the ac-
tive space-based calculations with post-SCF treatments like
perturbation theory and pair-density functional theory.

Il. THEORETICAL BACKGROUND AND
COMPUTATIONAL METHODS

The LASSCF energy is optimized variationally by
minimizing3>33
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FIG. 1. Mono-, Di-, and Triphenylsulfonium systems with their frag-
mentations. The gray spheres are carbon atoms, the yellow sphere
is a sulfur atom, and the white spheres are hydrogen atoms. The
translucent blue, red, yellow and green boxes indicate the atoms as-
sociated with the three or four LASSCF fragments.

with a wave function ansatz

ILAS) = /\(¥a,) A @ )
K

where H is the molecular Hamiltonian, Wy, is a general
many-body wave function to describe electrons occupying ac-
tive orbitals of the Ag-th fragment or “active subspace,” and
®p is a single determinant spanning the complement of the
complete active space. The wedge operator A indicates that
the active space wave function is an antisymmetrized product
of K fragment wave functions.

The MPS, DPS and TPS and their fragmentations are de-
picted in Figure 1. All three compounds have a singlet ground
state and an overall (+1) charge. We explored one active space
for MPS and three active spaces for DPS and TPS. The pro-
cess of determining chemically meaningful active spaces is
described as follows. First, the most important LAS fragment
is the one containing the carbon-sulfur (C-S) bond that disso-
ciates. For this fragment we consider the o and ¢* orbitals
(2e,20). Then, we consider the phenyl that shares the car-
bon with the C-S bond to be the second most important (here-
after phenyl 1), where we take all 6 7 orbitals in the active
space (6e,60). Lastly, we consider fragments that remain with
the sulfur atom at dissociation and their corresponding active
spaces. For MPS, the active space (AS) includes 12 electrons
and 12 orbitals (12e,120), which encompasses the C-S bond
(2e,20), the m bonds of phenyl 1 (6e,60) and the two sulfur-
hydrogen (S-H) bonds (4e,40) as shown in Figure 1. The SH;
fragment includes ¢ and ¢* orbitals for each S-H bond. For
DPS, since there is one extra phenyl ring remain with the sul-
fur atom at dissociation, we considered three possible active
spaces: C-S bond (2e,20), 7 orbitals of phenyl 1 (6e,60), and
the (0e,00), (2e,20) and (4e,40) AS respectively, for the re-
maining phenyl (phenyl 2). We did not include the S-H bond
in the AS because the phenyl 2 7 bonds are more likely to be
important. For TPS, since there are two phenyl rings remain
with the sulfur atom at dissociation, we explore three ASs en-
compassing the C-S bond (2e,20), the 7 orbitals of phenyl 1
(6e, 60), with (0e,00), (2e,20), and (4e,40) for each of the re-
maining phenyl’s 7 bonds (phenyl 2 and 3). We include at
most 4 7 electrons because the (4e,40) configuration spans
the frontier 7 orbitals of the remaining phenyl groups, con-
sisting of a doubly-degenerate HOMO and LUMO. The re-
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maining orbitals are much further from the Fermi level. This
approach allows us to efficiently explore the effects of the ex-
tra phenyl rings while maintaining a compact active space for
computational efficiency. Additionally, increasing the num-
ber of 7 electrons in the active space from the phenyl rings
does strongly not affect the overall dissociation energetics , as
Table III shows.

MPS and DPS equilibrium geometries are optimized with
second-order Mgller-Plesset perturbation theory (MP2) and
the MO6L functional*® with the cc-pVDZ basis set.*! We ob-
serve identical bond angles and bond lengths from MP2 and
DFT-MO6L for both MPS and DPS. TPS equilibrium geome-
try is optimized with the MO6L functional and cc-pVDZ ba-
sis set. Frequency calculations are performed at the same
level of theory as the optimization. D3 dispersion correc-
tion or similar flavors were not added to any DFT calcula-
tions at the MO6L functional. The dissociated geometries
are generated by elongating the C-S bond (i.e., the poten-
tial energy scans discussed in the following are not geomet-
rically relaxed). We report dissociation energies obtained
with CASSCF, LASSCF, and CASCI with the LASSCF or-
bitals to capture the missing inter-fragment correlations from
LASSCEF (hereafter CASCI). To include dynamic correlation,
we performed n-electron valence state perturbation theory
NEVPT2,*>* calculations using CASSCF and CASCI refer-
ence wave functions. We also perform multiconfiguration pair
density functional theory (MC-PDFT) calculations, with the
translated Perdew-Burke-Ernzerhof (tPBE) functional, here-
after referred to as CAS-PDFT,*46 and LAS-PDFT,*’ using
the CASSCF and LASSCEF reference wave functions, respec-
tively. All multirference calculations were performed usign
cc-pVDZ*! basis set. Preliminary testing with cc-pVTZ ba-
sis set on MPS showed no major appreciable change in dis-
sociation energies (see SI Table 13). Therefore we use the
DZ basis set in this work to maintain low computational
costs. DFT calculations for dissociation energies were per-
formed with the B3LYP-D3BJ*34°, TPSSh-D3BJ>°, BP86-
D3BJ*8, M062X>!, and MN15°2 functionals in def2tzvp>3 ba-
sis set. All DFT calculations were performed using the Gaus-
sian package version 16A01°*, and multireference calcula-
tions were performed with PySCF>> with the mrh extension’®,
with the exception that we used OpenMolcas®’ for CASSCF
calculations involving MPS.

Ill. RESULTS AND DISCUSSION
A. Optimized wave function at equilibrium and dissociation

The bond dissociation can occur either heterolytically or
homolytically, as illustrated pictorially for TPS in Figure 2.
To determine the dissociation pathway, we first perform cal-
culations at the equilibrium geometry and at dissociation (that
is, the C-S bond at 6 A without additional optimization) as
described below.

At equilibrium, we used the atomic valence active space
(AVAS) method,’® operating on the closed-shell spin-singlet
restricted Hartree—-Fock (RHF) wave function, to generate the
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FIG. 2. Possible dissociation pathways for the triphenylsulfonium
cation. The heterolytic pathway will generate a phenyl cation and
di-phenyl sulfonium. The homolytic pathway will generate a phenyl
radical and di-phenyl sulfonium radical.

valence orbitals (i.e. linear combinations of C “2p’ and S
‘3p’), used as an initial guess for the subsequent CASSCF
and LASSCEF calculations. At dissociation, we initialized the
CASSCF and LASSCEF orbitals in two separate ways, de-
signed to target a closed-shell dissociated product in one case
and an open-shell dissociated product in the other. We then re-
tained the result with the lower total energy. In the first case,
we followed the same procedure as for the equilibrium geome-
try: closed-shell spin-singlet RHF followed by AVAS; we call
this “singlet guess.” In the second case, we applied AVAS to a
spin-triplet restricted open-shell Hartree—Fock (ROHF) wave
function, followed by spin-triplet CASSCF or LASSCF on the
resulting set of orbitals, followed by spin-singlet CASSCF or
LASSCEF using the optimized triplet orbitals as the starting
point; we call this “triplet guess.”

The use of the CASSCF and LASSCF methods poses dif-
ferent challenges, which are typical when active space-based
methods are employed and are the reason why these methods
are not considered black-box methods. The first challenge is
to choose a meaningful active space along the reaction, which
in the CASSCEF case involves trial and error. For LASSCE, the
user needs to choose the fragments and their relevant bonding
and anti-bonding orbitals. The next challenge is to converge
the CASSCF and LASSCF wave functions starting from the
initial guess. This is usually a challenge for CASSCEF. The ex-
tra information needed from LASSCF turns out to be advan-
tageous since it simplifies the active space and exerts better
control of meaningful orbitals, resulting in faster convergence
and more precise active space depiction in accordance with
user preference. One example of the issues that one can en-
counter in CASSCEF calculations involves MPS at both equi-
librium and dissociation. The singlet guess routine described
above did not give a result that contains the desired orbitals
in the active space. Therefore, for MPS, the singlet-guess
CASSCEF results were instead obtained by initializing with
optimized orbitals from a state-averaged CASSCF with four
roots (SA(4)-CASSCF) calculation carried out in OpenMol-
cas, at both the equilibrium and dissociated geometries.

The optimized wave functions at dissociation for all three
systems are shown in Figure 3. In the case of MPS, it results
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FIG. 3. a. Dissociated product of MPS with LASSCEF, the natural orbital occupancy number of the C-S bonding orbital 2.00 and anti-bonding
orbital 0.00 suggest a heterolytic product. b. Dissociated product of MPS with CASSCE, the natural orbital occupancy numbers of the C-S
bonding orbital 1.99 suggest a heterolytic product. Note the hopping of electron from 7 system to C-S bonding/anti-bonding fragment. c.
Dissociated product of DPS, the natural orbital occupancy numbers 1.01 and 0.99 suggest homolytic results. d. Dissociated product of TPS,
the natural orbital occupancy numbers 1.00 and 1.00 suggest homolytic results.

from the singlet (i.e., OpenMolcas SA(4)-CASSCF) guess,
while DPS and TPS results from the triplet guess. The full
results of the singlet-initialized and triplet-initialized calcula-
tions are shown in Figure S1 of the Supporting Information.
A comparison of dissociation energies obtained with the dif-
ferent guesses is listed in Table I. We can identify the disso-
ciation pathway by examining the product and its characteris-
tic orbital occupancies at dissociation. For example, the C-S
bonding and antibonding orbitals in Figure 3a show occupan-
cies of 2.0 and 0.0, which is the characteristic of a heterolytic
product, while the occupancy numbers of 1.0 and 1.0 of the
C-S bonding and antibonding orbitals for ¢ and d indicate a
homolytic product. The natural orbital occupancy of the opti-
mized wave function at the dissociation suggests a heterolytic
pathway for MPS, and a homolytic pathway for DPS and TPS.

We further confirm that our LASSCF wave functions all

model nondegenerate ground states by using both singlet-
and triplet-initialized LASSCF orbitals as a starting point for
CASCI calculations (see Tables S1, S2, S3, S4, S5 and S6 in
the Supporting Information). We characterize each state and
present their energies to confirm that our ground state solu-
tion is heterolytic for MPS and homolytic for DPS and TPS,
and nondegenerate in all cases (the smallest observed singlet
excitation energy in any case was 98 kJ/mol or 1.02 eV).

In contrast, the CASSCF (Figure 3b) and LASSCF (Figure
3a) wave functions of the dissociated product of MPS qual-
itatively differ. Although both methods predict heterolytic
dissociation, CASSCF predicts an open-shell state in which
an electron from the phenyl 7 system has hopped into the
empty carbon 2p atomic orbital that was formerly bonded to
sulfur. Additionally, a qualitative “orbital rotation” occurred
in the CASSCEF calculation, in which one of the sulfur S-
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H bonds was substituted for a phenyl o-system bond. On
the other hand, the LASSCF calculation was constrained in
such a way that the 7 — 2p state, which would have corre-
sponded to 3 electrons in the first fragment and 5 electrons
in the second, is forbidden, and all orbitals remained qualita-
tively similar to the guess orbitals. We address the question
of whether CASSCEF calculation predicted the lowest product
ground state, or whether it became trapped in a local mini-
mum, by seeking a smooth potential energy scan that connects
the optimized wave function from equilibrium to dissociation.
Using both the equilibrium wave function (forward-scanning)
and the optimized wave function at dissociation (backward-
scanning) as a start, we performed potential energy scans for
all three systems.

B. Dissociation pathways

By exploring the natural orbital occupancies along the po-
tential energy scans following the backward scan, we confirm
a heterolytic pathway for the ground-state MPS cation and ho-
molytic pathways for both the ground-state DPS cation and
the TPS cation. The potential energy curves of the MPS cation
(12e, 120), the DPS cation (12e, 120), and the TPS cation
(16e, 160) are shown in Figure 4.

First, both CASSCF and LASSCF describe a smooth ho-
molytic dissociation for the DPS cation and the TPS cation.
Forward and backward potential energy scans with LASSCF
and CASSCEF are in close agreement, as indicated in the two
right panels of Figure 4. See Section 3, Figures S2 and S3
in the Supporting Information for a more complete examina-
tion of the LASSCEF orbitals and occupation numbers along
the dissociation curve.

TABLE 1. Dissociation energy (in kJ/mol) comparison for MPS,
DPS, TPS with their largest active spaces, calculated as the differ-
ence between equilibrium and dissociated geometry. Singlet guess
led to wave functions corresponding to heterolytic dissociation, and
triplet guess led to wave functions corresponding to homolytic dis-
sociation.

System Method Singlet guess | Triplet guess
CASSCF 3040 400
MPS LASSCF 357 385
(12e,120) | NEVPT2(CASSCF) | 370 428
NEVPT2(CASCI¢) | 383 426
CASSCF 376 352
DPS LASSCF 442 347
(12e,120) | NEVPT2(CASSCF) | 481 390
NEVPT2(CASCI?) | 486 389
CASSCF 419 307
TPS LASSCF 483 302
(16e,160) | NEVPT2(CASSCF) | 528 348
NEVPT2(CASCI?) | 535 347

4 LAS orbitals
b Upper bound, see Sec. 111 B
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Second, the single-reference nature of the MPS heterolytic
dissociation appears challenging for CASSCEF, while LASSCF
shows significantly more control over the wave function along
the scan. We first observe that LASSCF(e) and LASSCF(d)
remain qualitatively similar and relatively smooth throughout
the scan, while CASSCF(d) has a visible discontinuity start-
ing at 3.1 10\, and CASSCF(d) and CASSCF(e) differ consider-
ably. Despite the smoothness of the CASSCF forward curve,
upon further inspection of the orbitals, as shown in the red
boxes in Figure 5, we identified a pair of carbon-carbon (C-C)
o bonds that are swapped into the previously defined active
space at 3.5 A, replacing the C-S bond. The rest of the or-
bitals are consistent throughout the dissociation, and the C-C
bonds remain in the active space until the dissociation limit.

The discontinuity of the CASSCF(d) curve, as depicted
by the the green boxes in Figure 5 corresponds to a qualita-
tive change from an open-shell to a lower-energy closed-shell
wave function. It is clear that the initial CASSCF wave func-
tion of the dissociated product which initialized the backwards
scan was a local minima characterized by a ¥ — p excitation
of the phenyl cation.

LASSCEF, on the other hand, as expected, observes the user-
imposed restriction of six electrons within the 7 system and
two electrons within the C—S bond-antibond system. It there-
fore generates both forward-scanning and backward-scanning
curves more smoothly than CASSCE, although not perfectly
smoothly. Figure 6 presents the orbitals in the region of the
slight bump in LASSCF(d) between 4.3 and 4.7 A. Clearly
LASSCEF is not entirely immune to “orbital inconsistency,”
as the unoccupied C-S antibonding orbital is readily substi-
tuted for a high sulfur virtual orbital. However, this change
does not qualitatively alter the wave function, and it still de-
scribes a heterolytic dissociation between the carbon atom and
sulfur atom. These aforementioned orbital swapping artifacts
also resulted in dissociation energy disagreements among the
scans. For example, CASSCF(d) gives an equilibrium wave
function that is lower in energy, indicated by the below zero
point at equilibrium, while LASSCF(d) predicts a higher en-
ergy equilibrium wave function.

While one may argue that one can always improve the
CASSCEF scan, LASSCF inherently reduces the complexity
of the problem. The price of LASSCEF is that the user must
divide the active space into fragments, but in practice active
spaces are often intuitively constructed by users. Moreover,
the LASSCF wave function has exponentially fewer degrees
of freedom and is therefore much less likely to change charac-
ter in an uncontrolled or undesired way, such as by an electron
hopping from one fragment to another. That said the LASSCF
result is not expected to be as accurate as CASSCF in terms of
relative energies because LASSCEF is a drastic approximation
to CASSCF. However, if the wave function is qualitatively
correct, LASSCF can be a good starting point for post-SCF
calculations.
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FIG. 4. Left: Ground state, heterolytic dissociation potential energy scan of MPS cation, inset shows the absolute energies. Middle: Ground
state, homolytic dissociation potential energy scan for DPS cation. Right: Ground state, homolytic dissociation potential energy scan for
TPS cation. Energy is plotted relative to that at the equilibrium geometry in all cases, and “(d)"[issociation] indicates scan initiated from

dissociation, while “(e)"[equilibirum] indicates scan initialized from the equilibrium geometry.
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FIG. 6. Left: 8 orbitals from LASSCF(e) ((2,2),(6,6),(4,4)) potential energy scans at different bond lengths of MPS. Right: 8 orbitals of
LASSCF(d) ((2,2),(4,4),(6,6)) potential energy scans at different bond lengths of MPS. The boxed orbitals indicate the corresponding frag-

ments.

C. Effects of dynamical electron correlation and advantage
of multireference methods

In the examples presented here, in addition to qualitatively
describing physically meaningful orbitals along the dissocia-
tion, LASSCEF also reports energies comparable to CASSCF.
We now compared the active-space based dissociation ener-
gies with those obtained with single reference Kohn-Sham
DFT, KS-DFT.

We report the heterolytic dissociation energy of MPS in
Table II. The LASSCF dissociation energy is computed as
the difference between the two optimized wave functions dis-
cussed in Section 3.1. For CASSCF, we take the wave func-
tion at dissociation from the forward-scanning CASSCF curve
as the dissociated product. We report the absolute energies of
the aforementioned new CASSCEF results in SI Table S8. We
further report the homolytic dissociation energy of DPS and
TPS in Table III. The CASSCF and LASSCF dissociation
energy is taken as the difference between the two optimized
wave function we find in Section 3.1.

For MPS, the LASSCF dissociation energy is within 18
kJ/mol(0.2 eV) of CASCI and 26 kJ/mol(0.3 eV) of NEVPT2.

CASSCEF, on the other hand, differs by 53 kJ/mol (0.5 eV)
from LASSCE, but the corresponding NEVPT2 result differs
by only 13 kJ/mol (0.1 eV) from that of LASSCF. The LAS-
PDFT value of 364 kJ/mol (3.8 eV) is similar to the NEVPT2

TABLE II. Comparison of the heterolytic dissociation energy of MPS
cation by various methods. The dissociation energy of LASSCF and
relevant methods are calculated as the energy difference between
equilibrium and dissociated geometry. The dissociation energy for
CASSCEF reported here is from the forward scan.

Method Heterolytic dis. energy (kJ/mol)
CASSCF(12,12) 304
LASSCF((2,2)(4,4),(6,6)) 357
CASCI“ 375
NEVPT2(CASSCF) 370
NEVPT2(CASCI%) 383
LAS-PDFT" 364
CAS-PDFT” 341

41 AS orbitals;” tPBE functional
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value, while the CAS-PDFT value is slightly lower at 341
kJ/mol (3.5 eV). For DPS and TPS, the LASSCF energies are
within 12 kJ/mol (0.2 eV) to the CASSCEF value, and within 0
kJ/mol to 4 kJ/mol (0 eV to 0.1 eV) to its CASCI limit across
all active spaces. We again observe close agreements among
multireference methods and MC-PDFT calculations. We also
note that the NEVPT2(CASCI) energies of the largest active
space for both DPS and TPS increase only 2 kJ/mol and 7
kJ/mol(<0.1 eV) compared to the smallest active space. In ad-
dition, the lower dissociation energy of TPS compared to DPS
may be due to resonance effects in the SPh; radical that makes
the radical products more stable, which can be observed as the
slight delocalization of the singly-occupied sulfur 2p orbital
across the 7 orbitals of one of the phenyl rings, which is not
observed for DPS (see SI Section 1). Furthermore, both DPS
and TPS exhibit homolytic bond cleavage. The observation
that resonance is only present in TPS suggests that the orien-
tation of the phenyl groups, either creating or inhibiting reso-
nance, does not significantly impact bond cleavage. Potential
energy scans with relaxed geometries may reveal an effect on
the dissociation energy due to changes in dihedral angles from
different orientations of the phenyl groups. Tables S7, S8, S9,
and S10 in the SI include a more complete comparison of the
absolute energies of equilibrium, heterolytic, and homolytic
dissociated products in various methods.

TABLE III. Comparison of the homolytic dissociation energies for
DPS and TPS (in kJ/mol).

DPS cation TPS cation
Method (8,8) (10,10) (12,12) (8,8) (12,12) (16,16)
CASSCF 352 374 367 307 303 304
LASSCF 348 375 365 302 300 316
CASCI“ 351 374 366 306 301 308

NEVPT2(CASSCF) 390 355 380 348 319 336

NEVPT2(CASCI?) 389 377 391 347 349 354

CAS-PDFT” 409 407 405 352 334 347

LAS-PDFT”" 404 439 435 347 349 366
@ AS orbitals;” tPBE functional

The ground-state wave function of MPS is consistently
qualitatively single-determinantal across the entire potential
energy curve, and for such wave functions, single-reference
methods such as KS-DFT are usually quantitatively accurate.
However, KS-DFT results depend on the user’s choice of
exchange-correlation functional. To explore whether single-
reference methods may be appropriate in this case, we per-
form KS-DFT calculations for equilibrium and dissociation.
At equilibrium, and when targeting the heterolytically dissoci-
ated, closed-shell product, we use spin-restricted Kohn-Sham
(RKS)-DFT. To target the homolytically dissociated, open-
shell product, we use spin-unrestricted Kohn-Sham (UKS)-
DFT calculations and a guess electron density corresponding
to the desired numbers of electrons on each dissociated prod-
uct. The dissociation energy is reported in Table IV using the
lower between the UKS and RKS total energies in the disso-

ciated limit. See SI Table S11 for the absolute energies and SI
Table S12 for the spin contamination from the UKS calcula-
tions. We also report the absolute magnitude of spin density
on each dissociated product in Table IV (the spin density of
the two dissociated products has the same magnitude but dif-
fers by a sign). Therefore, a value close to 1 corresponds to
a homolytically dissociated, open-shell product, and a value
close to O corresponds to a heterolytic dissociated, closed-
shell product. However, UKS-DFT calculations produce am-
biguous fractional numbers of spin density that are interme-
diate between 0.0 and 1.0. We therefore characterize a spin
density from 0.7 to 1.0 to be homolytic, while 0.0 to 0.3 to be
heterolytic.

For MPS, UKS-DFT results provide a lower energy solu-
tion for 4 out of 5 functionals. Despite being lower in energy,
this solution does not accurately depict the unpaired electrons
configuration for the phenyl radical and SH2+ radical as indi-
cated by spin density in Table IV. The symmetry of the sys-
tem is broken during the UKS-DFT calculation, leading to a
fractional spin density that is less than 0.4 for all five function-
als. As a result, DFT appears to predict neither a homolytic
nor a heterolytic product for MPS dissociation, except for the
MNI15 and M062X functional, which predicts heterolytic dis-
sociation. For DPS, all five UKS-DFT calculations lead to
the lower dissociation energy, but only M062X predicts a spin
density that can be unambiguously characterized, in this case
as a homolytic dissociated product. For TPS, all five function-
als predict a homolytic results with reasonable spin densities.

NEVPT?2 and PDFT calculations, on the other hand, con-
firmed the qualitative results of the LASSCF and CASSCF
calculations: in no case did NEVPT?2 or PDFT reverse the en-
ergy order of the homolytic and heterolytic dissociated prod-
ucts of MPS, DPS, or TPS (see Table 7, 9, and 10 in the SI
respectively). This is an example of cases in which multiref-
erence methods can provide more accurate electronic structure
information, although they are computationally more expen-
sive than DFT.

IV. CONCLUSION

Describing bond-breaking chemical reactions is a challeng-
ing and crucial task in computational chemistry. In the spe-
cific cases of the mono-, di- and triphenylsulfonium systems,
we observe several advantages of using LASSCF to under-
stand dissociation. First, LASSCF provides additional flexi-
bility in choosing localized active orbitals to capture specific
electronic configurations or states. This user-defined choice
simplifies the active space problem by intuitively construct-
ing chemically meaningful fragments, thereby avoids trial and
error, which is often needed for performing CASSCF calcu-
lations. The fragmentation of the active space provided by
LASSCEF is chemically driven, as shown by LASSCF report-
ing energetics that are comparable to those of CASSCF’s for
the systems studied here. Second, we note that LASSCF qual-
itatively evolves the same set of orbitals in both heterolytic
and homolytic pathways. This feature is shown to be more
beneficial in the heterolytic case, where CASSCF prioritizes
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TABLE IV. DFT results for MPS, DPS and TPS. Dissociation is taken as the lower energy result between UKS-DFT and RKS-DFT

Molecule Functional Dissociation energy (kJ/mol) Spin density and Character
B3LYP-d3bj 314 0.36, N.A.
TPSSh-d3bj 303 0.37, N.A.

MPS BP86-d3bj 284 0.38, N.A.
MO062X 366 0.25, heterolytic
MNI15 353 0.00, heterolytic
B3LYP-d3bj 345 0.64, N.A.
BP86-d3bj 319 0.59, N.A.

DPS TPSSh-d3bj 352 0.63, N.A.
MO062X 394 0.76, homolytic
MNI15 377 0.66, N.A.
B3LYP-d3bj 337 0.82, homolytic
TPSSh-d3bj 326 0.78, homolytic

TPS BP86-d3bj 321 0.71, homolytic
M062X 362 1.00, homolytic
MNI15 361 0.91, homolytic

less chemically meaningful orbitals. In addition, we show that
our LASSCF’s strength remains when the complexity of the
systems increases, and the features that control the orbitals
involved in the reaction accurately remain the same.

We want to emphasize here that LASSCF is a drastic ap-
proximation to CASSCF and the agreement between the two
methods in terms of dissociation energies is specific to the
systems investigated here. In addition, choosing the appro-
priate orbitals for the active space methods systematically
and in an automated way is still an active area of research.
While chemical intuition remains important for choosing the
active space, leveraging data-driven methods such as ma-
chine learning algorithms,> selection criteria based on orbital
information®"-%2 can provide insights for identifying relevant
active space. We also conclude that the MPS ground-state
dissociation is heterolytic, while that of DPS and TPS is ho-
molytic. Currently, excited state methodologies for LASSCEF,
namely LAS-state interaction (LASSI)3, are under develop-
ment. The preliminary results of the ground-state dissociation
we report here provide a solid foundation for further inves-
tigations of the excited states of TPS and their dissociation
pathways.

The present work has meaningful implications for research
at the interface between electronic structure and quantum
computation. In published literature, orbital optimization
has been integrated in the workflow of variational quan-
tum computing simulations as a way of enhancing the ex-
pressive power and optimization landscape of both physics-
inspired®>%* and hardware-efficient ansatzes®>, and as a com-
pelling framework to compute response functions®®. How-
ever, orbital optimization is a delicate operation because
active-space solutions yielded by quantum computing algo-
rithms for near-term devices are imperfect due to algorith-
mic approximations (e.g. ansatz quality), decoherence, and
shot noise®’. The present work highlighted that LASSCF or-

bitals are more robust than CASSCF orbitals. This obser-
vation in turn suggests that LASSCF orbitals may be robust
under the imperfections of active-space solutions mentioned
above. LASSCEF thus appears as a compelling candidate for
a study where quantum computing methods for near-term de-
vices are used in lieu of exact diagonalization as active-space
solvers. Research in this direction is underway.
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guess are listed in Sec. S2. The C-S bonding and antibonding
orbital evolution of DPS and TPS dissociation with LASSCF
is illustrated in Sec. S3. Sec. S4 lists the absolute energies
at equilibrium and dissociation for each system studied with
various methods.
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