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ABSTRACT

In the previous studies of nonlinear saturation of the Buneman instability caused by high electron drift velocity relative to ions, the phase-space
holes and the plateau on the electron velocity distribution function were identified as features of the saturation stage of instability [notably in
the paper by Omura et al., J. Geophys. Res. 108, 1197 (2003)]. We have performed a much longer simulation of the Buneman instability and
observed a secondary instability. This secondary instability generates fast electron-acoustic waves. By analyzing the phase-space plot of ions and
electrons, we show that the fast electron heating and the formation of the plateau of electron velocity distribution function are not due to the
quasi-linear diffusion but due to the nonlinear interaction of ion- and electron-acoustic solitary waves (phase-space holes) by exchange of
trapped electrons in each wave. We also report the details on the intermittent and bursty nature of turbulence driven by this instability.

VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (https://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0197955

I. INTRODUCTION

We revisit the evolution of turbulence in current-carrying plas-
mas by performing long-term particle-in-cell (PIC) simulations to
identify complex nonlinear processes that determine the turbulence
properties. Current-carrying collisionless plasmas exhibit excitation of
a multitude of nonlinear waves and complex turbulence. When the rel-
ative drift velocity between the electrons and ions, vD, exceeds a critical
value, the current-driven instability develops in such a system; in par-
ticular, the instability is strongest when vD exceeds the electron thermal
velocity, vTe.

1 The instability reaches a nonlinear level and transforms
into turbulence that is responsible for several important transport phe-
nomena including anomalous resistivity and electron heating,1–4 both
of which have been observed in plasmas used in a range of applica-
tions, including the tokamak startup,5,6 hollow cathode discharges,2–
4,7,8 space plasmas,9–13 etc. Extensive efforts have been devoted to bet-
ter understanding the correlation between the abrupt change of the
macroscopic parameters (i.e., the electron temperature) and the under-
lying microscopic turbulence physics. However, many effects have still
been not well studied and understood.

Understanding the coupling effects between the ion and elec-
tron waves and their influence on phase-space hole formation and
anomalous electron heating is the motivation for this study. In
warm current-carrying plasmas, ion-acoustic waves (IAWs) are gen-
erated during the onset of the Buneman instability.14 Nonlinear pro-
cesses such as the formation of double layers and phase-space holes
were also identified.15–20 In addition to that, fast and high-
frequency electron waves are also observed both in simulations and
experiments.9–11,21–23 Specifically, the analysis of the cluster mission
data identified electron holes propagating in the Earth’s magnetotail,
which are likely generated by the Buneman instability and responsi-
ble for electron and ion heating.9 Kinetic simulations by Che et al.11

have further proven that in a current sheet, the Buneman instability
grows and traps some electrons while the remaining energetic elec-
trons can drive a two-stream instability. A similar phenomenon of
the closely coupled Buneman instability and electron two-stream
instability were also observed in plasma devices utilized in electric
propulsion and are responsible for the anomalous electron transport
in the thrusters’ plume regions.7,23
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Recently, millisecond measurements of the electron particle fluxes
were performed on the magnetospheric multiscale (MMS) mission sat-
ellites. The agreement between the measured electron fluxes and the
predictions of the 1D model of electron phase-space holes proves the
existence of multiple electron phase-space holes in the magnetopause
reconnection region.10,24 In their measurements, spiky electric field
profiles were observed to occasionally appear in a bursty manner,
implying intermittent turbulence. Despite the direct evidence provided
by the measurements, the physics associated with the intermittency
and phase-space hole formation is not very clear and requires precise
modeling, which is the main motivation of our study.

So far, many kinetic simulations of current-carrying plasmas
have been performed.5,11,20–23 Specifically, Omura et al.25 studied the
nonlinear evolution of the Buneman instability driven by an external
electric field by particle-in-cell (PIC) simulations. They observed that
the electron solitary waves and ion acoustic waves were excited and a
broad electron velocity distribution function (EVDF) plateau formed
at the final stage of the instability. However, the dimension of their
simulations was relatively narrow with only 128 Debye lengths, and
the simulations were run for only 2000 electron plasma periods. The
small system length and simulation time hinder the observation of the
large-scale structures and long-term effects. Therefore, in this paper,
we conducted a prolonged simulation (up to 3.5� 105 electron plasma
periods) with a larger system length (1000 Debye lengths). In addition
to the electron phase-space holes, the formation of ion phase-space
holes and the intermittent nature of turbulence are also observed in
our simulations, providing new insights into the nonlinear processes of
turbulence in current-carrying plasmas.

The paper is organized as follows: the PIC model and its bench-
mark with linear dispersion relation are presented in Sec. II.
Simulation results are discussed in Sec. III, and a summary is provided
in Sec. IV.

II. NUMERICAL MODEL
A. Model descriptions

In this paper, a one-dimensional calculation domain is adopted to
simulate the current-driven instability, as depicted in Fig. 1. Two peri-
odic boundaries are applied at x¼ 0 and x¼ L, i.e., the particles moving
out from one side are re-injected on the opposite side. The length of
the simulation domain is L¼ 1000kDe (where kDe ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e0Te=ene

p
¼ 6:3� 10�5 m is the electron Debye length for the initial plasma den-
sity 1017m�3 and electron temperature 7.0 eV, where e0 is the vacuum
permittivity, e is the elementary charge, Te is the electron temperature,
and ne is the electron number density), upon which a constant electric
field E0¼ 5.0 V/m is imposed to maintain the current. We also perform

simulation with L¼ 2000kDe, and the results demonstrate that the
domain size does not affect the physical process. A similar setup was
used in Ref. 5, describing an inductive startup of a fusion device. It
should be noted that no Buneman instability developed in the simula-
tions of Ref. 5, which may be attributed to the insufficient number of
cells (only 32 cells in total were used). Because we only focus on the elec-
trostatic waves propagating parallel to the magnetic field, the magnetic
field is neglected in our 1D simulations.

Our simulations start from a homogeneous plasma including the
warm ions and electrons with a large relative drift velocity. The mass
ratio mi/me¼ 1836, plasma density n0¼ 1017m�3, electron and ion
temperatures are Te¼Ti¼ 7.0 eV, and the electron drift velocity
vD,0¼ 1.56� 106 m/s are used as the initial parameters. The thermal
velocity is defined as vTe ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kTe=me

p
. Initially, 6.0� 105 macro-

particles are generated for each species. The cell size Dx¼ 1/3kDe
¼ 2.1� 10�5 m is chosen to resolve the Debye length (i.e., 3000 cells in
total), and the time step Dt¼ 6.0� 10�12 s is selected to resolve the
electron plasma frequency (xe Dt¼ 0.1 with xe ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2ne=e0me

p
being

the plasma electron frequency). The typical simulation time is 12 h uti-
lizing 256 CPU cores.

The simulations in this study are performed using the open-
source EDIPIC-1D code. EDIPIC-1D is a parallelized PIC code solving
Poisson’s equation and particle motion equations based on the direct
implicit algorithm26 and can resolve one spatial coordinate and three
velocity components (1d3v). It incorporates a model for secondary
electron emission, the Monte Carlo model of electron–neutral colli-
sions, and the Langevin model of Coulomb collisions for electrons.27

EDIPIC-1D is equipped with a range of diagnostics to facilitate in-
depth analysis of the simulation results. These diagnostics include the
capability to extract phase-space data, visualize electron and ion veloc-
ity functions, and gather data from electric probes placed within the
simulation domain. The EDIPIC-1D code has been successfully
applied to simulate the nonlinear wave coupling process.28,29 We refer
the readers to Ref. 26 for more comprehensive information about the
capabilities and methodologies employed in EDIPIC-1D. In the future
2D and 3D simulations can be performed using EDIPIC-2D and LTP-
PIC-3D codes.30–33

B. Model verification with linear dispersion relation

To demonstrate the accuracy of the EDIPIC code, we performed
a series of simulations of linear dispersion relation. For the initial state,
we assume a shifted Maxwellian for electrons and a Maxwellian distri-
bution for ions, namely,

fe ¼ ne
p1=2vTe

exp � v � vDð Þ2
v2Te

" #
; fi ¼ ni

p1=2vTi
exp � v2

v2Ti

 !
; (1)

where vTi denotes the ion thermal velocity. Correspondingly, the linear
dispersion relation of current-driven instability reads

1� x2
i

k2v2Ti
Z0 x

kvTi

� �
� x2

e

k2v2Te
Z0 x� kvD

kvTe

� �
¼ 0; (2)

where xi represents the ion plasma frequency. Z0ðfÞ ¼ dZðfÞ
df ¼ �2ð1

þ fZðfÞÞ is the derivative of ZðfÞ, where ZðfÞ ¼ 2i exp ð�f2ÞÐ if
�1 expð�s2Þds is the plasma dispersion function. In the long

FIG. 1. Schematic diagram of the one-dimensional simulation domain. It includes a
homogeneous plasma with equal electron and ion number density, i.e.,
ne¼ ni¼ 1017m�3. A constant electric field E0¼ 5.0 V/m is imposed on the whole
domain to maintain the current.
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wavelength limit, if jx=kvTij � 1 and jðx� kvDÞ=kvTej � 1, the dis-
persion function can be written as

x2
r �

k2c2s
1þ kkDeð Þ2 ;

cL �
ffiffiffi
p
8

r
xr

ffiffiffi
2

p
vD

vTe
�

ffiffiffiffiffiffi
me

mi

r
� Te

Ti

� �3=2

exp � Te

2Ti

� �" #
;

(3)

where cs is the ion-acoustic speed. Thus, the stability threshold for a
current-driven plasma is

cL ¼ 0 )
ffiffiffi
2

p
vD

vTe
�

ffiffiffiffiffiffi
me

mi

r
� Te

Ti

� �3=2

exp � Te

2Ti

� �
� 0: (4)

We performed several test cases to verify the simulation results of
EDIPIC against Eq. (4). In these test cases, the mass ratio mi/me¼ 1836
and initial plasma density n¼ 1017m�3 are fixed while the ratio vD/vTe
and Te/Ti are varied. As discussed, a shifted Maxwellian electron distri-
bution function and Maxwellian ion distribution function are adopted
initially. The external electric field is removed in all the test cases. The
verification of the simulation results against the threshold [Eq. (4)] are
plotted in Fig. 2. The black line denotes the threshold and the dots
denote the numerical test cases. In particular, the red triangle dots and
the blue circular dots represent the cases where the instability does and
does not occur. From Fig. 2, one can see that except for several marginal
case points, all the other numerical case points correspond to the stabil-
ity regimes as predicted by Eq. (4), indicating that the EDIPIC simula-
tion results show a good agreement with the linear dispersion relation.
The stability boundary given by linear theory was reproduced success-
fully, which provides a basis for applying our model to investigate the
evolution of current-driven instability.

III. RESULTS AND DISCUSSION

Figures 3(a) and 3(b) present the time evolutions of the instanta-
neous electron drift velocity vD and the thermal velocity vTe,jj, the

velocity ratio vD/vTe,jj and the temperature ratio Te,jj/Ti,jj, respectively.
To capture the temporal evolutions of the instability, a probe is placed
at x¼ 158kDe to record the instantaneous intensity of the electric field
Ejj(t) from xet¼ 0–3.5� 105, as depicted in Fig. 3(c). Here, Te,jj and
Ti,jj are defined as Te;k ¼ meðhv2e;ki � hve;ki2Þ and Ti;k ¼ miðhv2i;ki
�hvi;ki2Þ, where ve,jj and vi,jj are the parallel component of the particle
velocity vector for the respective species, and h� � �i denotes the averages
over all the macro-particles of each species.

As shown in Fig. 3(a), the time evolutions of vD and vTe,jj show a
quasiperiodic pattern. In each period, vD increases at first due to the
acceleration of electrons by the external electric field. When the ratio
of vD/vTe,jj reaches the threshold (in the range 1.22–1.48), the
Buneman instability quickly develops by generating bursts of strong
electric fields; this strong wave electric field decelerates the electron
drift [see Figs. 3(b) and 3(c)] followed by rapid electron heating, lead-
ing to the decrease in vD and the increase in vTe,jj. The ratio of vD/vTe,jj
then falls below the threshold, and thus, the instability decays until
electrons are accelerated to reach and cross the instability threshold
once again. As shown in Fig. 3(b), the interval between two peaks of
vD/vTe,jj increases. This increase in time between peaks is likely attrib-
uted to the following two reasons: (i) The temperature ratio, Te,jj/Ti,jj,
is rising, which raises the threshold of vD/vTe,jj required to generate
Buneman instability. Consequently, electrons need more acceleration
time to cross this threshold; (ii) following the burst, the waves undergo
gradual damping. This signifies that a period of time is needed for the
system to settle down, and the stronger the preceding burst, the longer

FIG. 2. Verification of EDIPIC simulations results against Eq. (4) with vD/vTe and
Te/Ti varied. For all the cases in this figure, the external electric field is removed.
The black line is the stability threshold [Eq. (4)], and the dots represent the
numerical test cases: the red triangle dots and the blue circular dots denote the
cases where the instability does and does not occur, respectively.

FIG. 3. Evolution of (a) the electron drift velocity vD (averaged over the entire
domain) and the thermal velocity vTe,jj, (b) the velocity ratio vD/vTe,jj and the temperature
ratio Te,jj/Ti,jj, and (c) the electric field Ejj at x¼ 158kDe. The simulation parameters are
mi/me¼ 1836, n¼ 1017m�3, Te¼ Ti¼ 7.0 eV, and vD¼ 1.56� 106 m/s.
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this period persists, and the stronger the previous burst, the longer this
period lasts. Throughout this duration, electrons can still experience
deceleration by the waves, thus requiring more time to cross the
threshold. As depicted in Fig. 3(c), the electric field Ejj exhibits pulses
of spike fluctuations, corresponding to the instability burst and decay,
indicating the intermittent nature of the turbulence, consistent with
the recent MMS observations.10,24

Figure 4(a) zooms in on the evolution of vD and vTe,jj within the
time window xet¼ 84 000–92000. One can see that during the burst
phase, electrons experience two stages of heating. We abbreviate them
as SHS (slow heating stage) and FHS (fast heating stage), respectively.
SHS, the first stage, lasts for approximately 1000 electron plasma peri-
ods. Later on, the FHS starts when the maximum heating rate becomes
much higher. The heating of electrons correlates with the variations of
electron velocity distribution functions (EVDFs). As depicted in
Fig. 4(b), from xet¼ 87256 to xet¼ 88 110 at SHS (see red and dark
blue curves), only slow electrons (referred to the electrons with velocity
below vTe,jj) are affected. However, from xet¼ 88110 to xet¼ 90 690
at the FHS stage (see dark blue and yellow curves), the pronounced
peek of EVDF at ve,jj ¼ 3vTe,jj has been flattened, indicating that most
of the drift electrons are thermalized. Ultimately, a big plateau with the
width of �5vTe,jj is created.We will show that the plateau formation is
not due to the well-known quasi-linear diffusion, but instead, the differ-
ent variations of EVDF at SHS and FHS are caused by corresponding
nonlinear processes that will be discussed hereafter.

Figures 5(a)–5(c) display the space–time evolution of the electric
field during the time interval xet¼ 86330–90 327. We also perform
the 2D fast Fourier transform (FFT) of the electric field and plot the
resulting energy spectra jEjj(k, x)j2 in Figs. 5(d)–5(f), respectively. At
xet¼ 86 330–87220, the velocity threshold has not yet been attained.
The amplitude of electric field fluctuations remains small. As shown in
Fig. 5(d), three branches of waves are observed, of which two have low
phase velocity (vph¼xr/k). Their real frequency xr and the wave
number k follow the dispersion relation of the ion acoustic wave. Note
that we call them ion acoustic solitary waves (IASWs) because they
have a solitary structure.

The third branch also exhibits an acoustic-type dispersion with a
phase velocity of 1.1� 106m/s. This value is much higher than the ion
acoustic speed cs¼ 2.8� 104 m/s. We interpret these modes as the
nonlinear electron acoustic solitary waves (EASWs) for the following
three reasons (similar to the findings of Refs. 34–37): (i) The EVDF
has the trapped electron population near the phase velocity of EASWs,
which makes EASWs not suffer the Landau damping; (ii) the waves

have solitary packet structure; and (iii) the value of the wave phase
velocity satisfies the dispersion relation calculated for an EVDF with a
plateau (see the Appedix). Bursts of electron-acoustic solitary waves
after IASWs are also observed in a recent study.38

After xet¼ 87 220, the instability burst occurs and it comes to
the SHS, where the energy density of the EASWs rises by three orders
of magnitude, as depicted in Fig. 5(e). Correspondingly, several coher-
ent large-amplitude wave packets are observed in Fig. 5(b). These wave
packets emanate from an IASW packet and propagate along the elec-
tron drift direction with a speed aligned with the phase velocity of
EASWs (�1.1� 106 m/s). The ejection of EASW packets emanating
from the IASW also signifies an unforeseen coupling between the rela-
tively slow ion dynamics and the fast electron dynamics. The exact
details of the process will require special follow-up studies.

After xet¼ 88110, at FHS, one can see from Fig. 5(f) that only
the ion acoustic waves are seen, which have the phase speed of several
ion acoustic speeds. As depicted in Fig. 5(c), the coherent EASW pack-
ets disappear, and instead, a turbulent state emerges. Particles can still
experience deceleration by the turbulence, causing the slower rise of
vD/vTe,jj [see Fig. 3(b)].

Figure 6 presents the potential profiles at various time points at
the burst stage. As shown in Fig. 6(a), at the beginning of the instability
burst (xet¼ 87256), a wave packet with the amplitude of 10V occurs
near the left boundary. This wave packet moves with a speed closely
aligned with the ion acoustic speed, indicating that it is the IASW
packet. Subsequently at the SHS (xet¼ 87 747), the EASW packet,
characterized as a potential hump, has formed. Except for the pro-
nounced EASW packet, the amplitude of the potential fluctuations is
small. In contrast, at FHS (xet¼ 90 158), the potential profile exhibits
large fluctuations over the whole simulation domain. In addition, a
spiky potential well is observed, which corresponds to the formation of
ion holes in phase space.

The snapshots of the electron phase space [Figs. 7(a1)–7(e1)] and
the ion phase space [Figs. 7(a2)–7(e2)] are plotted to highlight the mech-
anism of electron heating and plateau formation. For clarity, in this
paper, we follow the definition from Ref. 39, and apply the term “elec-
tron–hole” (and “ion hole”) to a localized region where the electron
(and ion) density is lower because of the reduced phase-space density on
trapped particle orbits. Furthermore, for better clarification, if the elec-
trons are trapped in an IASW (or EASW) potential and create an elec-
tron–hole as a result, we call it “IASW-EH” (or “EASW-EH”).

Instead of the quasi-linear diffusion in velocity space, Fig. 7 clearly
shows the occurrence of complex nonlinear processes in phase space. As

FIG. 4. (a) Zoom-in view of the evolution
of the electron drift velocity, vD, and the
thermal velocity vTe,jj during the burst
phase [the orange zoom-in window in
Fig. 3(a)], where SHS and FHS represent
the slow and fast electron heating stages,
respectively. (b) Electron velocity distribu-
tion functions at different time points. The
simulation parameters are mi/me¼ 1836,
n¼ 1017m�3, Te¼ Ti¼ 7.0 eV, and vD
¼ 1.56� 106 m/s.
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depicted in Fig. 7(a1), at the very beginning of the SHS (xet¼ 87 256),
an electron–hole (EH) forms at x¼ 90kDe, which is due to the electron
trapping in the IASW packet [see Fig. 7(a1)]. The IASW packet is gen-
erated by the Buneman instability that occurs when the ratio of vD/
vTe,jj reaches the threshold. Electrons with the velocity below vTe,jj will
be trapped in the potential structure of the IASW packet, thereby
forming the IASW-EH. This IASW-EH is a slow electron–hole

propagating with the speed �cs, depleting the local ions [see
Fig. 7(a2)]. The excitation of this IASW-EH modifies the local EVDFs,
thereby supporting the growth of EASWs. As shown in Fig. 7(b1), at
SHS, electrons are trapped in the EASW packet, creating the EASW-
EHs. Therefore, they are slowed down and thermalized in EASW-EHs,
creating a plateau in the vicinity of v¼ vTe,jj, as depicted in Fig. 4(b).
Namely, the interaction of electrons and EASWs plays a primary role

FIG. 5. Evolution of the wave energy density and the electric field fluctuations. (a)–(c) Fluctuations of Ejj (x,t) and (d)–(f) wave energy spectrum jEjj (k,x)j2 at the pre-burst
phase (xet¼ 86 330–87 220), the slow-heating stage (xet¼ 87 220–88 110) and the fast-heating stage (xet¼ 88 110–90 327). kDi is the ion Debye length. “IASW” and
“EASW” denote the ion- and electron acoustic solitary waves, respectively.

FIG. 6. Potential profiles at various times: (a) xet¼ 87 256; (b) xet¼ 87 747; and (c) xet¼ 90 158.
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in electron heating and plateau formation at SHS. The variations of
EVDF at the SHS are sketched in Figs. 8(a) and 8(b).

As stated above, the amplitude of the potential well of the IASW
packet is around 10V at the very beginning of the burst stage.
Therefore, only the slow electrons with velocity below vTe,jj can be
trapped in IASW-EH. However, since EASW-EHs create many

decelerated electrons (and these electrons are released after the decay
of EASW-EHs), the IASW-EH can further trap more slow electrons,
thus supporting the growth of IASW-EH. The growth of IASW-EH
can be seen in Figs. 7(b1) and 7(c1). Ultimately, a giant IASW-EH
forms at xet¼ 88697 at FHS. As shown in Fig. 7(d1), this IASW-EH
traps the electrons at the velocity up to 3vTe,jj. In this IASW-EH, a

FIG. 7. The snapshots of the electron phase space, the ion phase space, and the profiles of the electrical potential. The letters “a” to “e” correspond to different moments in
time evolution, and the numbers “1” and “2” refer to the electron phase space and the ion phase space, respectively. “EH” denotes the “electron–hole” formed due to the trap-
ping of electrons by the large-amplitude waves. EASW-EH and IASW-EH denote the “electron–hole” formed due to the trapping of electrons by EASWs and IASWs.
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strong phase mixing allows a rapid energy exchange between the high-
and low-energy electron population. As a result, rapid electron heating
is produced at FHS and a huge plateau is created. Namely, at FHS,
electron heating and plateau formation are attributed to the complex
nonlinear interaction between IASW and EASW. The variation of
EVDF at the FHS is sketched in Fig. 8(c).

For ions, they are rarely affected by EASWs in phase space
because they are too slow to be resonant with EASWs, as shown in
Figs. 7(a2)–7(c2). Only the ions at x¼ 90kDe are depleted by the
potential of the IASW packet. The depletion becomes stronger with
the growth of IASW-EH [Fig. 7(d2)]. At xet¼ 90 158, the giant
IASW-EH breaks. Correspondingly, an ion hole is formed. The ion
hole was not seen in previous simulations, e.g., the study of Omura
et al.,25 because both their system length and the simulation time are
too small to capture the formation of giant IASW-EH.

IV. CONCLUSIONS

In this paper, we study the evolution of turbulence ignited by an
external electric field in current-carrying plasmas by performing a
long-term particle-in-cell simulation. The primary findings are sum-
marized as follows:

(1) We unveil the intermittent nature of the current-driven instabil-
ity. Once vD/vTe,jj crosses the threshold 1.22–1.48, the instability
initiates a burst phase, during which vD falls while vTe,jj rises
rapidly, ultimately causing the vD/vTe,jj ratio to drop below the
threshold. Consequently, the instability subsides until the elec-
trons are accelerated and vD/vTe,jj crosses the threshold once
again.

(2) We identify that the electron heating and the formation of pla-
teau of EVDF are not due to the quasi-linear diffusion in veloc-
ity space but the complex interaction between ion- and
electron-acoustic solitary waves.

(3) In addition to the EHs, we also observe the formation of an ion
phase-space hole. The missing of ion hole in previous simula-
tions may be attributed to the insufficient system length and
simulation time.

SUPPLEMENTARY MATERIAL

See the supplementary material for video illustrating the evolu-
tion of the potential, number density, electron, and ion phase space
between xet¼ 85 019 and xet¼ 94 020. The selected time window
covers one burst period.
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APPENDIX: PLATEAU EVDF SUPPORTING EASWS

In this appendix, we will show that the presence of EASWs can
be supported by the formation of the plateau EVDF. At the pre-
burst phase and the very beginning of the burst phase, the EVDF
can be approximated using a shifted Maxwellian distribution func-
tion (for the drift electrons) plus a plateau distribution function (for
the trapped electrons) [see Fig. 4(b)]. The plateau width is �vTe,

FIG. 8. Schematics of the variations of
EVDF manifesting the electron heating at
SHS and FHS. The solid lines represent
the EVDF at the present stage and the
dotted lines represent the EVDF from the
previous stage.
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and it covers the velocity range from v � 0 to v � vTe. The drift
velocity of the drift electron population becomes vD � 2.4 vTe. Since
the plateau is small, the drift population is not strongly affected and
can be written as

fe;drift ¼ C exp � v � vDð Þ2
v2Te

" #
; v 	 vTe; (A1)

where C is a constant parameter to maintain the number density.
The trapped population can be approximated by

fe;Trapped ¼ C exp � vTe � vDð Þ2
v2Te

" #
; 0 
 v < vTe; (A2)

where fe,Trapped¼ fe,drift(vTe) is used. Therefore, the complete EVDF
can be written as

fe ¼

C exp � v � vDð Þ2
v2Te

" #
; v 	 vTe;

0; v < 0;

C exp � vTe � vDð Þ2
v2Te

" #
; 0 
 v < vTe:

8>>>>>>><
>>>>>>>:

(A3)

We only deal with the weak EASWs and the electron density pertur-
bation is small. Therefore, the integral of EVDF over velocity should
be equal to ne. It gives C¼ 0.97ne/(p

1/2vTe) � ne/(p
1/2vTe).

We then follow the treatment in Ref. 35 to calculate the phase
velocity of EASWs, vph,EASW. At first, we can shift the EVDF to the
EASW frame, and thus, the EVDF reads

fe ¼

neffiffiffi
p

p
vTe

exp � v � vD þ vph;EASWð Þ2
v2Te

" #
;

v 	 vTe � vph;EASWð Þ;
0; v < �vph;ESAW;

neffiffiffi
p

p
vTe

exp � vTe � vD þ vph;EASWð Þ2
v2Te

" #
;

�vph;EASW 
 v < vTe � vph;EASWð Þ:

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

(A4)

Since the EASWs are fast, they hardly perturb the ions. Thus, for
ions, the ion distribution function (IVDF) in the EASW frame can
be written as

fi ¼ niffiffiffi
p

p
vTi

exp � v þ vph;EASWð Þ2
v2Ti

" #
: (A5)

In Ref. 35, the dispersion relation for EASWs with plateau distribu-
tion function reads

k2 ¼ 4pe2

me

ð1
�1

1
v
@Fe
@v

dv þ 4pe2

mi

ð1
�1

1
v
@Fi
@v

dv; (A6)

where Fe¼ 1/2 [fe (v) þ fe (�v)] and Fi¼ 1/2 [fi (v) þ fi (�v)] are
the even part of EVDF, and e is the unit charge. Substituting Eqs.
(A4) and (A5) into Eq. (A6), we have

k2 ¼ 2x2
effiffiffi

p
p

v3Te

ð1
vTe�vph;EASW

vD � vph;EASW � v

v

�

� exp � vD � vph;EASW � v

vTe

� �2
" #

� vD � vph;EASW þ v

v

� exp � vD � vph;EASW þ v

vTe

� �2
" #)

dv

þ 2x2
iffiffiffi

p
p

v3Ti

ð1
�1

vph;EASW þ v

v

�

� exp � vph;EASW þ v

vTi

� �2
" #

þ v � vph;EASW
v

� exp � v � vph;EASW
vTi

� �2
" #)

dv: (A7)

Here, we look for the phase velocity of EASWs, which is of the order
of electron thermal velocity. The EASW spectra predicted by
Eq. (A7) are then plotted against the FFT spectrum from the simu-
lation in Fig. 9. As shown, a good agreement is achieved, demon-
strating that the EASWs can be supported by the plateau electron
distribution function.
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