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Abstract11

Simultaneous calculation of atmospheric processes is faster than calculating processes one12

at a time. This type of parallelism is beneficial or perhaps even necessary to provide good13

performance on modern supercomputers, which achieve faster performance through in-14

creased processor count rather than improved clock speed. The scalability of the E3SM15

Atmosphere Model (EAM) is limited by the fluid dynamics which scales up to the num-16

ber of mesh cells in the global mesh. In contrast, the suite of physics parameterizations in17

EAM are scalable up to the total number of physics columns, which is an order of magni-18

tude greater than the number of mesh cells. A proposed solution to unlocking the greater19

potential performance from the physics suite is to solve the physics and dynamics in par-20

allel. This work represents a first attempt at parallel–splitting of the grid–scale fluid dy-21

namics model and the sub–grid scale physics parameterizations in a global atmosphere22

model. We will demonstrate that switching to parallel physics–dynamics coupling extends23

the scalability of the EAM to up to three times the previous peak scalability limit and is24

up to 20% faster than the sequentially split coupling at the highest cores counts and the25

same timestep. Decadal simulations of both coupling approaches show very little impact26

to the model climate. This improved performance does not come without drawbacks, how-27

ever. Parallel splitting requires a shorter timestep and other modifications which largely28

offset performance gains. A mass fixer is required for conservation. Techniques for miti-29

gating these issues are also discussed.30

Plain Language Summary31

In order to improve the computational performance of global atmosphere models the32

community must look at the impact of switching to more parallel splitting of individual33

processes, thus increasing the amount of work that can be distributed over a large number34

of computational units. This work looks at the impact to both accuracy and computational35

performance when the two most expensive components in the E3SM atmosphere model36

(EAM) are coupled in parallel instead of sequentially. The results are mixed: model cli-37

mate does not appear to be impacted by the switch in coupling, however the performance38

gains were modest and fall short of the predicted improvements. This work discusses ex-39

actly why the performance gains fell short and points out the major infrastructure changes40

that would be required to extract the maximum performance gains. The results here will41

be helpful to any effort to adopt parallel-splitting in any multi-physics model.42
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1 Introduction43

The next generation of high performance computing systems will be faster due to44

greater parallelism rather than faster chips. Another trend has been the shift towards hy-45

brid systems that employ a combination of central processing units (CPUs) and graphics46

processing units (GPUs) [Lapillonne and Fuhrer, 2014]. GPUs show promise in that they47

provide an order of magnitude more processing for the same relative power consumption.48

Their downside is that they use simpler processors and porting code from CPUs to GPUs49

presents its own challenges [Michalakes and Vachharajani, 2008; Bertagna et al., 2019]. In50

order to continue solving bigger and bigger problems the global climate modeling commu-51

nity must embrace these new systems, which often have hundreds of thousands of process-52

ing units.53

In the past, when the next generation of high performance computing meant faster54

processors, a significant speed–up in the time–to–solution could be obtained simply mov-55

ing to a new system. In particular, models had already been developed to scale up to the56

available number of computational cores. Next–generation machines, however, require57

more parallelism than current models can provide. This requires a revisiting of model im-58

plementation with a focus on how to produce code that can take advantage of more and59

more processing units. In other words, global climate models must explore ways to gener-60

ate more parallelism.61

Global atmosphere models solve a complex global system that spans a large range of62

temporal and spatial scales. To handle this, the atmosphere is separated into two parts: the63

resolved scale fluid dynamics and the sub–grid scale physical parameterizations. Physics64

and dynamics are typically coupled together using a sequential splitting (also known as65

time–splitting) approach. As described in more detail in Section 2, in sequential split-66

ting (SS) each process is computed sequentially and its effect is felt by subsequent pro-67

cesses. An alternative approach which has not yet found wide–spread use but has recently68

attracted attention is parallel splitting (PS), whereby the tendency for each process is cal-69

culated independently and all process tendencies are combined at the end of each time70

step. Historically, evaluation of parallel splitting in climate models has focused on accu-71

racy and climate impact rather than computational efficiency [Beljaars, 1991; Williamson,72

2013; Barrett et al., 2019]. One exception is Balaji et al. [2016], which showed that run-73
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ning radiation in parallel with other physics processes enabled more frequent radiation74

calls without a penalty in time–to–solution.75

Here we focus on applying the physics suite in parallel with dynamics because –at76

least for the Energy Exascale Earth System Model (E3SM)– physics and dynamics are77

the two largest contributors to atmosphere runtime. Thus parallelizing them provides the78

biggest opportunity for potential speedup.79

The paper is organized as follows. Section 2 will introduce the time–splitting tech-80

niques. Section 3 will discuss the E3SM Atmosphere Model (EAM) and our parallel–81

splitting implemention. Section 4 highlights a series of complications that arise when82

parallel–splitting physics and dynamics. Section 5 will present the results of the parallel–83

split simulations. Finally, Section 6 will present a summary of the results and potential84

future direction. Appendix A: illustrates the differences between parallel– and sequential–85

splitting by analytically examining a simple test problem and Appendix B: provides the86

processors counts for the simulations used in this study.87

2 Time–splitting in global atmosphere models88

As mentioned in the introduction, global atmosphere models must treat a complex89

global system with a range of temporal and spatial scales. The typical spatial resolu-90

tion for a global climate simulation ranges from 25km [Caldwell et al.] to 100km [Golaz91

et al.] or more. Sub–grid scale processes are represented by a set of physics parameteriza-92

tions. These provide a tendency which is then applied in the resolved scale fluid dynamics93

model, typically following an SS coupling implementation.94

There are a handful of variations of the SS approach. Sequential–update–splitting95

(SUS) updates the model state after each process in the sequence. Thus, each process is96

passed an updated model state which reflects the impact of all processes that have pre-97

ceded it. Sequential–tendency–splitting (STS) uses the same base state (typically the state98

at the beginning of the timestep) for each process and incorporates the tendencies from99

previous processes as a constant forcing term. This is particularly useful in cases where100

one process is sub–stepped at a shorter timestep than the other processes, in which case101

the tendencies can be applied partially at the substep timestep. Each of these approaches102

is used in EAM: SUS for the physics parameterization computations, and a variant of STS103

to incorporate the impact of physics in the dynamics calculation. In actuality physics/dynamics104
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coupling in E3SMv1 follows a hybrid sequentially split (HSS) approach which will be105

discussed in greater detail in Section 3. All of these approaches are formally first–order.106

Higher order symmetric–update–splitting methods can also be derived. These involve ap-107

plying all processes at half a timestep in one order and then applying them again in the108

reverse order for another half timestep. These methods are not used in EAM and thus will109

not be discussed in this work. There are many references that explore these approaches110

with idealized settings and in more depth, see [Sportisse, 2000; Dubal et al., 2004; Stani-111

forth et al., 2002a,b].112

The parallel–split (PS) approach specifies that the individual tendencies for each pro-113

cess be calculated independently and then combined at the end of the timestep. The main114

distinction being that neither set of processes are aware of what the other process is do-115

ing until both have completed. This is currently the approach used in E3SM to handle116

sub–grid microphysical tendencies. In contrast to the SS approach, PS does not incur a117

splitting error for single step methods (e.g. forward Euler). A further advantage of this ap-118

proach is that if more computational resources are available they can be fully utilized by119

handling each process simultaneously. Despite the promise of greater utilization of com-120

puter resources this coupling mechanism has not found wide–spread use in the weather121

and climate community. One reason for this is that until recently distributing work over122

the spatial degrees of freedom has provided more than enough work for even the biggest123

supercomputers. In addition Beljaars et. al. found that STS yielded more skillful fore-124

casts [Beljaars, 1991; Beljaars et al., 2004]. We find in this paper a third reason: parallel–125

splitting may require a shorter timestep for stability.126

3 Study Methodology127

3.1 Model Description128

This study is based on the atmosphere component of version 1 of the Energy Exas-129

cale Earth System Model (E3SM) [Golaz et al.]. The E3SM Atmosphere Model (EAM)130

[Xie et al., 2018; Rasch et al., 2019] is broken into four main sections, which are run se-131

quentially, see Figure 1 left panel; 1) the SE–dycore (Dynamics) which solves the equa-132

tions of state [Taylor et al., 2007; Dennis et al., 2012], 2) a set of Before–Coupling Physics133

(BC Physics) parameterizations which handle cloud physics and radiation, 3) the surface134

model contributions which account for the other components in the E3SM suite (land,135
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ocean, sea ice) and 4) a set of After–Coupling Physics (AC Physics) parameterizations136

which handle the remaining physics parameterizations, as well as apply an energy fixer.137

The BC Physics set is the larger of the two and includes: 1) the Zhang–McFarlane deep138

convection scheme [Zhang and McFarlane, 1995; Neale et al., 2008; Richter and Rasch,139

2008], followed by 2) the Cloud Layers Unified By Binormals (CLUBB) [Golaz et al.,140

2002; Bogenschutz et al., 2013] which resolves shallow convection, turbulence and cloud141

macrophysics, 3) aerosol activation [Abdul-Razzak and Ghan, 2000], 4) the 2–moment142

Morrison–Gettelman cloud microphysics scheme [Gettelman and Morrison, 2015; Get-143

telman et al., 2015], 5) aerosol wet deposition [Wang et al., 2013; Liu et al., 2016] and144

6) Rapid Radiative Transfer Model for GCMS (RRTMG) radiation [Iacono et al., 2008;145

Mlawer et al., 1997]. The AC physics suite includes: 1) the dry deposition of aerosols146

[Liu et al., 2012] and 2) gravity wave calculations [Richter et al., 2010]. In both BC and147

AC physics the set of physics–parameterizations are solved using SUS splitting. As the148

names would suggest, BC Physics and AC Physics occur before and after EAM is coupled149

with the remaining surface components in the full E3SM suite.150

The spectral element dycore solves the global set of equations using a spectral ele-151

ment cubed–sphere mesh [Dennis et al., 2012]. Each cube face contains an ne × ne grid152

of spectral elements. The spectral element basis functions are defined as the set of La-153

grangian interpolation functions at the Gauss–Lobatto–Legendre (GLL) points – typically154

referred to as Legendre–Gauss–Lobatto (LGL) point outside of the climate modeling com-155

munity. There are np × np GLL points per element. Each GLL point is used as a column156

for physics calculations. There is no horizontal communication in the physics. For a do-157

main with ne spectral elements per cube face and order np there are 6ne2 total elements158

and 6(np−1)2ne2+2 unique GLL points (= number of physics columns), once overlapping159

GLL points between elements are accounted for. The default spectral resolution is np = 4,160

thus there are approximately 9 times more columns than elements in a given domain.161

As mentioned in Section 2 and illustrated in Figure 2, EAM uses a hybrid–sequential–162

splitting (HSS) approach to handle the coupling of physics and dynamics. In HSS the163

physics provides an updated model state for conserved quantities (water vapor, liquid164

cloud mass, etc.) and model tendencies for non–conserved quantities (temperature and ve-165

locity) to the dynamics. The physics contribution to the conserved quantities such as water166

species and aerosol tracers is applied following a SUS approach, while the physics tenden-167

cies for the non–conserved quantities such as temperature and velocity are applied using168
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Figure 1. Flow diagram for the EAM, default sequential physics/dynamics coupling (left) and parallel

physics/dynamics coupling (right).

178

179

an STS approach with their effect “dribbled in” over a set of remapping substeps. EAM169

adopted this HSS strategy to mitigate issues that arose when either SUS or sSTS alone170

were used to couple all physics with dynamics. The problem with STS is that conserved171

quantities became over–depleted and subsequently corrected in a way which violated en-172

ergy conservation. SUS is not desirable because the rigid sudden adjustment to the model173

state every physics time step produced spurious gravity waves that degraded the solution174

fidelity. The application of HSS addressed these two concerns and produced a good so-175

lution. A detailed description of these problems and the solution are provided in Zhang176

et al. [2018]. All default model simulations employ this coupling mechanism.177

3.1.1 Default model performance180

As noted earlier the SE–dycore scales up to the total number of elements in the dy-181

namics mesh while physics scale to the total number of columns (which is 9× larger). The182

default implementation allows the user to request as many cores as there are columns, but183

only as many cores as there are elements will be used for dynamics; all excess cores will184

sit idle during dynamics. This means that peak scalability is limited by the dynamics.185

–7–



Confidential manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

3.2 Implementation of parallel–splitting in EAM186

The goal of this study is to separate the computation of the physics and the dynam-187

ics onto separate computational cores. This task is made difficult by the four components188

of the atmosphere model described in Section 3.1. In particular, there are a series of MPI189

communication barriers between these sections of code which limit when dynamics can be190

run in parallel with the physics. These barriers and our parallelization strategy are mapped191

out in Figure 1, right panel. The most critical use of MPI barriers is related to the surface192

coupling: at this point all computational cores must be reassigned to surface processes.193

With the exception of the ocean model, the surface models must be run sequentially with194

EAM. As a result it is not possible to run the atmospheric dynamics concurrently with the195

full suite of physics parameterizations without moving away from a 4–stage atmospheric196

software architecture — which would require massive infrastructure investment. Keeping197

the current software architecture, we could run dynamics concurrently with either the BC198

or AC physics parameterizations but not both. Given that BC physics is the most expen-199

sive of the two it was chosen. A complete restructuring of EAM would allow for more200

complete parallelization. In that sense, the results shown here provide a lower bound on201

the benefits of PS. That said, AC physics only accounts for ≈ 10 − 15% of the overall202

physics run time so the potential for gains is fairly modest. We are currently rewriting the203

EAM in a way that will enable full physics dynamics parallelism as part of a larger long–204

term effort.205

Mechanically the changes needed to run dynamics and physics in parallel were rel-206

atively minor and focused on two parts of the EAM infrastructure. First the initialization207

of physics and dynamics domain decompositions had to be adjusted so that a computa-208

tional core could only be assigned to the dynamics or the physics but not both. Second, in209

the standard SS configuration the physics produces tendencies for the prognostic variables210

which are passed to dynamics. These tendencies are then applied in dynamics following211

one of the approaches described in Section 2. At the end of the dynamics step the model212

state is passed back to physics to initiate the next timestep. In the PS configuration the213

transfer and subsequent application of the physics tendencies was delayed until after both214

physics and dynamics had finished their respective calculations. As will be discussed in215

the following section, the final application of vertical remapping and horizontal hypervis-216

cosity was also delayed until after the physics tendencies could be applied to the updated217

dynamics state, see Figure 3.218
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Figure 2. Flow diagram for the EAM using default sequential physics/dynamics coupling. All MPI ranks

assigned the same set of tasks. Dashed boxes represent processes that are substepped.

219

220
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Figure 3. Flow diagram for the EAM using parallel physics/dynamics coupling. MPI ranks are separated

into physics tasks (left) and dynamics tasks (right). Dashed boxes represent processes that are substepped.

221

222
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Table 1. Spectral element domains and their respective number of elements and columns241

Mesh Size Avg. Nodal Distance # of Elements # of Columns

ne4np4 7.5◦ 96 866

ne11np4 2.7◦ 726 6536

ne16np4 1.9◦ 1536 13826

ne30np4 1.0◦ 5400 48602

3.3 Experimental Design223

In order to assess the impact of shifting to a parallel-split physics/dynamics coupling224

paradigm, a series of simulations were conducted using the default sequentially–split ver-225

sion of E3SMv1 and the parallel–split version of E3SMv1. Parallel–split and sequentially–226

split simulations were conducted with a variety of total core counts to assess performance227

impact. All simulations were conducted with all forcings and sea surface temperatures228

(SST) set at anually–repeating year 2000 conditions. All simulations use 72 vertical levels229

in the atmosphere. Ten–year simulations at 1◦ resolution were used to evaluate the im-230

pact of parallel–split versus sequentially–split coupling on model climate. Computational231

performance was tested with 5 day simulations on the 7.5◦, 2.7◦, 1.9◦ and 1.0◦ degree232

meshes without writing any output, see Table 1 for mesh details. As explained further in233

Section 4.1, the parallel–split simulations required a reduced ∆t for numeric stability, see234

Table 2. The simulations using the sequentially–split configuration were run with the de-235

fault ∆t as well as the reduced ∆t. Scalability was tested on two computational platforms:236

a conventional CPU machine called Quartz at Lawrence Livermore National Laboratory237

(running 2.1 Ghz Intel Xeon E5-2695 chips with 36 cores/node) and a Knights Landing–238

based system called Cori–KNL at the National Energy Research Scientific Computing239

(NERSC) center (running 1.4 GHz Intel Xeon Phi Processor 7250 with 68 cores/node).240
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Table 2. Set of ∆t values used for each simulation, as discussed in Section 4.1.242

Mesh Size Type ∆tphysics ∆tcloud ∆tradiat ion ∆tremap ∆tdynamics

7.5◦ Default 120min 20min 120min 60min 30min

Reduced 60min 20min 60min 60min 30min

2.7◦ Default 120min 20min 120min 30min 15min

Reduced 40min 20min 80min 40min 13.3min

1.9◦ Default 30min 5min 60min 30min 10min

Reduced 30min 5min 60min 30min 10min

1.0◦ Default 30min 5min 60min 15min 5min

Reduced 15min 5min 60min 15min 5min

4 Issues with parallel–splitting implementation243

4.1 Stability due to timestep244

The timestep limitations for SS can differ greatly from those for PS, see Appendix245

A.1 for greater detail. Thus many of the assumptions that control the timestep limitations246

for a SS model must be reconsidered when switching to a PS implementation.247

As evident in Table 2, the timestep for a simulation in EAM is actually a collec-248

tion of timesteps that are determined for each individual process in the model. The main249

timestep in the model can be referred to as the physics or coupling timestep, and repre-250

sents the frequency of physics and dynamics coupling. Within both dynamics and physics251

there are a set of processes which are substepped at a smaller timestep. Dynamics is con-252

trolled by the CFL condition, which typically requires a shorter dynamics timestep than253

physics. Additionally, the vertical pressure level thickness is allowed to expand and con-254

tract due to the vertical Lagrangian transportation of mass. This requires a remapping255

timestep where the vertical pressure levels are remapped onto a standard set of pressure256

levels to avoid the complete collapse of any layers. See Dennis et al. [2012] for more de-257

tails of the vertical pressure coordinate system. The remap timestep is typically shorter258

than the physics timestep but larger than the dynamics timestep. In physics, it was deter-259

mined empirically that the CLUBB macrophysics and MG2 microphysics must be tightly260

coupled and run at a reduced cloud timestep. Conversely, the relatively slow process of261
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radiation can be run at a much larger timestep, and is thus typically super–stepped in the262

model. In the case of the default 1◦ EAM configuration the physics timestep is 30min. In263

dynamics the solution is remapped every 15min, or twice per full timestep, and the dy-264

namics itself is run at a 5min timestep, or 3 times for every remap step and 6 substeps265

total. The cloud timestep was empirically determined to be optimal at 5min, so CLUBB266

and MG2 are substepped 6 times per physics step. Finally, radiation is run hourly and thus267

is only updated every other timestep. Similar configurations are set for other mesh resolu-268

tions.269

Empirically we determined that stability for the PS implementation requires the270

physics timestep to be reduced to roughly the remapping timestep. For a typical 1◦ sim-271

ulation this meant a reduction of physics timestep to 15min. This is a problem because272

it eats away at the efficiency gains we get by parallelizing physics and dynamics. This273

slowdown is not as detrimental as it sounds because the dynamics, macrophysics, micro-274

physics and radiation timesteps remain unchanged. Thus, in order to maintain stability in275

the model, dynamics, macro– and micro– physics only need to be substepped 3 times in-276

stead of 6 and the radiation can still be super stepped hourly. As a result the reduction in277

timestep only produces about a 20% performance penalty in the cost of the atmosphere278

component. Note that for the 1.9◦ we found there is no need to reduce the timestep. The279

physics timestep is equal to the remapping timestep by default, and for this mesh simula-280

tions remained stable at the default timestep. The impact on the full model was not exam-281

ined in this study, the increased coupling frequency between the atmosphere and surface is282

expected to incur an extra performance cost.283

4.2 Stabilization mechanisms284

Most global atmosphere models apply some form of diffusion to limit the propaga-285

tion of high frequency modes. Formally the SE dycore has three steps, 1) application of286

the physics tendencies, 2) solve the conservation of momentum and mass from the equa-287

tions of state and 3) the application of horizontal hyper-viscosity to remove high frequency288

modes in the solution, see Dennis et al. [Dennis et al., 2012]. In the default SS configu-289

ration the hyper-viscosity is applied following every dynamics step. Because the physics290

tendencies are coupled before dynamics the hyper-viscosity smooths any high frequency291

noise introduced by the physics. In a PS configuration the hyper-viscosity becomes de-292

coupled from the physics tendencies allowing high frequency waves to propagate through293

–13–



Confidential manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

the simulation. In order to ensure that hyper–viscosity is able to act on the solution after294

physics, the application of hyper-viscosity after the final dynamics step is delayed until295

after the physics and dynamics impacts have been combined.296

As water vapor mass is moved during the dynamics, pressure layers can collapse297

leading to numerical inconsistencies. To mitigate this issue the spectral element dycore298

employs a vertical remapper which projects the current solution onto a set of regular pres-299

sure based vertical coordinates. The remapper also has a slight smoothing effect on the300

vertical profiles of the solution. Remapping before physics tendencies are applied can in-301

troduce an inconsistency as the physics tendencies are defined on the set of pressure layers302

from the beginning of the timestep. To ensure consistency, the remapping step is similarly303

delayed until after physics and dynamics have been combined, see Figure 3.304

This application of hyper–viscosity and vertical remapping occur once the physics305

is finished and are part of the non–parallel portion of the code. Since they are somewhat306

expensive this also limits the benefit of parallel–splitting. In our experiments the extra cost307

incurred by this step was equivalent to half the cost of the rest of dynamics. Models with308

more numerical diffusion and without a floating vertical grid may be able to reap more309

benefits from parallelization by not having to employ these steps.310

4.3 Mass conservation311

A major concern when applying the tendencies of two different processes in paral-312

lel is the risk of mass conservation violations. This issue arises from the fact that neither313

process is aware of the other, thus if both processes sufficiently deplete a resource, their314

combined tendency can cause that resource to become negative. This is already a risk for315

STS and is one of the main reasons that EAM switched to the HSS.316

There are a number of approaches to mitigate mass conservation violations. The317

simplest solution is mass-clipping, by which any negative mass is "clipped" to zero. This318

has the impact of increasing the local mass to accommodate the strong negative tenden-319

cies. The risk of this approach is that globally you are increasing the mass which is non–320

physical and could lead to unrealistic feedbacks. Despite these drawbacks this is the ap-321

proach employed by default in any case where mass violations might occur in EAM. More322

sophisticated methods "borrow" the mass from neighboring columns. This can be done323

locally over an element or a vertical column. Redistributing mass to account for mass con-324
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servation violations helps preserve global mass. However, this redistribution of mass in325

the system could lead to unrealistic states or tendencies. Additionally, there may not be a326

sufficient amount of mass in the neighboring columns or levels to account for the negative327

mass that must be fixed, so conservation may still not be entirely assured.328

Global mass redistribution could potentially fix the issue by borrowing a very small329

amount of mass everywhere to fill in all holes. The two main benefits to this approach is330

that global mass will be conserved and that the amount of mass that must be redistributed331

is relatively small. Thus we may expect the non–physical effects of the movement of mass332

to be minor. This approach has not been widely adopted for two reasons, one is that the333

perturbations from the transportation of even a small amount of mass over long distances334

instantaneously could propagate errors that impact the fidelity of the long simulations typ-335

ically run with GCMs. A second concern is that global operations require inter–processor336

communication, which can greatly slow down simulations.337

We explored each of these approaches to address mass conservation violations in338

the PS version of EAM. There was little difference observed in the climate of the differ-339

ent simulations over our 10–year simulation horizon, so all simulations in this study use340

the mass–clipping approach. Figure 4 contrasts the total water mass (the sum of vertically-341

integrated vapor, liquid, and ice) and precipitation from the standard model?s HSS ap-342

proach and from PS with mass clipping. For ease of comparison, the climatological an-343

nual cycle is removed from both panels. This graphic gives no indication that clipping344

negative water leads to growth in growth in total mass in the system. In fact, the least-345

squares regression for PS over this 10–year period (dashed red line near zero) has lower346

slope than for HSS. In addition to long-term drift, it is possible that clipping could affect347

individual events by changing water availability. We will show in Section 5.1 that such348

changes have no discernible impact on model climate over 10 years. We see in Figure349

4 that there is a slight tendency (by ˜10%) for PS to have larger global-average anoma-350

lies than HSS. This may or may not be related to clipping. The main way that clipping351

might affect extremes is through increased precipitation, so we include in the lower panel352

the timeseries of global-average precipitation (with annual cycle removed). Precipitation353

does have non-zero trend over the 10 year simulation because the model hasn?t come into354

equilibrium yet. The long-term slope of the PS run is, however, lower than that for HSS.355

This lays to rest the concern that clipping is supplying extraneous precipitation to PS. PS356

standard deviation is ˜3% smaller than that of HSS. In short, we find no clear indication357
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Figure 4. T361

otal monthly global average anomaly, defined as the total average with the climatological annual

cycle removed, for water mass g/m2 (top panel) and precipitation mm/day (bottom panel) over ten

years of simulation. Default HSS simulations shown in blue with a solid line and circles, PS results

shown in red with a dashed line and squares. The overall trend lines for both HSS and PS are

shown with light–blue and light–red lines respectively.

that clipping in PS is having an appreciable impact on model behavior. More testing (par-358

ticularly of impact on local events and trends over centennial scales) would be necessary359

before PS was adopted operationally.360

5 Results362

5.1 Climatological Impact363

Climatologies for a set of 10 year sequentially–split and a parallel–split simulations364

were evaluated using the E3SM–Diags toolkit [Zhang et al., 2017], which is similar to the365

AMWG Diagnostics package (http://www.cesm.ucar.edu/working_groups/Atmosphere/amwg-366

diagnostics-package). The physics timestep for both simulations followed the reduced367

timestep criteria required for stability in the PS version of the model (∆t = 15min). See368

Table 2 for a full list of model timesteps used. Figure 5 shows a set of Taylor diagrams369
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Figure 5. Taylor diagram for 10 year climatologies comparing the parallel–split solution of E3SM with the

standard sequentially–split E3SM taken as "truth", a) Winter: DJF, b) Spring: MAM, c) Summer: JJA and d)

Autumn: SON.

378

379

380

[Taylor, 2001] comparing the parallel–split simulation with the sequentially–split simula-370

tion for the four seasons. It is clear from the figure that the two simulations are incredibly371

similar. The worst case is over the northern hemisphere winter months of December, Jan-372

uary and February. But even here, the spatial correlation for all variables is greater than373

0.97. The main takeaway from these results is that switching from sequentially–split to374

parallel–split has very little climatological impact on the solution. Running longer and375

including an interactive ocean may change this result, but it is outside the scope of this376

initial performance–focused exploratory study.377
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5.2 Performance Impact381

Our main motivation behind adopting a parallel–split paradigm for coupling physics382

and dynamics is to improve the computational efficiency of the model at high core counts.383

In principal both of these components are perfectly scalable. As noted earlier, the dy-384

core scales to the total number of elements and the physics scales to the total number of385

columns which is 9× larger for typical E3SM configurations. In the default SS configura-386

tion, the overall scalability of the model is limited to the least scalable of these two com-387

ponents, in this case the total number of mesh cells. A PS configuration scales to roughly388

the sum of maximum core counts for both physics and dynamics. Thus, there is the poten-389

tial to extend the scalability of the model by a full order of magnitude using parallel–split390

physics/dynamics coupling.391

In reality, the time to solve the dynamics on one mesh cell is larger than the time to392

solve one physics column. Thus in PS with a dynamics core for each element and one col-393

umn per physics core, the cores assigned to physics can sit idle for some time. Optimum394

performance can be gained by a proper load balancing of physics and dynamics cores such395

that the approximate time to complete one dynamics step and one physics step are equal.396

For all simulations here a reasonable effort was made to optimize the physics/dynamics397

load–balancing on a case by case basis to provide the best estimates of PS performance,398

see Appendix B: for details. The ratio of computation time between a mesh cell and a399

physics column varied by mesh resolution. At the lowest resolution, 7.5◦, an individual400

physics column was on average more computationally expensive than a mesh cell, with401

an average element:column cost ratio of 0.53. This is most likely related to the increased402

frequency of radiation, which has the same timestep as the physics. For the simulations403

at higher resolution, the average cost of a mesh cell varied depending on if radiation was404

called during the timestep. For timesteps when radiation was not active the average cost405

of a mesh cell was greater than a physics column with ratios of 2.17, 1.52 and 2.51 for406

resolutions of 2.7◦, 1.9◦ and 1◦ respectively. These ratios dropped to 1.34, 1.11 and 1.51407

when considering timesteps where radiation was active. A more comprehensive study fo-408

cusing on load balancing could potentially increase the performance gains obtained in this409

study.410

The timing results are shown in Figure 6. On the positive side, the parallel–split411

simulations scale to roughly triple the number of cores that the sequentially–split simu-412
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lations do. Unfortunately, the parallel–split simulations are much slower overall at most413

core counts. It isn’t until we reach the highest possible core counts of 1 or 2 columns414

per core that the parallel–split runs surpass the performance of the sequentially–split so-415

lution. At the highest core counts, the parallel–split solution is roughly 15–20% faster416

than the sequentially split solution with the same timestep and only slightly faster than417

the sequentially–split solution at the default timestep for the 1.9◦ and 1◦ resolutions. This418

pattern is observed on both sets of computational architectures, suggesting that the scala-419

bility and performance improvements of the parallel–split solution is independent of com-420

putational platform. Given that we are -in theory- unlocking ≈ 10× more parallelism and421

running the two most expensive pieces of the atmosphere simultaneously, this result is a422

bit disappointing. Better results may be possible with other models or more massive in-423

frastructure changes.424

Figure 7 examines the timing results in terms of computational cost vs. time–to–425

solution. Here we see that PS is consistently more expensive in terms of overall compu-426

tational hours for similar time to solution when compared with HSS at both the default427

and reduced timesteps. It is only for the fastest time to solutions that PS is cheaper than428

HSS, and only marginally so, and only for the same timestep. This is a reflection of the429

relatively high base computational cost for PS, as measured by the static computational430

cost at the slowest simulations. This floor in computational cost for PS is ~56% higher431

than the HSS (∆treduced) simulations and ~84% higher than the default HSS simulations.432

The general trend of PS accomplishing a shorter time–to–solution than HSS for the same433

timestep demonstrates that there is room for improvement. As long as the base computa-434

tional cost for PS could be significantly reduced.435

5.3 Impact of stability fix on performance444

The most striking observation from the performance results is that the parallel–split445

model underperforms at low core counts. This can be explained by considering the steps446

taken to stabilize the model after the tendencies from both physics and dynamics are com-447

bined at the end of the timestep. The hyperviscosity and vertical remapping steps are ex-448

pensive. As a result, there is significant speedup in terms of the actual time–to–solution449

for the individual dynamics and physics solvers, but a tremendous sink in time spent in450

the hyperviscosity and remapping steps as the last action in a timestep. The hyperviscosity451

and remapping infrastructure is contained inside the dynamics solver, thus only the cores452
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Figure 6. EAM performance in simulated years per compute day (SYPD) for four meshes at multiple core

counts for sequential–split (solid lines) and parallel–split (dashed lines) at the reduced ∆t and at the default ∆t

(dotted line). The vertical dashed lines show the peak scalability for sequentially–split. Recall that for the 1.9◦

resolution there is no reduced ∆t simulation. Cori–KNL results shown in blue, Quartz results shown in red.

436

437

438

439
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Figure 7. EAM simulation cost in computational core hours per simulated year for four meshes at multiple

core counts for sequential–split (solid lines) and parallel–split (dashed lines) at the reduced ∆t and sequential–

split (dotted line) at the default ∆t. Recall that for the 1.9◦ resolution there is no reduced ∆t simulation.

Cori–KNL results shown in blue, Quartz results shown in red.
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441

442

443
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which have been assigned a section of the dynamics domain are able to contribute to the453

hyperviscosity and remapping steps. As a result, the cores assigned to physics must all sit454

idle waiting for the final stabilization step to be applied. In a simulation with optimal load455

balancing, the number of cores assigned to physics is significantly greater than the number456

assigned to dynamics, thus having physics cores sit idle during hyperviscosity and remap-457

ping is inefficient. Recall that the final application of hyperviscosity and vertical remap-458

ping has a cost equivalent to 50% of the dynamics step. In a case where physics and dy-459

namics are properly load–balanced an improvement in the PS efficiency by roughly 50%460

would be possible without this extra stabilization step. Instead, it is necessary to maintain461

significant resources for dynamics to minimize the cost of this step. We were able to run462

the SE dycore stably without moving the final hyperviscosity step, but doing so required a463

significantly reduced model timestep of ∆t = 5min.464

Recent work by Herrington et al. [Herrington et al., 2019], which explores running465

the physics parameterizations on a coarser finite volume mesh, may obviate the need to466

apply hyperviscosity after physics. Preliminary parallel–split results using a PG2 physics467

domain have shown that smoothing from mapping between SE and FV meshes is enough468

to retain stability at the reduced timestep.469

6 Conclusions470

A parallel-split algorithm for coupling physics and dynamics in an atmosphere model471

has been successfully implemented. Parallel splitting did not show a significant change to472

model climate. There was a marginal improvement to model performance at the highest473

core counts. It was necessary to reduce the timestep of the simulation to maintain stabil-474

ity, in practice the timestep matched the remapping timestep. Additionally, the internal475

diffusion mechanisms of hyperviscosity and vertical remapping needed to be applied after476

the coupling of physics and dynamics tendencies to keep the model stable. These two re-477

quirements incurred an extra computational cost on the parallel-split solution that largely478

countered the performance gains from running dynamics and physics in parallel on sep-479

arate cores. Note, however that using a shorter physics/dynamics coupling timestep has480

benefit in itself because it reduces time truncation error. PS may be viewed as an efficient481

way to accomplish this. At the highest possible core counts a performance improvement482

of 10 − 20% over the default model was observed.483
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It is important to consider that this study represents in some sense a lower bound484

on the performance improvements that can be gained from parallel–splitting. Software in-485

frastructure issues in the E3SM model limited the degree of parallelism we could obtain486

without a significant overhaul of the code. A more comprehensive rewrite of the atmo-487

sphere model could unlock greater performance gains from parallel–splitting, as evidenced488

by the improved scalability of the parallel–split simulations. Most of the performance loss489

is due to the extra stabilization step that is taken after the physics and dynamics tenden-490

cies are coupled together. If hyperviscosity and vertical remapping could be a) made com-491

putationally more efficient or b) be distributed over more cores this would decrease their492

performance impact. Similarly, in models where the physics calculations are considerably493

more expensive the benefit of being able to apply more cores to physics through parallel–494

splitting will improve the relative performance. Examples of these sorts of models would495

be bin microphysics or cloud resolving models (CRMs).496

Based on these results, parallel–splitting of physics and dynamics does offer some497

potential for improved performance, especially at the highest core counts. But a great deal498

more work would need to be done in terms of the code infrastructure and efficient stabi-499

lization mechanisms before it would be a valid approach for the domains and machines500

that currently run global atmosphere models to adopt.501

A: Canonical problem502

To illustrate the properties of parallel– and sequential– splitting approaches we con-503

sider the simple problem used in Caya et al. [Caya et al., 1998] which contains the “mini-504

mum ingredients”,505

dF (t)
dt
+ βF (t) = G, (A.1)

where β and G are both constant and represent fast and slow processes respectively. The

term G can be thought of as a sub–grid scale forcing term which is constant over the

timestep, while βF = (a + bi)F may represent some combination of damping (real part)

and oscillation (imaginary part). We will use time–splitting to apply different timesteps for

each process in the sequence. Suppose dF
dt = −βF is sub–stepped n times at a timestep

of ∆tβ , then dF
dt = G is integrated with a long timestep of ∆tG = n∆tβ . If we consider

the fully–explicit sequentially–update–splitting (SUS) solution where the slow process is
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applied first in the sequence we get,

Step 1:

F∗ = F (t) + n∆tβG, (A.2)

Step 2:

F (t + n∆tβ ) =
(
1 − β∆tβ

)n
F∗. (A.3)

Note, this has an advantage in global atmosphere models where the physics parameteriza-506

tion can use much larger time steps than the dynamics.507

If we consider the parallel–split (PS) solution we first must determine the tendency

for each process in the absence of the other and combine the tendencies to advance one

timestep, as follows,

Step 1:

δG = G

δβ =

(
(1 − β∆tβ )n − 1

n∆tβ

)
F (t)

Step 2:
F (t + n∆tβ ) − F (t)

n∆tβ
= δG + δβ (A.4)

Simplifying the terms in equation (A.4) we get,508

F (t + n∆tβ ) = (1 − β∆tβ )nF (t) + n∆tβG (A.5)

A.1 Timestep constraints509

To illustrate the timestep constraint in SUS we apply the following condition to510

Equation A.3,511

|F (t + ∆ntβ )/F (t) | ≤ 1 (A.6)

Which yields,512

�����
(1 − β∆tβ )n

(
1 + n∆tβ

G
F

) ����� ≤ 1 (A.7)

which implies the recursive formula for the upper bound,513

n∆tβ ≤

(
1 ∓ ���(1 − β∆tβ )n ���

)
���(1 − β∆tβ )n ���

�����
F
G

�����
(A.8)

where the ∓ is determined by the sign of the ratio F/G, i.e. if F/G > 0 then (−) and if514

F/G < 0 then (+). An obvious difficulty with this analysis is that we must recursively find515
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the largest n such that this relationship still holds. Another issue is the dependence on F516

for determining ∆tβ and n. Although some knowledge regarding the behavior of G and/or517

limits on F can mitigate some of these issues.518

If we conduct a similar analysis for the PS approach we get.519

�����
(1 − β∆tβ )n + n∆tβ

G
F

�����
≤ 1 (A.9)

Which leads to an upper stability bound of,520

n∆tβ ≤
(
1 ∓ (1 − β∆tβ )n

) �����FG
�����

(A.10)

where again the sign chosen for ∓ is determined by the sign of the ratio F/G, as with521

SUS.522

Given equations (A.8) and (A.10) and taking ∆tβ → 1
b =

1
Re(β) , which is the largest523

timestep that won’t change the sign of F, we can clearly see the differences in both meth-524

ods. For the SUS approach there is no bound on n. In the PS approach the timestep is525

bound by the ratio of F and G. In fact, when F and G are the same sign SUS will always526

have a larger upper bound on n. When the signs of F and G are opposite the PS approach527

only has a higher upper bound on n when ∆tβ > 1. Thus we can conclude that SUS and528

PS have different timestep criteria, and it is only SUS that allows for an unbounded n.529

B: Case setup for simulations530

Set of tables describing the number of processors assigned to dynamics computa-531

tions and physics computations for performance study comparing hybrid–sequentially–split532

(HSS) and parallel–split (PS) simulations.533
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Table B.1. EAM configuration for the sequentially split 7.5◦ simulations534

HSS PS

Total Dynamics Physics Total Dynamics Physics

2 2 2 4 2 2

3 3 3 6 3 3

4 4 4 8 4 4

6 6 6 12 6 6

8 8 8 16 8 8

12 12 12 24 12 12

16 16 16 32 16 16

24 24 24 48 24 24

32 32 32 64 32 32

48 48 48 96 48 48

96 96 96 192 96 96

174 96 174 270 96 174

290 96 290 386 96 290

433 96 433 529 96 433

866 96 866 962 96 866
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Table B.4. EAM configuration for the sequentially split 1.0◦ simulations537

HSS PS

Total Dynamics Physics Total Dynamics Physics

150 150 150 300 150 150

180 180 180 360 180 180

200 200 200 400 200 200

216 216 216 432 216 216

225 225 225 450 225 225

270 270 270 540 270 270

300 300 300 600 300 300

360 360 360 720 360 360

450 450 450 900 450 450

540 540 540 1080 540 540

600 600 600 1200 600 600

675 675 675 1350 675 675

900 900 900 1800 900 900

1080 1080 1080 2160 1080 1080

1350 1350 1350 2700 1350 1350

1800 1800 1800 3600 1800 1800

2700 2700 2700 5400 2700 2700

5400 5400 5400 10800 5400 5400

6076 5400 6076 11476 6076 5400

8101 5400 8101 13501 8101 5400

9721 5400 9721 15121 9721 5400

12151 5400 12151 17551 12151 5400

24301 5400 24301 29701 24301 5400

48602 5400 48602 54002 48602 5400
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