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PREFACE

On February 28 through March 2, 1978, the Annual Plutonium Information
Conference was held in San Diego by the Nevada Applied Ecology Group.
Many presentations by the NAEG research groups were summarizing reports.
A few discussed progress to date on certain projects. And, the third
day of the conference was set aside for contributed papers, mostly from
institutions other than NAEG-contracted organizations. This publication,
printed in two volumes, is of the proceedings of the conference, per-
haps the best meeting ever held by the NAEG.

During the months preceding the conference, environmental research
funding was curtailed for many of the NAEG projects in favor of test-
directed activities at the Nevada Test Site. It is anticipated that
these projects will be resumed at normal levels when additional funding
is restored to the delayed aspects of the DMA-funded program.

New projects this year were reported to be in the initial phases of
study, and the study plans were presented by the principal investigators.
Of particular interest were the reports by Ausmus and Dodson (BCL)
concerning the effects of transuranics on desert ecosystem processes; by
Baker, Pillay, Rose, and Ciolkosz (Penn State) with reference to develop-
ment of an approach for monitoring plant availability of transuranics in
Nevada Test Site soils; and plutonium-bearing particle analysis discussed
by Couch and Efurd (MCL).

Plutonium Valley in the spring (cover design) was one of the most beauti-
ful areas at the Nevada Test Site this year. Hundreds of breathtaking
wildflower species, including the purple sagebrush, profusely decorated
the hills and slopes of this Area 11 location of certain NAEG environ-
mental plutonium study sites.

At the conference, Paul Dunaway, Chairman of the Nevada Applied Ecology
Group Steering Committee, read a letter from Maj. Gen. J. K. Bratton,
Director, Division of Military Application, U.S. Department of Energy,
Headquarters, to Nevada Applied Ecology Group management and contractor
and letter of agreement personnel, congratulating them on continued
outstanding contributions toward the goals of the important objectives
of the environmental plutonium program at U.S. Department of Energy's
Nevada Test Site. We should like to add our appreciation for the con-
tinued support of DMA and efforts of the Nevada Applied Ecology Group
scientific investigators, advisory committee members, and other technical
and professional people associated with the Nevada Applied Ecology Group
research studies.

Certain Holmes & Narver, Inc., personnel deserve special recognition for
their outstanding cooperation with the NAEG in the publication of reports
and documents: Paul G. Noblitt, Henry B. Gayle, and Timothy M. Catt of
Technical Support; and Ruth Preston, Murry Battle, Linda Daniels,

Marlena Eckel, Camilla Harbeson, Lorine Jackson, and Shirley Smith of

vii



the Word Processing Center. We also express special thanks to Winnie A.
Howard, NAEG staff; David N. Brady, NAEG/NTS Coordinator (Reynolds
Electrical & Engineering Co., Inc.); Evan M. Romney, University of
California, Los Angeles, Laboratory of Nuclear Medicine; Richard O.
Gilbert, Battelle Pacific Northwest Laboratories; Edward H. Essington,

Los Alamos Scientific Laboratory; to Margaret Schmitt, Robert L. Hitechew,
Richard H. Johnston, Robert R. Loux, John A. Koch, Robert W. Newman,

Troy E. Wade, and Mahlon E. Gates (Manager), Nevada Operations Office;

and to Gordon C. Facer, HQ/DMA.

Mary G. White
Scientific Program Manager
Nevada Applied Ecology Group

Paul B. Dunaway
Chairman, Steering Committee

Nevada Applied Ecology Group
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ON THE ESTIMATION OF SPATIAL PATTERN
FOR

ENVIRONMENTAL CONTAMINANTS

R. 0. Gilbert

Battelle Memorial Institute, Pacific Northwest Laboratory
Richland, Washington

ABSTRACT

The estimation of the spatial pattern or geographical distribution of
environmental contaminants or other spatial variables is often of interest
in environmental sampling programs. One approach to this problem is to
estimate the variable of interest at regular intervals om a grid covering
the study site using data collected at various locations over the area.

In this paper, we examine the performance of an iterative procedure for
estimating the grid values. A two-phase least squares procedure is
applied three times: first to the observed data, then to the residuals
from the first fit, and finally to the residuals from the second fit.

The three estimated grids are added together for the final grid estimates.
Results are displayed as contour maps, three-dimensional surfaces, and
plots of residuals.

The iterative procedure is applied to untransformed as well as log-trans-
formed data to investigate whether fitting in terms of logarithms followed
by transforming back to the original scale (the "antilog" scale) is
preferable to fitting untransformed data. This evaluation is made on a
data set of 2392240py concentrations in surface soil samples collected

by the Nevada Applied Ecology Group at the Area 13 (Project 57) "safety-
shot" site on the Nevada Test Site. This data set is characterized by a
very large concentration datum near ground zero with concentrations
falling off rapidly with distance.

For these data, the iterative procedure reduces the standard deviation

and average absolute (mean and median) size of residuals and increases

the percent of the total variation explained by fits in both untransformed
and antilog scales. Smaller residuals are usually obtained by fitting
log-transformed data and taking antilogs rather than fitting untransformed
data. Also, the iterative procedure applied to the log-transformed data
appears to result in more reasonable estimates of concentration surface
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at locations where samples are not collected than did fits obtained on
untransformed data. Fits in either scale, but particularly in the
untransformed scale, gave questionable estimates in regions of sparse
data where Pu concentrations change rapidly within short distances.
Plots of sample data on estimated contour maps suggest regions where
more data are needed.

The two-phase grid estimation procedure used here does not give estimation
variances for the grid values. Kriging is mentioned as a method that

does provide such estimates. An evaluation of the applicability of
Kriging to estimating spatial pattern of radionuclides in the environment
is encouraged.*

INTRODUCTION

Estimating the spatial pattern or geographical distribution of environ-
mental contaminants is often of interest in environmental sampling
programs. Concentrations of the contaminant are measured at various
locations and an estimate is desired of the "true" concentration "surface"
for the area from which samples are collected. One approach to this
problem is to use the observed data to estimate the surface at regular
grid points over the study site. This estimated grid matrix can then be
displayed as a three-dimensional concentration surface or as a contour
map showing lines of constant concentration.

In this paper, we examine whether an iterative fitting procedure for
estimating the grid matrix of concentrations would improve estimates of
the true concentration surface. The iterative procedure is applied to
239>240py. concentrations in surface (0-5 cm) soil samples collected
according to a stratified random sampling plan at the Area 13 (Project 57)
"safety-shot'" site on the Nevada Test Site (NTS).

This study site is one of 10 safety-shot sites on the NTS or the adjacent
Tonopah Test Range currently being studied by the Nevada Applied Ecology
Group (NAEG). These are sites where, during the period 1954-1963,
assemblies or devices composed of plutonium and/or uranium were blown

*This paper was prepared for presentation at the 1976 Annual Meeting of
the American Statistical Association in Boston, Massachusetts,

August 23-26, 1976. This analysis of Area 13 (Project 57) 2395240py
data was performed prior to the kriging analyses by Delfiner and Gilbert
(1978) reported elsewhere in this volume. The plutonium soil concentra-
tion data used in this latter paper is identical to that listed in
Appendix A of the present paper except as noted in Appendix A and
footnote 2 in Delfiner and Gilbert (1978).
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apart by chemical explosives to test in part for "safety" against fission
reactions. A consequence of these tests was the contamination of the
immediately surrounding soil and vegetation with plutonium, americium,
and/or uranium.

The Area 13 data set is characterized by a single, very large plutonium
concentration obtained near ground zero (GZ, point of detonation) with
surrounding concentrations falling off rapidly in all directions from GZ
in an unsymmetrical pattern. Hence, the 'true" concentration surface

has a definite structure or pattern with relatively low levels of contami-
nation predominating within one or two thousand feet from GZ (depending

on direction). A goal of the current NAEG sampling program is to evaluate
the potential hazard to man from this contamination if these areas were
ever released for habitation. This evaluation has included the collection
of several thousand soil, vegetation, small vertebrate, and cattle

tissue samples for radiochemical analysis (White and Dunaway, 1975;
Dunaway and White, 1974).

An important objective of this effort is to estimate the spatial pattern
(concentration surface) of plutonium about GZ as it presently exists in
surface soil (top 5 cm). Gilbert et al. (1975, 1976b) and Gilbert and
Eberhardt (1977) have experimented with estimating the spatial pattern
of plutonium in surface soil and vegetation at safety-shot sites using
"nearest neighbor" and polynomial fitting routines in both original and
logarithmic scales. John Tukey suggested (see discussion following the
paper by Eberhardt and Gilbert, 1976) that better fits to the data might
be obtained if the fitting routine was applied iteratively on residuals.
For example, the residuals from the first fit would themselves be fitted
and added to the initial fit of t original data. More generally, if
Rij is the residual between the i observation vy (1 = 1,2,...,n) and
the smoothed (fitted) value y.. obtained on the jth iteration (j =
1,2,...,m), then +J

A

Y = Y51 T Ry (1st iteration) (1)
and

Ril = Y4 + RiZ (2nd iteration) (2)
so that

yi T Y31 Y2 Y Ry -
(3)
For m iterations, we may write
m .
Rim T %1 7 & Yi5

j=1 (4)

m .

where 2: yij is the final smoothed estimate of yi,and Rim the final
j=1 3

residual.
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This iterative approach (defined explicitly below) is applied here to
log-transformed data z, = &n y, and to the untransformed concentrations
y.. Residuals at sampie collettion points are obtained for the fits in
both scales as well as for the "antilog' scale. For this latter case,
the estimates obtained in log scale are transformed back to the original
scale by taking antilogarithms. The antilog residual is then the differ-
ence between the observed datum and the antilog estimate (see Table 1).
Our interest in the antilog scale arises from a desire to present results
in untransformed scale while taking advantage of any benefits to be had
by fitting in the log scale. The log concentration surface is displayed
here as a contour map in untransformed scale by &rawing contours fotr log
concentrations z such that y = exp(z), where y are contours of interest
in the original scale. 1In this paper, contours age displayed for values
of y equal to 1, 10, 100, 1,000, and 10,000 uCi/m“ of 239°240Py, This

is done by drawing contours for z's equal to &n 1, &n 10, 2o 100, etc.,
on the estimated log concentration surface. :

In this paper, we investigate whether iterating on residuals in any or
all of the three scales (untransformed, log-transformed, and antilog)
result in a '"better" estimate of the true plutonium concentration surface
than if the estimation routine were applied only once. The "best"
estimated surface is considered here to be that for which the deviation
between the true and estimated concentration surface at all locations
(not just at sample points) is a minimum. Since the true surface is
unknown, this investigation includes examining residuals between the
observed and estimated surface at sample collection points. This analysis
includes plotting and comparing residuals for each iteration, computing
the mean, median, and standard deviations of residuals, and by computing
the proportion of the total variation in the observed data explained by -
the estimated values. Further insight is gained by computing the linear

Table 1. Notation for Iterative Procedure on Untransformed, Log-Transformed,
and Antilog Fits to 239-240py Concentrations in Surface Soil

—
Untransformed Log Antilog
Observed * _ *
Concentration yi zl - Qnyi yi
Estimated
Concentration - LU ~ - " - ~
at mth i T .§l Vi3 21 T .Z__:l %13 yg = exe (zy)
Iteration J J
Residual ~ ~ ~
(R ) yi - yi zi - zi yi - exp (zi)
im

*Units of uCi/mz. Applicable to top 5 cm of soil.
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correlation coefficient between residuals and observed, and between
residuals and fitted values. 1In addition to these analyses of residuals,
the estimated surface is examined by considering the density and pattern
of sample collection points relative to estimated contours, and by
considering prior information available on the concentration surface of
24lam in Area 13.

At the Area 13 study site, concentrations of 2%lAm in soil are known to
be correlated with 239°240py concentrations (Gilbert et al., 1975,

p. 403). Before sampling began, information on the concentration surface
of 2%1apm was obtained from portable field instrument (FIDLER) surveys of
the Project 57 site. The FIDLER was used to take readings (one foot
above the soil surface) of 2%lam (net 60 KeV) at 400-foot intervals over
the entire area and at 100-foot intervals near GZ. These readings give
a general indication of the concentrations of 239°240py in soil in Area
13 and were used to define the strata in Figure 1. Gilbert et al.
(1975) estimated the correlation between FIDLER readings and 2397240py
concentrations to range from near zero for stratum 1 to about 0.70 for
stratum 5 and 6.

METHODS

Sampling Design

Surface soil samples (0-5 cm) were collected at random locations within
each stratum (Figure 1) according to a stratified random sampling plan.
The number of samples allocated to the strata were determined using as a
guide the optimum allocation formula for stratified random sampling
(Cochran, 1963, p. 97, equation 5.20). Details of the design and alloca-
tion are given in Gilbert et al. (1976a). A total of 173 samples was
collected, of which three were lost leaving 170 for statistical analysis.
Samples were dried for 24 hours at 105° and ball-milled for five hours
(Kayuha et al., 1974). Ten-gram aliquots of ball-milled soil were
analyzed for 233°24%0py_ysing wet chemistry techniques. The resulting
data in units of uCi/m” are listed in Appendix A along with their collec-
tion locations (Nevada Grid Coordinates).*

*Two observations in stratum 6 (identified by +t in Appendix A) were
approximated using the average 239>240py/241anm ratio for the study site
and estimated concentrations of 2%1Am obtained for the two samples. Due
to inappropriate amounts of tracer added to the aliquots, 239>240py con-
centrations were not available for these two samples. All 2“lAm concen-
trations were obtained using a Ge(Li) counter. The average ratio *
standard error was 9.4 * 0.14 (from Table 18 in Gilbert et al., 1975)
computed from 239°240py and 2%1am counts on the same aliquots. See +t
footnote in Appendix A for further information.
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STRATA 0-1.000 CPM 2'Am

-

C3 1.000-5.000 CPM
£53 5.000-10.000 CPM
Bl 10,000-25.000 CPM
3 25.000-50.000 CPM
£33 >50.000 cPM

INNER FENCE
OUTER
FENCE

.GROUND ZERO
N936,092
E721.352

0 1500
GE————

FEET

Figure 1.

Strata Used in Sampling for Inventory at the Area 13 (Project
57) Site,
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Estimation of Pu Concentration Surface

A two-phase estimation procedure, GRID, was used in conjunction with a
nearest neighbor data search routine, NEAR (Sampson, 1975a), to estimate
the plutonium concentration surface using the 170 data points obtained
as described above.* This procedure was applied at each iteration as
described in the next section. GRID estimated the 239°240py concentration
at each intersection point (grid node) of a grid laid over the study
site. The grid mesh spacing was chosen to be 100 feet after trial and
error computations of the concentration surface using spacings of 50 and
200 feet.** The final grid had 73 rows (east-west) and 86 columns
(north-south) for a total of 6,278 grid nodes. The method used by GRID
to estimate the concentration surface is described in detail in Appendix
B (from Sampson, 1973).

GRID and NEAR are part of a large computer software system called SURFACE
II (Sampson, 1975b) developed for the manipulation and display of spa-
tially distributed data. This system is under continuing development by
the Kansas Geological Survey. All of the contour and three-dimensional
plots presented here were prepared from plots obtained on the Cal-Comp
plotter using SURFACE II.

A disadvantage of GRID is that it does not yield estimation variances of
the estimated grid node values. However, within the next few months, a
gridding method known as Kriging is expected to become available on
SURFACE II.*** Kriging yields best linear unbiased grid node estimates
as well as variances of these estimates if the underlying assumptions of
the method are fulfilled. The theory and practice of kriging have too
many ramifications for discussion here, but the basic assumption involves
second order stationarity of differences between spatial data (the
"intrinsic hypothesis'"). Introduction to the theory and practice of
kriging are given by Huijbregts (1975) and Delfiner and Delhomme (1975).
A detailed account of the underlying theory and a worked example are
given by Olea (1975). Further insight into the method is given in Davis
(1973), Huijbregts and Matheron (1971), Agterberg (1970), Akima (1975),
and QOlea (1974).

*The estimated plutonium contours for Area 13 (Project 57) in Gilbert
et al. (1975) were based on 166 observations; those in Gilbert et al.
(1976b) on 167 or 168. These earlier efforts exclused the datum 16,400
uCi/m? in Appendix A, the extremely large value near GZ.

**Reducing the grid mesh size from 100 to 50 feet increases the number of
grid nodes fourfold. The computing expense is similarly increased. 1In
practice, the grid mesh size is determined in part by the desired detail
in the concentration surface, the density of data points, and cost factors.

***Since this paper was originally written, kriging has become available on
SURFACE II. However, we have instead used the kriging program BLUEPACK
written by Dr. Pierre Delfiner (see Delfiner and Gilbert, 1978) since it
offers a more general approach to the problem.
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Description of Iterative Procedure

The first iteration consists of estimating the plutonium concentration
surface at grid nodes using the observed 39>240py data (v,, i = 1,2,...,
170). (The subscript i will run from 1 to 170 throughout this paper.)
This estimated surface is denoted as I, in Figure 2 and is presented in
the Results section as contour and three-dimensional displays. Backward
double linear interpolation between grid estimates yields the estimates
of plutonium concentrations (§,.,) at sample locations. Residuals for
Iteratlon 1 at control (data) 501nts were obtained by computing R,. =

- 9 il

In Iteration 2, the procedure of Iteration 1 is applied to the residuals
Ri to obtain a new grid matrix I, (Figure 2). This is the estimated
surface or fit to the residuals from Iteration 1. These residuals were
estimated (9.,) at sample locations using backward double linear inter-
polation from the nearest grid node estimates of the residual surface.
The sum ¢ is the new estimate of the plutonium concentratlon
surface o% sampie location i. The new residual is R,, = vy (y

At each grid node, the estimates from Iterations 1 and 2 are
aé%ed together (I; + I,; see Figure 2) to yield a new estimate of the
plutonium concentration surface.

Iteration 3 consists of applying the procedure of Iteration 2 to the
residuals R., to obtain a new grid matrix, I3. I; + I, + I3 is the
final estlma%e of the concentration surface; and R, = vy, ., +

?. + 9. ) is the final residual. Conceptually, tﬁls précedurélcould be
repeateé many times until all of the "structure" in the residuals has
been removed by fitting.

In this study, we have somewhat arbitrarily chosen to stop after three
iterations. The question naturally arises, however, as to whether
continued iteration will eventually reduce the residuals to zero so that
the observed and fitted values agree exactly. This would seem to depend
on the particular gridding algorithm used (GRID or kriging, e.g.), the
data values themselves, and the spatial pattern and density of samples.
A related question concerns whether continued iteration, while possibly
resulting in progressively smaller residuals at sample collection points,
might yield biased and distorted estimates of the concentration surface
at other locations. As discussed below, there is some evidence of this
happening for the Area 13 data after only three iterations. This is
apparently related to the absence of data in certain areas near GZ.

This suggests that survey design aspects of these kinds of studies need
to be carefully considered.
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Figure 2. Iterative Procedure

Original Plutonium Data

GRID
Estimated
Grid Matrix
Iteration 1 —p=Estimates (yil) at sample locations.
I1 Residuals: R,, =y, - ;
il i il
GRID
Iteration 2 3 Estimates (Sr‘iz) at sample locations.
I
+ = new estimate of concentration surface.
L 4
yil Yio = new estimate of concentration at sampling
locations.

Residuals: Riz =y - (yil + yiz)

GRID
Iteration 3 —p Estimates (yi3) at sample locations.
+ + = final estimate ¢f concentration surface
Il : 12 I3
Yi1 + Yio + Y43 T final estimate of concentration at sampling

locations.
”~

A~

Residuals: R, 5 Yy - (yil Yt yi3)
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RESULTS

Concentration Surfaces (Estimated Grid Values)

Estimated 439°240py concentration contours and three-dimensional plots
are displayed in Figures 3 through 11 for Iterations 1, 2, and 3 for
both untransformed and log-transformed data. The observed plutonium
data are displayed at their collection points in Figures 3, 4, 6, and 7.
Note that Figures 4 and 7 are enlargements of the GZ area in Figures 3
and 6. As expected, contours drawn from estimated grid matrices in both
scales indicate greatly elevated concentrations in the GZ area. Note,
however, that contours for untransformed data on Iteration 1 (Figures 3
and 4) show regions of low concentrations (< 1 uCi/m?) to the north,
northwest, and east of GZ in regions where no data were collected.
Indeed, much of the < 1 uCi/m? region in Figures 3 and 4 (untransformed
fits) consists of grid estimates that are negative and hence spurious.
The negative concentration contours for Iteration 3 are displayed in
Figure 5. These negative estimates can also be seen in the three-dimen-
sional representation of the estimated grid node concentrations for
Iteration 3 (Figure 10). The largest negative grid estimates for Itera-
tions 1, 2, and 3 are -1435, -1666, and -1786, respectively. They occur
to the south, southwest of GZ (Figure 5).

The examination of residuals in the next section indicates that the
average absolute (mean, median) size of residuals for these untransformed
fits decreases with each iteration. Hence, the estimated concentration
surface using untransformed data is becoming distorted even though the
residuals at sample locations are decreasing. This does not happen to
the same extent for fits in the antilog scale. This is seen, for exam-
ple, by examining Table 2, which gives the estimated grid node concentra-
tions in the immediate GZ area for the untransformed and antilog scales.
These show the changes that occur in the grid node estimates due to
iterating on the residuals. In the untransformed scale grid, estimates
surrounding the peak at GZ (location N936092, E721352) tend to decrease
with each iteration. This effect is not as evident for the antilog
scale. Note the presence of negative grid estimates in the untransformed
scale and that they tend to grow larger with each iteration (also see
Figures 8 and 9). The estimated antilog surface is not free from bias,
however, as can be seen in Figures 6-9, where the 100 to 1,000 uCi/m?
region is estimated to extend several hundred feet south of GZ for both
the untransformed and antilog scales. This does not agree with the

24%1am (FIDLER) contours for this region (Figure 1) and probably results
from too few samples being collected in that area.
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Figure 3. Estimated 239°240p, Concentration Contours in Surface Soil at

the Area 13, Project 57 Site after 1 Iteration (Untransformed Data).
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Figure 4. Estimated 239s240p, concentration Contours in Surface Soil Near GZ at the Area 13,
Project 57 Site After 1 Iteration (Untransformed Data).
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Project 57 Site After 3 Iterations (Untransformed Data).



N 941,800

ITERATION 1
USING LOGS OF DATA

OBSERVED CONCENTRATIONS AT
RANDOM LOCATIONS
WITHIN STRATA

<1uCi/m?
1-10 ~{N 940.200
10-100

[ 100-1,000
£ 1.000-10,000

N 938,600

N 937,000

4.5

751.2 241 A7,

7

OUTER FENCE

’ // 77 ’ ///‘;N 935.400
1 st

E 718.600 E 720,200 E 721,800 E 723,400 E 725,000

Figure 6. Estimated 2395240py, Concentration Contours in Surface Soil at
the Area 13, Project 57 Site After 1 Iteration (Log Transformed Data).
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. 239-240 . ., 2 '
Table 2. Estimated Pu Concentrations (MCi/m”~ per 5-cm Depth) at Grid
- Nodes Near GZ Using Untransformed and Log-Transformed 39-240py
Observations.
Iteration Untransformed Log Transformed¥*
E72ﬁ200 E721r00 . E721600 E721200 E721?00 E721600
20 - 62 117 97 68 N936400 96 41 77 77 76
252 126 223 135 34 172 108 186 129 93
354 1045 291 115 - 13 248 251 259 105 76
1 629 2171 10340 198 199 N936100 621 963 5058 128 166
210 664 1804 527 382 418 475 941 373 361
- 8 175 272 660 564 173 50 167 392 301
-434 - 156 113 508 682 N935800 62 52 82 183 278
92 - 25 265 100 78 79 18 58 77 248
223 100 239 109 84 N 186 114 255 125 288
210 512 280 - 76 84 216 202 281 77 378
2 618 1787 15535 - 460 190 697 1014 18130 104 206
135 371 1137 372 385 366 738 1438 396 53
23 128 96 638 644 219 39 236 469 83
-430 - 152 45 477 782 53 43 83 206 76
88 - 81 288 65 86 69 9 43 78 76
254 108 248 133 189 194 125 317 123 77
39 - 304 282 ~ 135 236 181 137 277 63 41
3 647 1121 18856 -1019 191 717 859 37793 96 241
217 211 67 283 375 295 937 1459 398 381
151 140 59 785 801 290 35 311 544 298
-382 - 111 55 632 1016 54 44 91 237 246

* ~ ~
Tabled values are exp(zc'r), where z, . is the estimated plutonium concentration (log scale)
at grid coordinate (Xc’Yr)' >

The goodness-of-fit of the estimated surface to observed concentrations
at sample collection points can be measured by squaring the linear
correlation coefficient between the observed data and the estimated
surface at the sampling locations.* This statistic (Rz, the percent

of the total variation at sample locations explained by the fitted
surface) is plotted in Figure 12 for each stratum, iteration, and fitting
scale. The fits are very good for strata 1 and 2 for the untransformed
as well as for the log and antilog fits. RZ tends to decrease for

strata near GZ particularly for the untransformed and antilog scales.

The effect of iterating is to increase R? in all strata for all three

*Pierre Delfiner pointed out (personal communication) that R? will tend to
be overoptimistic as a measure of goodness of fit since y, and 9. tend to
be correlated when v is obtained using a nearest neighbor approach.
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tration Surface.
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data fits. Using RZ as criterion, the antilog fits appear preferable to
fits on untransformed data. In the next section, we examine residuals
from the estimated surfaces in more detail.

Examination of Residuals

Residuals R 12° and R,,, as defined by Equation 4 (also see Table 1
and Figure i} are plotteé in Figures 13-15 for the untransformed and
antilog fits for strata 1, 3, and 6. Figures 16 and 17 give these
results for the log scale. Several summary statistics of the residuals
for all six strata are given in Table 3. These data indicate that the
iterative procedure is effective in reducing the mean and median size of
the absolute values of the residuals in all three scales. The smaller
residuals in strata 1 tend to appreocach zero with only three iteratioms,
whereas larger residuals for the more heterogeneous data in stratum 6
near GZ tend to "bounce around" and approach zero more slowly.

Figure 18 shows the percent reduction in the median of the absolute

values of residuals that occur due to iterating two and three times
(computed from Table 3). Percent reductions are highest in strata 1 and

2 and become smaller for the strata nearer GZ. The least reduction

occurs in stratum 5 for the fit to untransformed data. The percent
reduction between Iterations 2 and 3 (Figure 18) was consistently greatest
for the fit on log units, followed by the antilog and untransformed data
fits., Figure 18 indicates for this data set that the third iteration
yielded a substantial improvement in fit over the second iteration.

The squares (R&Z) of the linear correlation coefficients between the
observed 239°2%0py 50il1 concentrations and the residuals from fitted
surfaces are given in Figure 19. An R; = 1 would indicate a linear
association between residuals and observed data such that large observed
values would tend to be underestimated by the estimated concentration
surface, and small observations would tend to be overestimated by the
concentration surface. 1If this occurs for strata 1 and 2, it could
indicate a tendency for the estimated low-level contours to be too far
out from GZ if the negative residuals occur predominately around the
outer edges of the strata. This does not appear to happen, however,
since Figure 19 indicates that for the untransformed data fits, Rj? on
the first iteration is only 0.02 or 0.03 for strata 1, 2, and 3. This
increases to about 0.20 for strata 4 and 5, and further increases to
0.82 percent for stratum 6. (This large Rlz for stratum 6 is caused by
the datum 16,400 pCi/m? in stratum 6 (see Appendix A) as indicated in
Figure 19.) This is examined in more detail in Figures 20 and 21, where
the residuals after three iterations on untransformed data are displayed
on the estimated plutonium concentration contours for Iteration 3.
Strata boundaries (from Figure 1) are also shown. There appears to be
no obvious tendency for negative residuals to predominate around the
edges of the map (Figure 21). Clusters of positive or negative residuals
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To aid visual comparison, residuals for Iteration 1 are ordered in increasing
value from left of plot. Residuals Ril in the same relative position for the

untransformed and antilog plots do not necessarily correspond to the same
data point.
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Residualsa From Fitted Pu Concentration Surfaces for

Stratum 1.

Figure 13.

341



u Ci/m?2 STRATUM 3

20 20
16 |- a115
UNTRANSFORMED ANTILOG
101 J410
5—(_ /5
|
|
4 - l 4
|
|
3} I 3
|
|
|
2~ | 2
|
_ |
< 1 | 1
- |
K |
7, 3 |
2' Y N | 0
S A
a I
& l
e -1 | -1
I
I
-2 - | -2
I
|
3t | -3
‘ |