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Abstract-Several methods of estimating the body burden of Pu239 from urinalysis data have 
been reported, and tlvo of these have been coded for a digital computer. Intercomparison 
indicates that uncertainty by a factor of two or more may be present in some of these methods. 
The code PUQC'.\E has been tested, using data on hospital patients following a single intra- 
venous injection of  PI$^$. \l'hen a continuous rate of excretion curve is determined for each 
patient, the code estimates the intake to within some 30 per cent. It is concluded that individual 
variation, spacing of intake between sample dates, and the use of a true rate of excretion curve 
as opposed to a formula predicting discrete daily excretions are major sources of uncertainty in 
this method. iVhile the data obtained are suggestive, the number of cases and hypotheses tested 
is small, and a firm estimate must be based on more extensive data. 

LXWRENCE(~) has described a code for the IBM 
704 computer which analyzcs the urinalysis data 
of an individual occupationally exposed to PuZ3' 
and thereby produces a n  estimate of his body 
burden. This code, designated as PUQFUA, 
uses a power function to describe the excretion 
of Pum9 following a single intravenous injection 
and estimates a series of single intakes into 
blood that would produce the observed concen- 
trations in urine. When the intakes estimated 
for times prior to a given sample date indicate a 
greater output of plutonium than was actually 
observed, one of the previously estimated intakes 
is rejected. In general, such rejection results 
from the elimination of certain sample values a t  
earlier times. 

To avoid this rejection of data, a code for the 
IBM 7090 computer has been written which 
treats intake into blood and excretion from 
blood as continuous functions of time, rather 
than as discrete quantities, and does not reject 
any data It is necessary, however, to 
interpolate values for the urinary output between 
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observed values. Two such codes have been re- 
ported(2)-PUQUAP, which assumes a power 
function model for retention as well as for ex- 
cretion following a single intake, and PUQUAE, 
which differs only in assuming the fraction of a 
single intake remaining a t  time t is 1 minus the 
total excretion, the latter being also represented 
as  a power function. Figure 1 summarizes ex- 
cretion data obtained by LANCHAM'~) on termi- 
nal hospital patients, and the power functions 
indicated are, with minor modifications, the 
basis for all the methods of estimation discussed 
above. 

Table 1(2) shows estimated body burdens of 26 
employees with long-term potential exposure to 
Pum9. The  estimates of Langham are shown in 
the second column and are based on his personal 
evaluation of the individual's record. The  
value marked by is based on autopsy data 
and probably deserves to be considered as the 
most accurate estimate in Table 1. The third 
column lists the estimates obtained by PUQFUA, 
and the fourth column shows the number of data 
values rejected. Columns 6 and 8 list estimates 

a single intake is postulated to occur 15 days 
by PUQUAP and PUQUAE, respectively, when - . -  

BOX No. Lf 
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Code 

C135 
D334 
D711 
G717 
D6 3 
E36 
c397 
D50 1 
F664 
G716 
E 742 
D775 
D182 
Gj24 
E629 
E390 
D791 
D59 1 
D205 
C137 
F634 
E252 
F4I2 
D6 70 
C365 
E822 
E822 

Table 1. Comparison of plutonium bodv burden estimates 

PU QFU A 
invalidated 

LANGH.W I'UQFU.1 samples PUQU.,\P" PUQV.\Pb PUQUAE' PUQUAEb 

0.08 0.138' 16 0.0882 0.1002 0.0758 0.0861 
0.07 0 .  I33(j 2 0.1002 0.10.58 0.0872 0.0921 
0.07 0 . 1 3 i j  1 0.0901 0.1312 0.0785 0.1 142 
0.06 0.Oi $ 2  2 0.1340 0.1488 0.1 168 0.1297 
0.06 0 . 1 1  17 0 0.0702 0.0769 0.061 1 0.0670 
0.06 I).l)?!I7 1 0.0739 0.0784 0.0644 0.0683 
0.05 0.0294 5 0.0454 0.0456 0.0390 0.0391 
0.04 0.0 5 5 2 2 0.0376 0.0407 0.0328 0.0355 
0.04 I). I)!) 34 0 0.051 I 0.0540 0.0445 0.0471 
0.04 0.03.jO 1 0.0242 0.0407 0.02 1 1 0.0355 
0.03 ( J .U57 ! )  2 0.0490 0.0539 0.0427 0.0469 
0.02 1).0130 5 0.023 1 0.0284 0.0201 0.0246 
0.02 ll.l)? 3.3 I 0.0179 0.0296 0.0 156 0.0258 

0.02 11.0277 1 0.0165 0.0256 0.0144 0.0223 
0.02 II.lll;4 1 0.01 73 0.0201 0.0151 0.0175 
0.0" I ) . ( ) >  ;8 2 0.0205 0.0230 0.0178 0.0200 
0.02 I). 0 3'IH 1 0.02 13 0.0235 0.0186 0.0205 
0.02 0 03!)7 0 0.0156 0.0192 0.0 136 0.0168 
0.02 I).o.!:itj 17 0.0350 0.0350 0.0300 0.0300 
0.01 0 . 0 4  18 0 0.0478 0.0478 0.0413 0.041 3 
0.0 1 ( 1.02 .I 3 2 0.0173 0.0174 0.0 150 0.0151 
0.006 I ) . O I  12 2 0.0103 0.01 19 0.0090 0.0104 
0.006 0.0020 2 0.0179 0.0219 0.0 156 0.0191 
0.006 0.0 I 14 10 0.0090 0.0157 0.0077 0.0135 
0.032 0.0186 20 0.0296 0.0299 0.0255 0.0257 
0.0 I 75? 

0.02 0.0"7 2 0.0177 0.0254 0.0154 0.0221 

~ ~ ~~~ ~~ ~ ~- 

.-\ssumes exposure benins on  date of first sample. 
Assumes exposure bepins 15 davs before date of first sample with urine count predicted by excretion 
formula. 
Body burden estimate from autopsy. 

prior to the first sample date; Columns 5 and 7 
show the similar estimates \vhen no such prior 
intake is assumed. I t  is apparent that the three 
methods frequently differ bv as much as a factor 
of two. and in a felv cases the differences are as 
great as a factor of three or four. It is not clear 
which method is to be preferred nor what are 
the major sources of error. 

This paper discusses briefly some of the prin- 
cipal assumptions used i n  PUQUAE and sug- 
gests the degree of uncertainty that might be 
attributed to each. The study is to be regarded 
as suggestive rather than as definitive and 
cannot claim to be exhaustive. However, five 
possible sources of error are indicated and 
discussed. 
14 

Computational errors 
These are errors due to round-off or to various 

approximations made in coding the problem. 
PUQUAE is mathematically rigorous if the 
metabolic model is granted. The effect ofround- 
off and various approximations used is trivial. 

Continuous model us. discrete model 
The hospital patients whose data are the 

basis of the model received a single intravenous 
injection. Intake by employees more likely will 
be continuous, whether the plutonium reaches 
the blood after inhalation or by ingestion. Like- 
wise, excretion, if considered as excretion into 
the bladder, is perhaps better represented as a 

- . 
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continuous function rather than as a discrete 
process. Several experiments'.'.j) have indicated 
that continuous exposure may be adequately 
considered as the inteqral of the single exposure 
model. Although this lias not been demon- 
strated for Pu239, i t  is probably not a major 
source of error. 

The  PCQUAE code uses the pou'er function 
at-' as governing the rate of excretion. although 
the constants a and Y. \\ere obtained by fitting 
the curve to the discrete data representing daily 
excretion of PuZ39. This momals. miyht be a 
considerable source of error duriny the early 
period, when the escretioii rate is changing 
rapidly. Fig. 2 illustratcs rhc principle involved. 
A hypothetical excretion rate curve is shown, 
together with a few assumed sample \ d u e s .  The 
values, if normalized to successive 24 hr periods 
should be compared tu the shaded areas and 
not to the height of the  curve on the date of the 
samplc. 'The formulae +vet1 I I I  k'iy. 2 indicate 

X = SAMPLE VALUES, Si kx X = SAMPLE VALUES, Si 

0 I 2 3 4 
DAYS 

0 I 2 3 4 
DAYS 

POINT FIT X I  si -oi-dl: MINIMUM 

FIG. 2. Point fit and area fit  of excretion data. 

the two kinds of fit to the data, \\,hen the com- 
parison is with point values or with area values. 
The formulae indicate that the sum of deviations 
is to be minimized. but one also may consider 
choosing a and CL to minimize the sum of the 
squares of the deviations or the sum of the per- 
centage deviations, etc. These latter types of 
fittings are being tried, but the complete results 
are not now available. Table 2 shows the values 
of a and u. obtained by a least-squares fit of the 
curve heights to the points, and the same param- 
etcrs when the area fit to the data is used. I t  
will be noted that many of the values of i( ob- 
tained by the point fit exceed 1, and this makes 

it impossibie to use the value because it predicts 
an infinite excretion on the first day. No such 
anomaly has occurred when the area fitn-as used, 
althouqh some difficulties with the code were 
encountered in two of the cases, and they are not 
yet resolved. For the cases with CY less than 1, 
the intake has been estimated, and the per- 
centage errors are generally smaller when the 
values obtained by the area fit are used. Thus it 
seems likely that the use of the Langham ex- 
cretion curves may not be the best choice for 
PUQU'AE, which requires an excretion rate 
curve rather than discrete daily outputs. I t  
should be noted that Langham is in no way re- 
sponsible for the misuse of his curves and that 
the discrete model may be the more appropriate 
one to use with PC'QFUA, Le. LAWRENCE'S code. 

Indinidual uariation 
The values of a and CY in Table 2 differ 

considerably from one individual to another 
and the individual variation persists whatever 
method of fitting is used. We must conclude 
that, insofar as this evidence is concerned, there 
is significant individual variation. A consider- 
able source of error in the estimates shown in 
Table 1 is probably due to this real difference of 
individuals. Table 3 shows the estimated intakes 
obtained in each case. When individual differ- 
ences are taken into account, the error of the 
estimate is well below a factor of two. For some 
reason, as yet unexplained, the method of mini- 
mizing the sum of deviations seems to give a more 
accurate estimate than does the fit by least 
squares. However, even the estimates using a 
least-squares fit are not as large as the differ- 
ences indicated in Table 1, and we must con- 
clude that individual variation is probably a 
major source of error. 

Frequency of  sampling 
Reference 2 indicated that the spacing of 

sample dates about hypothetical intakes might 
easily produce differences of as much as a factor 
of two in the estimates. These were hypothetical 
cases, and thus the adequacy of the model was 
not involved. Table 4 shows a partial check of 
this source of error, using the data of the hospital 
patients. The estimated intakes are shown when 
all excretion data are used, when only values on 
alternate days are used, and when data for every 

- . - 
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Table 2. Individual retention functions 

Least squares Least deviations Least squares 
(point fit) (area fit) (area fit) 

Case 
/I ?. a a a 'x 

Hp I 0.2603 0.811 0.1050 0.422 0.1188 0.416 
Hp L 0.6843 1.224 0.1733 0.633 0.2090 0.581 
I lp  5 0.4799 1.171 0.1645 0.711 0.2069 0.645 
Hp 1 0.6871 1.081 0.2200 0.500 0.2281 0.508 
Hp 3 0.1898 0.844 0.1 110 0.625 0.1218 0.599 
Hp 7 0.3926 1.201 0.0797 0.633 
Hp 8 0.3352 0.832 0.1561 0.586 0.1780 0.556 
Hp '3 0.1 137 0.455 0.0950 0.406 0.0960 0.402 
Hp 10 0.6009 1.137 0.1650 0.602 0.2119 0.535 
Hp I 2  0.1 II)? 0.470 0.0844 0.383 0.0851 0.333 

. lvcrape rkcretlon ( LXSCHAU~ 0.23t-0.i7 

Table 3. Estimates o f  intake 

Estimated intake Estimated intake Estimated intake 
Estimated intake (least-squares (least-squares (least deviations 
'averaqe model) point fit\ area fit) area fit) 

Case 
Injection error error error error 

(K:) I t C  !o;j P C  (9:) PC ( Y o )  PC ( Y o )  
~ ~ 

HP 1 

Hp 3 
HP 4 
HP 5 

HP 8 
HP 9 

Hp 2 

Hp 7 

Hp 10 
Hp 12 

0.283 
0.314 
0.302 
0.302 
0.314 
0.388 
0.401 
0.388 
0.376 
0.289 

0. I74 
0.239 
0.199 
0.293 
0.141 
0.187 
0.344 
0.249 
0.310 
0.242 

-38.5 
-23.9 
-34.1 
-3.0 

-- 55.1 
-51.8 
- 14.2 
-35.8 
-21.3 
- 16.3 

0.144 -48.1 0.224 
0.219 
0.217 
0.222 

0.148 -52.9 0.265 

0.227 -43.4 0.320 
0.369 -4.9 0.382 

0.265 
0.331 +14.5 0.326 

-26.3 
-43.4 
-39.1 
-36.0 
- 18.5 

-25.3 
-1.6 

-29.5 
+ 11.3 

0.256 
0.293 
0.284 
0.225 
0.295 
0.487 
0.394 
0.393 
0.388 
0.383 

-9.5 
-6.7 
-6.0 
-25.4 
-6.0 

+25.4 
- 1.8 
+1.4 
f3.1 

+32.5 

third day are used. The effect is not large in 
these cases, but it seems likely that other patterns 
will produce a greater change in the estimates. 
Omitting one or more of the early samples would 
probably produce a greater change, and this is 
being tried. 

Adequacy of the power function model 
The adequacy of the power function as a 

model for the excretion of Pu239 has not been 
test? i directly, but the percentages of error in- 
d'_ated in Table 3 do not seem great enough to 

require another model. I t  must be noted, how- 
ever, that these tests extend over only some 140 
days; a longer period might require another 
model. 

In  conclusion, the present tests suggest that 
with proper use of a continuous rate of excretion 
curve determined for the individual, and with 
frequent sampling, the intake of Pu239 to blood 
can be estimated within some 25 per cent. I t  is 
also suggested that with greater sampling inter- 
vals and when individual differences are 
neglected, the errors will be much greater, a- ' .  
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Table 4. Effect of sample spacing on estimated intake 

Least deviations 
(area f i t ,  Daily samples -1lternate day Every third day 

Case 
Error Error Error 

a 1 Estimate (”,) Estimate ( 9 ; )  Estimate (56) 
~~~ 

0.1050 
0.1733 
0.1654 
0.2200 
0.1 110 
0.0797 
0.1561 
0.0950 
0.1650 
0.0844 

~~ 

0.422 
0.633 
0.71 1 
0.500 
0.625 
0.633 
0.586 
0.406 
0.602 
0.383 

~~ 

0.256 
0.293 
0.284 
0.225 
0.295 
0.487 
0.394 
0.303 
0.388 
0.383 

-9.5 
-6.7 
-6.0 

-25.4 
-6.0 

-25.4 
-1.8 
+1.4 
+3.1 

+ 32.5 

0.259 
0.310 
0.298 
0.247 
0.301 
0.476 
0.393 
0.398 
0.393 
0.344 

-8.5 
- 1.3 
-1.2 

-18.1 
-4.1 

+22.7 
-2.0 
t 2 . 6  
+4.5 

+ 19.0 

0.249 
0.309 
0.347 
0.249 
0.334 
0.486 
0.426 
0.412 
0.417 
0.420 

- 12.0 
- 1.6 

+ 14.9 

+6.4 
+25.3 
+6.2 
+6.2 

+ 10.9 
+45.3 

- 17.5 

factor of two being common. This is rather dis- 
turbing for applied health physics, because very 
frequent sampling is impractical and there is no 
theory available to correct for individual differ- 
ences. It is necessary to remember that the fore- 
going statements are suggestions only, and that 
they rest on relatively few cases observed over a 
fairly short period of time and with the simplest 
ofintake patterns. I t  is clear that we still are 
not able to predict an employee‘s body burden 
within a factor of less than two under actual 
conditions of employment. 
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