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THE DESIGN OF EXPERIMENTS IN MEDICAL RESEARCH 

As an introduction to the subject of design of experiments, it 
may be useful to consider two very common first qucstions which 
medical researchers ask of medical statisticians. These qucstions 
may be phrased as follows. 

I have taken before and after treatment measurements on a 
certain number of subjects; can you tell me if thc treatment has 
produced a statistically significant diffcrence before and after treat- 
incnt? 

2.  I wish to sct up an esperiment to compare two forms of 
treatment on a group of subjects of a ccrtain kind ; can you tell me 
how many subjects I will need to obtain a statistically significant 
difference between the treatmcnts? 

Unfortunatcly, the statistician must generally answer “NO” to 
the first question and “I don’t know” to  the second, although in 
the second case a thorough study of the problem may eventually 
lead to  a positive answer. The reasons why the answers are so 
disappointing are in both cases connected with problems of the 
design of the experiment ; in the one case, thc difficulty lies primarily 
in the probable inadequacy of the design for statistical analysis, and 
in the other, it lies in the lack of sufficient specification of the design 
as well as of other necessary information. 

The Meaning of Design of Experiment 

1. 

The design oEan experiment, according to Finncy (1955), may be 
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thought of as consisting c f  the following. 

The set of treatments selected for comparison. 

The specification of the esperimental units to which’ the 
treatments are applied. 

The rules by which the treatmcnts are allocated to  the experi- 
mental units. 

The specification of the measurements or othci records to be 
made on each unit. 

However, these questions regarding what cne might call the 
mechanics of a specific experiment must be preceded by the consi- 
deration of broader questions which may also be consideled to lie 
within the compass of thc design of experiments. A list of those 
should include these additional considerations. 

3. 

4. 

a .  The questions which the experiment is planned to ansaer .  

b. The population to which the results shall be applicable. 

c. The choice ofsuhiccts for the experiment. 

Test  of Significance 

Bcforc trying co show the relationship bctwecn the medical 
rcscarchcrs’ qucstions and the problem of esperimental dcsign, it 
is helpful to review briefly the general naturc of tests of statistical 
significance. A statistical test consists of finding the probability 
of the occurrence of certain events by chance alone. When this 
probability is sufficiently low (e.g., P, the chance probability, less 
than 0.01) for a given observed went, we decide to reject the hypo- 
thesis of chance (&en callcd null hypothesis, meaning the no-real- 
diffcrence hypothesis) as a n  explanation of that event. Basically, 
chance probabilities can bc considcred as relative frequencies of the 
occurrences of events undcr closely specified conditions. The term 
rolative frequency implies that there is some scrt  of aggregatc of 
evcnts, collected undcr specified conditions, in w-hich one can count 

how many times cach (type of) event occurs. Thus the chance 
probability which a statistical test attachss to the outcome of a given 
experimmt is an esprcssion of the relative frequency of such out- 
comes or events by chance alone, if many experiments were performed 
under the same specified conditions (Le., if the same experiment 
were performed many times). 

Population to which Results are Applicable 

We are now ready to begin to cxaminc the first of the medical 
investigator’s problcms with regard to the adequacy of the esperi- 
nwntal design. Starting with more general considerations, Suppose 
the cxpcrimcntcr will tcll us the questions which the espcriment was 
plnnncd to ansu-er and describe the subjects included in the esperi- 
ment. Clarification is necdcd rcgarding thc population to which the 
results shall bc applicablc. In the technical sense, this is a qucstion 
about the way in u-hich the espcrimcnt would bc rcpcated, if i t  a e rc  
possible to run the esperiment once again. As we saw above, this 
kind of information forms the basis for the application and inter- 
pretation of a test of statistical significancc. 

There are two ways in which one may visualize a repetition of an 
experiment. 

1. The repctirion of the experiment may consist of the collection 
of more observations on  the very same subjects who participated 
in the first esperiment. In that case, the population to which the 
results shall bc applicable consists only of the subjects actually parti- 
ci ating in the esperiment. The implication here is that the objective 
oPthc experiment was to determine whether or  not the particular 
subjects included would respond to the treatments in a certain manncr. 

The esperiment may be visualized as repeated on a group of 
subjects taken from the same population as the first group of subjects. 
In that case, the population to which the results shall be applicable 
is larger than the group of subjects participating in the experiment, 
and the objective of the study would be to determine how m&e& oJ’ 
the Qpe tepre.rPsted respond to the treatments in question. This 
second kind of picture is thc more common in medical rescarch. 
i n  that situation, the subjects included in the experiment should, 
ideally, according to .the statistical theory, be chosen at random, 
i.e., by purc chance. Honevcr, in practicc, our samples of subjects 
are not random samples-at best, thev may be chosen at random 
from some clinic population. All w i  can usually do is to insure 
that the subjects arS similar \qith respect to certain characteristics 
considered important to the experiment, Le., that :hey are all mrm- 
bera of a ccrtain specified subpopulation, and hope that other special 
characteristics of the subjects will not seriously affect the outcome 
of the experiment. Clearly, it is quite possible that a given sample 
of subjects contains unusual features cf a non-random kind and that, 
in spite of our best efforts, the samplc may in the end he representative 
only of itself. 

Suppose now that, as we questioned the espcrimcnter rcgarding 
the kind of population to which he wishcd to apply bis results, he 
told us thzt he stoppcd his experiments after eleven subjects because 
hr then felt satisfied that there was a clinically important diff\rence, 
say, in the mean valucs before and after trcatmcnt. What sort of 
rcpctition of the cxpcriment is implied in that case? Obviously, 
his c s p  riincnt was not at the outset rcstrictcd to a specific group cf 
subjects, sincc he would have becn willing to usc more subjects, if 
the experiment had not seemed conclusivc after the first cleven 
subjects. The population to which he would nish to apply his 
results would be the onc of which his subjccts are representative. 
Now if hc rctpatrd his expcrinxnt, he could not tcll at the outset 
how man): su lects ucre to be Included, because, in his scheme. the 
number depended on the outcome. %e usual tests of significance 
are based on samplc sizes fistd in advancc of the esperiment and 
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therefore would iiot be alqdicablc to the problem prcsciited by thc tach subject i l l  a wnsc served as his own control by having both a 
experimenter. W’l ilc there arc statistical tests based on sainple size prc-treatment aqd a post-treatment observation. The criterion of 
determined by outcome of experiment, the so-called sequential tests, response was the difference between the pretreatment and post- 
these require advance planning of another kind and therefore could treatment observations. As an example of such experiment consider 
not be applied to his problem either. a study of the effect of breathing against positive pressure on the flow 

of urine. The subjects were asked to empty their bladders eveT fif- 
Let us now suppose that thc esperimrntcr had decidcd on thc teen minutes. The control specimen was the specimen voided imme- 

number of subjects without regard to thc outcomes on those subjects diately before the institution of pressure breathing ; the treatment 
and that the subjects were representative of the kind of population specimen was the one voided at the termination of pressmz breathing. 
to which he wished to apply his results. We are then ready to An estimate of vsrirbility between subjects is afforded by the variability 
proceed with the remaining considerations inrolred in the drsign in the before-after treatment differences. However, fcr a meaningful 
of an expc riment. test of significance regarding the effect of pressure breathing, it is 

necessary that differences before and afccr pressure breathing can be 
Obviously the crpcrimcntcr has made his decision regarding the accounted for either by chance alone or the eflect of pressurc breathing 

set of trcatments selected for comparison. Regarding the spcci- plus chance. 
fication of the measurements or other rccords to bc made (point 4), 
decision must also be lnade in advancc of the conduct of the experi- In all experiments in which the Control value is really a “before 
merit for it m13st be uninfluenced by the ovtcome insure aroidancc treatment” value we cannot rule out the possibility that the circums- 
of bias due to selection of favorable to one’s particular tances of the experiment (in addition to the effect of the experimental 
hypothesis or opinion. treatment itself) have influenced the after treatment value in a consis- 

tent manner. The before treatmcnt “control” value may no longer 
The Problem of the Control Group be represcntative of control conditions after the experiment is com- 

pleted ; therefore, it may not be an apFmpiate basis for estimating 
Some Clarification is ncedcd regarding points 2 and 3, the speci- the effect of treatment. Time has ,-lap&, 2nd conditions m y  have 

fication of the C ~ p c r i m e ~ d  units and the rules hy which the changed. This is by no means say;ng, however, that the change in 
treqtments are allocated to them. In order to be clear about what urine flow in an individual before and after pressure breathing is not 
is inplied here, it is useful to think in terms of a simple example. the appropriate by which to evaluate the effect of positive 

pressure brcathing. It does mean that the estimate of the effect of 
Suppose we wish to coilduct an experiment to craluatc a new treatment may be subject to bias and that, thereforc, a test of signi- 

type of gastric tcst meal with respect to its effect on thc secretion ficance to determine WThethcr the observed change in urine flow is dif- 
of free hydrochloric acid. We choose a number of suitable subjects, fercnt from zero has no unequivocal interpretation. Basically, this 
administer the test meal on an cmpty stomach and, say, 30 niinutes example is no different from the previous one in wfich it was a ques- 
later we obtain a specimen of gastric juice and determine its free tion of determining whether an observed hydrochloric acid concen- 
hydrochloric acid concentration. We then find the mean hydrochloric tration was different from some probably inappropriate published 
arid concentration for the group of subjects as well as their standard control value. The solution to the problem is therefore also the same : 
deviation which is a meLsure of the variabi1i.y in the concentrations +he use of a control group of subjects, this time consisting o& a group 
among the subjects. (The variability could probably be decreased which is exposed to all the circumstance of the experiment with the 
or  increased by changes in the definition of the population of subjects only exception that of pressure breathing itself. That is to say, the to be included in the study). control group is a grou of subjects receiving a dummy treatment 

(the placebo of clinicar trials). In the pressure brcathing experi- We now may wish to apply a test of significancc in order to answer 
the question : what is the chance of occurrence of a ment, it would mean that “before treatment” specimens are collected 
mean concentration of hydrochloric acid as high as the one found on the control subjects, that the subjects arc connc cted to the apparatus 
in this study? The trouble with this question is that it is meaning- for the same length of time as those exposed to  positive pressure, 
less, because statistical of significance can be applied etc. It would also be highly desirable that the subjects not he inform- 
comprative experiments, that is, to observed diftrrencea betaTeen ed regarding whether they are in the positive Pressure group Or in the 
treatments, not to absoltjte values. Given an observed difference grou to avoid introducing a psychological bias* Other 
between treatments, it may be meaningrul of devices may gk used to  give the control subjects the impression that 
obtaining a difference of that size (or larger) by chance they are subjected to a real treatment. Subjects must be allocated 
Whether or not it is meaningful depends on tho way in which thd to the control and pressure breathing groups at random and shoold 
difference was obtained. ~f we had used a published figure on the also be admitted to the experiment in random order, so that small 
average hydrochloric acid concentration after a standard test meal systematic changes in technique will not bias the final comparison. 
for comparison with our meal, a When these precautions are taken, the difference between the before 
small chance probability would prove very little regarding differences and after treatment changes in the two treatment groups will be an 
in response the different meals. The is that a unbiased estimate of the change in urine flow due to positive pressure 
&fa between the hydrochloric acid concentrations may breathing. If positive pressure breathing has no effect on urine flow, 
be due so many factors besides the difference In the any difference between the changes before and after “treatment” in 
meals and chance. The published fiSure on hydro&loric acid the two groups can be attributed to  chance alone. Under those 
concentration after the standard test meal may simply not apply conditions, it is appropriate t o  apply a test of significance to  the 
our group of 3ubjects- ill any case, we have no of knowing changes observed in the two groups in order to determine the probabi- 

the use of a control group, that is, a group of who are If chance alone rarely brought about such difference, we would run 
given the standard meal for comparison with the subjects given little risk-in attributing the difference to the positive pressure. 
the new test meal. we then have a set of treatments consisting of treatment has the standard test meal and the new test meal. The experimental 
units are, say, human subjects, with form of treatment per produced a statistically significant,, difference before and after 
subject. With respect to the rules by which the are treatment?’ must be answered with No” primarily because we do 
allocated to the subjects, the treatments are allocatee! to the. subjects not have a comparison with a group in which treat- 
at  random (with thc help of a table of random numbers). If the :::: ~ ~ s n ~ ~  ~ ~ ~ , t e T ~ ~ e d ~ ~ ~ ~ ~ ~ ~ t ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~  
treatments are allocated at random and if there is no real differer.ce 

the chacge in before and after “treatment” values in each subject. the averages between the two groups of suhjects can be accounted 
for by the variability in the response obser,ed within each group. That is to say, the experimental units t o  which the treatments 
That is to say, we then have an appropriate ,.arJstick against ,ch are applied are individual perso*ls, the treatments are allocated to 

to measure the otservcd difference between the groups. ’ If our test units at and the meaSUremellt to be 
of significa.ce gives us a very small chance probability for the made on each eyperimental unit is the difference before and after 
observed u2rmce, taking into a,ithin “treatment”. This completes the description of the experimental 
we can feel corfident that there is a real difference in response to  the design according to Finney’s list Of specifications’ 
two test meals. 

originally under discussion was somewhat more complicated in that 

find 

value on the 

it does or not. The ansu.er this problem obviously is lity of meeting the obscrved difference between thc changes by chance. 

To sum up, the question you tell me if 

in response to  the two test meals, then any difference in !IXnt to a group Of subjects at random and then Observe 

the 

The Completely Randomized Design 
Before and After Treatment Observations.-’I’he study The design suggested above is an example Of what has been called 

the completely randomized design which consists of completely 
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random allocation of subjects to all treatments to be cornpared, 
with one treatment per subject. One of the treatments may be a 
dummy or placebo, of course. There must be several subjects per 
treatment in order to obtain an estimate of variability in subjects 
treated alike. (An experiment wfich comprises all treatments t o  be 
compared and provides an estimate of variability in subjects treated 
alike - sometimes misleadingly referred to as “error’’-is called 
a self-contained experiment.) 

The complete1 randomized design is by far the most common and 
useful in clinicalmedicine and the onc to  be recommended to the 
majority of medical researchers for its simplicity both in the conduct 
of the experiment and in the analysis of results. The f a d  with 
statistical analysis in the medical literature often is that methods 
which are appropriate for a completely randomized design are applied 
to experiments in which no such design was employed. This is 
true for many t-tests and chi-square tests etc. employed in studies 
without appropriate control groups, without random allocition or 
without predetermined end point of the experiment (e.&, predeter- 
mined sample size). Sometimes one sees t-tests etc. applied in 
designs which are not in themselves faulty, such as the ones just 
mentioned, but which require a different form of analysis. A reader 
of the medical literature should be warned to hesitate accepting the 
verdict of a statistical test of significance without a careful study of 
the design of the experiment. Unfortunately, the information given 
about design is often inadequae, possibly becausc its importance 
is not yet fully appreciated by investigators and editors who wish 
to conserve space. However, if no mention is made of the method 
by which subjects are assigned to treatments, it would be fairly safe 
to assume at the present time that no strictly random methods, e.g., 
random numbers, was employed. 

E 
The Randomized Blocks Design 

Before going on  to consider the question regarding required sample 
size, it may bc useful to mention some other experimental designs 
which are not quite so simple as the completely randomized design 
in that they have an internal structure within which random allo- 
cation takes place. The most basic of these designs is the so-called 
randomized blocks desi n from which developed other more compli- 
cated designs which wiyl not be discussed hcre. The term “block” 
has been taken over from agriculture where it represents a block of 
plots of ground with similar inherent fertility. The randomized 
blocks designs are popular in agriculture and industry, but also have 
their application in medicine. Their essence is that the large ex eri 
mental units, the blocks, are subdivided into smaller units, the pk t s  
within every block, the various treatments are assigned to different 
plots, the particular plot for a given treatment being chosen at 
random. Literally speaking, therefore, it is not the blocks which 
are randomized, but the location of the treatments within the blocks. 
When all the treatments can be applied within thc same block, the 
differences between the treatments will be less affected by differences 
in fertility than if each block receives only one form of treatment ; 
between block differences in fertility (over and above within block 
differences) will be averaged out in the differences between treatments, 
which will thertfore be estimated witt grcatcr precision. 

In medicine it is easy to see that it is sometimes possible to apply 
two or more treatments to the samc subject, with the treatments given 
one after the other in a random order. In that case, each subject 
represents a block. If such scheme is feasible, it is advantageous 
because average treatment differences can be cstimated without the 
variability introduced by differences in the levels of response of the 
various subjects. These differences cancel out, if cach subject is 
given all treatments.* 

Examples of Randomized Blocks Designs 

Onc example of randomized blocks in medicine with the subject 
as a block might be the application of various doses of radiation to 
small areas on the patient’s‘ back in order to determine the threshold 
dose producing erythema. The location of the rarious doses on 

-------_____________.__----- 

A There is quite apopular de& ,for t w o  trratmenfs i n  which one random 
half of the stibjects rtceiwi the two  tnafnm~ts  in one tinzr ordr and the 
other half receiues them i n  the rerierse time order; this has been 
tailed a reversal-pair or C ~ O S I - O ~ W  itaign. &iaiue of the restraijji 011 
the variatiou h order, this dp.rip 110 lotrgw is a frit? rmdmiyi l  
h b c h  desi‘gu. 

&e patient’s back must be allocated strictly a t  random, for every 
patient anew, in order to avoid the introduction of bias due to 
possible gradients of sensitivity to the radiation. It might be men- 
tioned here too that the observer noting the erythema should be 
unaware of the particular random allocation used to rule out the 
effect of personal bias. 

Another csample of the randomized blocks design is in the field 
of evaluation of analgesics used for episodic pain, such as headache 
or menstrual pain, in which the patient may be given a different 
analgesic for every one of a specified number of attacks. The 
analgesics are given to the patient in a random order which is allowed 
to vary with each patient. However, even if the patient as well as 
the questioner are kept unaware of the nature of the medications, 
this design may be invalidated by psychologic1 biases introduced 
somewhere along the sequence of treatments being given. Such a 
bias is a form of carry-over effect of treatments, or interference 
between units of treatment, against which special precautions must 
be taken. Because of such carry-over effects, the randomized blocks 
design frequently is unsuitable in clinical work. 

In clinical trials in the field of chronic disease, the randomized 
blocks design may fail because changes in the patient’s condition 
with time may affect his reaction to treatment. The difference in 
the patient’s condition between two (or more) “plots” of time may 
be so great that comparing two trcitments in the same patient map 
hold no advantage over comparing the treatments on different 
patients. It may even be a disadvantage. In addition, there is the 
problem of having to follow the patient for twice the length of 
time required in the completely randomized design. 

If the treatments t o  he compared are repeated in a random ordcr 
within the block, we have a randomized blocks design with repli- 
cation (strictly speaking, replication within blocks). An exsmplc 
ofsuch design could be a sequence of daily experiments in the labo- 
ratory. Here the block would consist of an experiment carried out 
in one day. On each day, we have a certain number of animals 
(or test tubes, etc.) to which the treatments to be compared 
are assigned strictly at random; that is. xithin each block we have 
a completely randomized experiment. Here one often sees that the 
ex eriments are simply pooled and the data analysed as if there were 
onyy one experiment. This may be throwing awav valuable infor- 
mation besides possibly invalidating a tezt of significance. The 
fact that more than one experiment was performed enables one to 
check on the consistency of materials and methods and to test whether 
the treatment effects themselves differ between experiments. If  
they do, the interpretation of results may be considerably affected. 

If real differcnces exist between experiments in terms of the level 
of the measurements, pooling of the data as if they all came from 
one experiment will invalidate the test of significance for treatment 
effects. The reason is that the estimate of variability used as the 
yardstick in the test of significance will be increased by the difference 
between the experiments, while, as we have seen, in a randomized 
blocks design (with equal numbers on each treatment), the differences 
between treatments are not affected by differences in levels of measure- 
ments between the blocks. Clearly, the appropriate estimate of 
variability must also be unaffected by differences in levels of measure- 
ments between the blocks, Le., it must consist of the variability 
observed between units treated alike with recpect t o  treatment and 
experiment (an intrablock estimate of variabilit ) With the inflated 
estimate of variability, the probability of false&‘proclaiming a real 
difference betwecn treatments will be reduced below the stated level 
of, say, 5 per cent, and we will be less likely to detect a real difference 
when it exists. 

Perhaps another more interesting example of the randomized 
blocks design with replication is the clinical trial with stratification. 
Herc the total group of subjects is divided into a number of sub- 
groups or strata consisting of subjects that are similar with respect 
to one or more characteristics, such as age, sex, severity of disease, 
etc. The subgroups of similar subjects form the blocks in this kind 
of experiment. Within the subgroups, the treatments are, as usual, 
allocated completely at random. ‘VI hen equal numbers of patients 
are assigned to each treatment within each subgroup (d3iculties 
arise in thc case of losses), differences between treatments will not 
be affected by differences in general level of response between the 
various subgroups. Subgroups should generally be scfficiently 
large, however, to make it possible to  determine whether or nor 
trcatment differences vary hetween suhgmups. 
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. Required Sample Size 

\Vc.arc now ready to return to thc second original qucstion, thc 
question regarding thc rrqaircd samplc size. I n  ordtr to tF to 
answer, thc statistician must pose a number of counter questions 
regarding the various features of the cxperimcnt, including, of courst , 
its design. If we assume that the basic qurstions regarding the 
purpose of the csperiment, thc selcction of subjects for the cxperi- 
rnent and the nature of thc trcatmcnts hare been settled, there remain 
the follou-ing s i s  questions. 

In what manncr will the subjects be assigned to the treatments 
(Finny’s points 2 and 3)? Will this be a completely randomized 
espcriment or will thcre be somc form of block desigil due to the 
distinction of subgroups or  the application of both forms of treat- 
ment and/or thc repetition of treatmcnts on the same subject? 

2. What is thc critcrion to be used for evaluation of the trcat- 
mcnts? Is the criterion in the form of a mcasurcmcnt or simply 
a category? If the critcrioil is in the form.of a catcgor)-, the required 
sample sizr is gcncrally larger than if.it is a measurement. r\Iorcover, 
in the casc of a block dcsign, category (frcqucncy) data are morc 
diificult to analyse statistically than arc mcasuremcnt data. 
Frequently it is dcsircd to study more than otic criterion for cvalua- 
tion, with each theoretically rcquiring a differcnt sample sizc for 
successful results; in such case it would prohably be ncccssary to  
fix on the most important critcrion for the detcrmination of simple 
size. 

3. What is the variability of the criterion undrr like trcatmcnt 
conditions iti thc group to be stiidicd? \Yhat constitutes this 
variability (the “yardstick”) mill dcpcnd on thc expcrimcntal dcsign. 
For instance, in thc casc of a completely randomized design, it means 
the variability cf  thc obscrvations choscn- as a critcrion among all 
subjects given the same treatment. In a randomized blocks espcri- 
ment without replication in u-hich two treatments arc comparcd on 
the same subject, the quantity required is an cstimatc of the varia- 
bility among all the subjects of the differenccs bctwccn two rcpcat 
observations on the same subjcct. 

The estimate of variability under like trcatmcnt conditions is 
usually (particularly with mcasurcmcnt data) expressed in terms of 
a standard deviation and must come from previous, similar work 
(Therc i s n o  special virtue in the usc of the standard deviation as a 
measure of average variation, unlcss one deals with the Gaussian 
curve.) The trouble is, of coursc, that tLcrc frcqucntly is no such 
previous work; even experiments which look similar in thc literature 
often were performed on somewhat diffcrcnt kroups of subjects 
with sufficiently diffcrent materials and methods to rendcr estimates 
obtained from than  highly questicnable. Bccause of the dii?iculty 
rcgarding the estimatc of variability, wc arc frequently unable to 
determine the rcquircd sample size with any degrec of csactitude. 
Often it is uscful to conduct esvmtially two cxperimcnts instcad of 
one and cstimate the samplc size rcquircd in the sccond csperimcnt 
from the variability obscrvcd in the first. A decision must of course 
still be made rcgarding thc sizc of the first espcriment. 

In the casc of a completely randomizcd dcsign ill which the criterion 
for evaluation can assunic only two values, c.g., improved, not im- 
proved, thc problem of rcquircd sample sizc is somewhat simplificd. 
Here the question regarding variability (on thc standard or  control 
treatment) is cquiva1cr.t to thc qucstion :what pcrccntage of improved 
cases do  you expect with the control trcatmcnt? The reason is 
that, for any population pcrccntagc, we 1;now (cspcrimmtally as 
well as mathematically) the rariability in pcrccrtagcs that can be 
cspectcd bctwccn random samples of any specificd sizc. 

4. What is thc size of the difference bctuwn the two trcatmcnts 
in the units of measurcnicnt of the criterion which it is important 
to detcct? This qucstion frequently rcquircs a grc%t deal of soul 
searching on the part of the investigator. Ofrcn the answer is 
found only by mc-ans of a compromise bctwccn the difference which 
it would bc nicc to dctcct and the difference it is feasible to dctect 
with the rcsourccs at hand - bccausc the smaller the rcal diffcrence 
which wc wish to dctcct, the largcr will be the sample sizc required 
to dctcct it with any aswrancc of S-JCC~SS. 

What is the sizc of thc type I crror which  yo^ arc villing to 
commit? Thc type 1 crror is the crror of concluding that a real 
differcncc exists, when in fact there is nom. Every tcst of signi- 
ficancc i s  subjcct to this crror which can never hc complctely climi- 

1.  

5. 

natrd. It should always be fixcd in adsancc of the cspcriment. 
Usually, it is set at 5 per. cent or 1 pcr cent (of experiments), but 
other ralues may he choscn depending on the particular nature of 
rhc cspcriiiient.- .. .. 

\\;hat is thc size c;i thc type 11 crrol which you are’willing to 
commit? Thc typc I1 error is the crror of concluding that a real 
difference of a size considered important does not esist, when in fact 
it dots. This crror also car: never be completely eliminated, but, 
again, its size can be controlled, The chojcc of the type I1 error is 
an icdividual matter; honcvei, it would seem that once one has 
decidcd :hat a certain (minimum) diffcrencc betwecn thc trcatmcnts 
ir important to dctect, one should aim for a high dcgree of assurance 
of bcing able to dexct it. Therefore it is s iggcstrd that the type 11 
L rror be sct at no greater than 5 per cent for a difference of thc given 
size. Smaller differences will tl-en be missed more oftcn than 5 
pcr c( nt of rxperimcnts, while larger dif.erer,ccs will bc detected with 
still great r certainty (grcater than 95 per cent of experiments). 

When the criterion of evaluation consists of thc pcrccntnge of 
subject? responding in a spccifkd way and wc have a complctcly 
randomized esperiment with tu-o treatments to hc compared, it is 
possible to draw up simple tables which show the samplc sizes re- 
quired for the dctcctior. of diPcrcnccs bctwecn various population 
pcrccntagcs (of iniprovt d, cuxd  or whatevcr the criterion), \Ye 
nre thercforc fortunate to be able to conclude on a positive note by 
giving as an example of rcquircd simples sizes of 100 or less a small 
escerpt from such a table (Afainland, Htrrera and Sutcliffc, 19Xi), 
with a type I crror n 3  grcatcr than 5 per cent and spccificd type 1 1  
rrror of abwlt .i per ctnt or  lcss. 

li. 

Table I 

SAMPLE SIZES REQUIRED FOR DETECTION 
OF DIFFBRENCE BETWEEN TWO SPECIFIED 

POPULATION PERCENTAGES 

Two-sided type I error of 0.05, and specified type I1 
error about 0.05 or smaller. 

Population Percentages Samplc Sizc 

(smaller 0;) (largcr 9;) (each group) 
Group A Group B Required Typc TI Error 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
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