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THE DESIGN OF EXPERIMENTS IN MEDICAL RESEARCH

As an introduction to the subject of design of experiments, it
may be useful to consider two very common first questions which
medical researchers ask of medical statisticians. These qucstions
may be phrased as follows.

1. I have taken beforc and after treatment measurements on 2
certain number of subjects; can you tell me if the treatment has
produced a statistically significant difference before and after treat-
meat ?

2. T wish to sct up an experiment to compare two forms of
treatment on a group of subjects of a ccrtain kind ; can you tell me
how many subjects I will need to obtain a statistically significant
difference between the treatments?

Unfortunately, the statistician must generally answer “No” to
the first question and “I don’t know” to the second, although in
the second case a thorough study of the problem may eventually
lead to a positive answer. The reasons why the answers arc so
disappointing are in both cases connected with problems of the
design of the experiment ; in the one case, the difficulty lics primarily
in the probable inadequacy of the design for statistical analysis, and
in the othet, it lies in the lack of sufficient specification of the design
as well as of other necessary information.

The Meaning of Design of Experiment

‘The design of an experiment, according to Finney (1955), may be
thought of as consisting cf the following.

1. The sct of treatments selected for comparison.

2, The specification of the experimental units to which the
treatments are applied.

3. The rules by which thc treatments are allocated to the experi-
mental units,

4. The specification of the measutements or othet records to be
made on each unit,

However, these questions regarding what cne might call the
mechanics of a specific experiment must be preceded by the consi-
deration of broader questions which may also be considesed to lie
within the compass of the design of experiments. A list of those
should include thesc additional considerations.

a. The questions which the experiment is planned to answer.

b, The population to which the results shall be applicable.

¢. 'The choice of subjccts for the experiment. -
Test of Significance

. Before teving to show the relationship between the medical

rescarchers’ questions and the problem of experimental design, it
is helpful to review briefly the gencral nacure of tests of statistical
signiftcance. A statistical test consists of finding the probability
ot the occurrence of certain events by chance alone., When this
probability is sufficicatly low (e.g., P, the chance probability, less
than 0.01) for a given observed cvent, we decide to reject the hypo-
thesis of chance (cften called null hypothesis, meaning the no-real-
difference hypothesis) as an cxplanation of that event. Basically,
chance probabilitics can be considered as relative frequencics of the
occurrences of eveats under closely specified conditions. The term
rolative frequency implies that theére is some scrt of aggregate of
events, collected under specified conditions, in which one can count
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how many times cach (rype of) event occurs. Thus the chance
probability which a statistical tese attaches to the outcome of a given
cxperiment is an expression of the relative frequency of such out-
comes or events by chance alone, if many experiments were performed
under the same specified conditions (i.c., if the same experiment
were petformed many times).

Population to which Results are Applicable

We are now ready to begin to cxamine the first of the medical
investigator’s problems with regatd to the adequacy of the experi-
mental design.  Starting with more general considerations, suppose
the cxperimenter will tell us the questions which the experiment was
planncd to answer and describe the subjects included in the experi-
ment. Clarification is nceded regarding the population to which the
results shall be applicable. In the technical sensc, this is a question
about the way in which the experiment would be repeated, if it were
possible to run the experiment once again. As we saw above, this
kind of information forms the basis for the application and inter-
pretation of a test of statistical significance.

There are two ways in which one may visualize a repetition of an
experiment.

1. ‘The repetition of the experiment may consist of the collection
of more observations on the very same subjects who participated
in the first experiment, In that case, the popula:tion to which thp
results shall be applicable consists only of the subjects actually parti-
cipating in the experiment. The implication here is that the objective
ofPthc experiment was to determine whether or not the particular
subjects included would respond to the treatments in a certain manoer,

subjects taken from the same population as the first group of subjects.
In that case, the population to which the results shall be applicable
is larger than the group of subjects participating in the experiment,
and the objective of the study would be to determine how subjects of
the type represented respond to the treatments in question. This
second kind of picture is the more common in medical research.
In that situation, the subjects included in the experiment should,
ideally, according to-the statistical theory, be chosen at random,
i.e., by purc chance. However, in practice, our samples of subjects
ate not random samples—at best, they may be chosen at random
from some clinic population. All we can usually do is to insure
that the subjects ar¢ similar with respect to certain characteristics
considered important to the experiment, i.e., that ¢hey are all mem-
bers of a curtain specified subpopulation, and hope that other special
characteristics of the subjects will not scriously affect the outcome
of the experiment, Clearly, it is quite possible that a given sample
of subjects contains unusual featurcs ¢f a non-random kind and that,
in spite of our best efforts, the sample may in the end be representative
only of itself.

2. The experiment may be visualized as repeated on a group of

Supposc now that, as we questioned the experimenter regarding
the kind of population to which he wished to apply bis results, he
told us that he stopped his experiments after eleven subjects becanse
he then fele satisficd that there was a clinically importaae diff rence,
say, in the mcan values before and after treatment.  What sort of
repetition of the cxperiment is implied in that case? Obviously,
his cxprriment was not at the outset rgst;xctcd to a specific group of
subjects, since he would have been willing to use more subjects, if
the cxperiment had not seemed conclusive after the first cleven
subjcces.  The population to which he would wish to apply his
results would be the one of which his subjccts are representative.
Now if he repeated his experiment, he could not tell at the outset
how many subjects were to be included, because, in his sghex}le, the
number depended on the outcome. The usual tests of significance
are based on sample sizes fixcd in advance of the experiment and
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therefore would not be applicable to the problem presented by the
experimenter. Wtile there arc statistical tests based on sample size
determined by outcome of experiment, the so-called sequential tests,
these require advance planning of another kind and therefore could
not be applied to his problem either.

Let us now suppose that the experimenter had decided on the
number of subjects without regard to the outcomes on those subjects
and that the subjects were representative of the kind of population
to which he wished to apply his results, We are then ready to
proceed with the remaining considerations involved in the design
of an exptriment.

Obviously the cxperimenter has made his decision regarding the
set of trcatments selected for comparison. Regarding the speci-
fication of the mcasurements or other records to be made (point 4),
decision must also be made in advance of the conduct of the experi-
ment for it must be uninfluenced by the ovtcome to insurc avoidance
of bias due to sclection of a criterion favorable to one’s particular
hypothesis or opinion.

The Problem of the Control Group

Some clarification is needed regarding points 2 and 3, the speci-
fication of the cxperimental units and the rules by which the
treatments are allocated to them. In order to be clear about what
is implied here, it is useful to think in terms of a simple example.

Suppose we wish to conduct an cxperiment to evaluate a2 new
type of gastric test meal with respect to its effect on the sccretion
ot free hydrochloric acid, We choose a number of suitable subjects,
administer the test meal on an empty stomach and, say, 30 minutes
later we obtain a specimen of gastric juice and determine its frec
hydrochloric acid concentration. We then find the mean hydrochloric
acid concentration for the group of subjects as well as their standard
deviation which is a measure of the variabili.y in the concentrations
among the subjects. (The variability could probably be decreased
ot increased by changes in the definition of the population of subjects
to be included in the study).

We now may wish to apply a test of signficance in order to answer
the question : what is the chance probability of the occurrence of a
mean concentration of hydrochloric acid as high as the one found
in this study? The trouble with this question is that it is meaning-
less, because statistical tests of significance can only be applied to
corr parative experiments, that is, to observed difterences between
treatments, not to absolute values. Given an observed difference
between treatments, it may be meaningful to find the probability of
obtaining a difference of that size (or larger) by chance alone.
Whether or not it is meaningful depends on the way in which the
difference was obtained. If we had used a published figure on the
average hydrochloric acid concentration after a standard test meal
for comparison with our obscrved valuec on the ncw test meal, 2
small chance probability would prove very little regarding differences
in response to the two different test meals. The reason is that a
dif'er :nce between the two hydrochloric acid concentrations may
be due to so many other factors besides the difference in the test
meals and chance, The published figure on hydrochloric acid
concentration after the standard test meal may simply not apply to

our group of subjects— in any case, we have no way of knowing.

whether it does or not. The answer to this problem obviously is
the use of a control group, that is, a group of subjects who are
given the standard test meal for comparison with the subjects given
the new test meal. We then have a set of treatments consisting of
the standard test meal and the new test meal. The experimental
units are, say, human subjects, with onec form of treatment per
subject. With respect to the rules by which the treatments are
allocated to the subjects, the treatments are allocated to the subjects
at random (with the help of a table of random numbers). If the
treatments are allocated at random and if there is no real differer.ce
in response to the two test meals, then any observed difference in
the averages between the two groups of subjects can be accounted
for by the variability in the response obsetved within each group.
That is to say, we then have an appropriate yardstick against wi ich
to measure the observed diffetence between the groups. * If our test
of significa“ce gives us a very small chance probability for the
observed diffzrence, taking into account the within group variability,
we can feel cor.fident that there is a real difference in response to the
two test meals,

Before and After Treatment Observations.—The study
originally under discussion was somewhat more complicated in that
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cach subject in a sensc served as his own control by having both a
pre-treatment and a post-treatment observation, The criterion  of
response was the difference between the pre-treatment and post-
treatment observations. As an example of such experiment consider
a study of the effect of breathing against positive pressure on the flow
of urine. ‘The subjects were asked to empty their bladders every fif-
teen minutes. The control specimen was the specimen voided imme-
diately before the institution of pressure breathing; the treatment
specimen was the one voided at the termination of pressurs breathing.
An estimate of variibility between subjects is afforded by the variability
in the before-after treatment differences. However, fcr 2 meaningful
test of significancce regarding the effect of pressure breathing, it is
necessaty that differences before and after pressure breathing can be
accounted for either by chance alone or the efiect of pressurc breathing
plus chance.

In all experiments in which the control value is really a “*before
treatment”’ value we cannot rulc out the possibility that the circums-
tances of the experiment (in addition to the effect of the experimental
treatment itself) have influenced the after treatment valuc in a consis-
tent manner. The before treatment “control” value may no longer
be representative of control conditions after the experiment is com-
pleted ; therefore, it may not be an appropriate basis for cstimating
the effect of treatment. Time has clapsed, and conditions may have
changed. This is by no means say:ng, however, that the change in
urine flow in an individual before and after pressure breathing is not
the appropriate critetion by which to evaluate the effect of positive
pressure breathing., It does mean that the estimate of the effect of
treatment may be subject to bias and that, thercforc, a test of signi-
ficance to determine whether the observed change in urine flow is dif-
ferent from zero has no unequivocal interpretation, Basically, this
example is no different from the previous onc in wtich it was a ques-
tion of determining whether an observed hydrochloric acid concen-
tration was different from some probably inappropriate published
control value. The solution to the problem is therefore also the same :
the use of a control group of subjects, this time consisting of a group
which is exposed to all the circumstances of the experiment with the
only exception that of pressurc breathing itself. That is to say, the
control group is a group of subjects receiving a dummy treatment
(the placebo of clinical trials). In the pressure breathing experi-
ment, it would mean that “before treatment’ specimens are collected
on the control subjects, that the subjects arc connected to the apparatus
for the same length of time as those exposed to positive pressure,
etc. It would also be highly desirable that the subjects not be inform-
ed regarding whether they are in the positive pressure group or in the
control group, to avoid introducing a psychological bias,  Other
devices may be used to give the control subjects the impression that
they are subjected to a real treatment. Subjects must be allocated
to the control and pressure breathing groups at random and should
also be admitted to the experiment in random order, so that small
systematic changes in technique will not bias the final comparison.
When these precautions are taken, the difference between the before
and after treatment changes in the two treatment groups will be an
unbiased estimate of the change in urine flow due to positive pressure
breathing. 1f positive pressurc breathing has no effect on urine flow,
any difference between the changes before and after “treatment” in
the two groups can bec attributed to chance alone. Under those
conditions, it is appropriate to apply a test of significance to the
changes observed in the two groups in otder to determine the probabi-
lity of meeting the obscrved difference between the changes by chance.
1f chance alone rarcly brought about such difference, we would run
little risk in attributing the difference to the positive pressure.

To sum up, the question “......can you tell me if the treatment has
produced a statistically significant difference before and after
treatment ?” must be answered with “No” primarily because we do
not have a comparison with a control group in which the treat-
ment was not given. The design recommended for such experi-
ment was to allocate the real treatment and the dummy trcat-
ment to a group of subjects strictly at random and then obsetve
the charge in before and after “treatment” values in each subject,
That is to say, the experimental units to which the treatments
are applied are individual persons, the treatments are allocated to
the experimental units at random, and the measurement to be
made on each evperimental unit is the difference before and after
“treatment”, ‘This completes the description of the experimental
design according to Finney’s list of specifications,

The Completely Randomized Design

The design suggested above is an example of what has been called
the completely randomized design which consists of completely




random allocation of subjects to all treatments  to be compared,
with onc treatment per subject. One of the treatments may be a
dummy ot placebo, of course. ‘There must be several subjects pet
treatment in otder to obtain an estimate of variability in subjects
treated alike, (An experiment wtich comprises all treatments to be
compared and provides an estimate of variability in subjects treated
alike — sometimes misleadingly referred to as “error”—is called
a self-contained expetiment.)

The completely randomized design is by far the most common and
useful in clinical medicine and the one to be recommended to the
majority of medical researchers for its simplicity both in the conduct
of the experiment and in the analysis of results, The fault with
statistical analysis in the medical literature often is that methods
which are appropriate for a completely randomized design are applied
to experiments in which no such design was employed. This is
true for many t-tests and chi-square tests etc. employed in studies

without appropriate control groups, without random allocition or -

without predetcrmined end point of the experiment (e.g., predeter-
mined sample size). Sometimes one sees t-tests etc. applied in
designs which are not in themselves faulty, such as the ones just
mentioned, but which require a different form of analysis. A reader
of the medical literature should be warned to hesitate accepting the
verdict of a statistical test of significance without a careful study of
the design of the experiment. Unfortunately, the information given
about design is often inadequac, possibly because its importance
is not yet fully appreciated by investigators and editors who wish
to conserve space. However, if no mention is made of the method
by which subjects arc assigned to treatments, it would be fairly safe
to assume at the present time that no strictly random methods, e.g.,
random numbers, was employed.

‘The Randomized Blocks Design

Before going on to consider the question regarding required sample
size, it may be uscful to mention some other experimental designs
which are not quite so simple as the completely randomized design
in that they have an internal structure within which random allo-
cation takes place. The most basic of these designs is the so-called
randomized blocks design from which developed other more compli-
cated designs which will not be discussed here. The term “block”™
has been taken over from agriculture whete it represents a block of
plots of ground with similar inherent fertility. The randomized
blocks designs are popular in agriculture and industry, but also have
their application in medicine. Their essence is that the large experi-
mental units, the blocks, are subdivided into smaller units, the pE)ts ;
within every block, the various treatments are assigned to different
plots, the particular plot for a given treatment being chosen at
random. Literally speaking, therefore, it is not the blocks which
are randomized, but the location of the treatments within the blocks.
When all the treatments can be applied within the same block, the
differences between the treatments will be less affected by differences
in fertility than if each block receives only one form of treatment;
between block differences in fertility (over and above within block
differences) will be averaged out int the diffcrences between treatments,
which will thercfore be estimated witk greater precision.

In medicine it is casy to sce that it is sometimes possible to apply
two Ot more treatments to the same subject, with the treatments given
onc after the othet in a random order. In that case, cach subject
represents a block. If such scheme is feasible, it is advantageous
becausc average treatment differences can be cstimated without the
variability introduced by differences in the levels of response of the
various subjects. These differences cancel out, if each subject is
given all treatments.*

Examples of Randomized Blocks Designs

Onec example of randomized blocks in medicine with the subject
as a block might be the application of various doses of radiation ta
small areas on the patient’s back in order to determine the threshold
dosc producing erythema. The location of the various doses on

There is quite a popular desion for two treaiments in which one random
half of the subjects receives the tno treatments in one time order and the
other half receives them in the reverse time ovder ; this design has been
called a reversal-pair or cross-over design. Because of the resiraint on
she variation in fime order, this design no fonger is a true randomiged
hlocks design.
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the patient’s back must be allocated strictly ar random, for every
patient anew, in order to avoid the introduction of bias due to
possible gradients of sensitivity to the radiation, It might be men-
tioned here too that the observer noting the erythema should be
unaware of the particular random allocation used to rule out the
effect of personal bias.

Another ¢xample of the randomized blocks design is in the field
of evaluation of analgesics used for episodic pain, such as headache
or menstrual pain, in which the patient may be given a different
analgesic for every one of a specified number of attacks. The
analgesics are given to the patient in a random order which is allowed
to vary with cach patient. However, even if the patient as well as
the questioner are kept unaware of the nature of the medications,
this design may be invalidated by psychologicl biases introduced
somewhere along the sequence of treatments being given. Such a
bias is a form of carry-over effect of treatments, or interference
between units of treatment, against which special precautions must
be taken. Because of such carry-over effects, the randomized blocks
design frequently is unsuitable in clinical work.

In clinical trials in the field of chronic diseasc, the randomized
blocks design may fail because changes in the patient’s condition
with time may affect his reaction to treatment. The difference in
the patient’s condition between two {or more) “plots” of tine may
be so great that comparing two treztments in the same patient may
hold no advantage over comparing the treatments on different
patients. It may even be a disadvantage. In addition, there is the
problem of having to follow the patient for twice the length of
time required in the completely randomized design.

If the treatments to ke compared are repeated in a random order
within the block, we have a randomized blocks design with repli-
cation (strictly speaking, replication within blocks). An exsmple
of such design could be a sequence of daily experiments in the labo-
ratory. Here the block would consist of an experiment carried out
in one day. On ecach day, we have 2 certain number of animals
(or test tubes, etc.) to which the treatments to be compared
are assigned strictly at random ; that is, within each block we have
a completely randomized experiment. Here one often sees that the
cxgerimems are simply pooled and the data analysed as if there were
only one experiment. This may be throwing away valuable infor-
mation besides possibly invalidating a test of significance. The
fact that more than one experiment was petformed enables one to
check on the consistency of materials and methods and to test whether
the treatment effects themselves differ between experiments. If
they do, the interpretation of results may be considerably affected.

If real differcnces exist between experiments in terms of the level
of the measurements, pooling of the data as if they all came from
one experiment will invalidate the test of significance for treatment
effects. The reason is that the estimate of variability used as the
yardstick in the test of significance will be incteased by the difference
between the experiments, while, as we have seen, in a randomized
blocks design (with equal numbers on each treatment), the differences
between treatments are not affected by differences in levels of measure-
ments between the blocks. Clearly, the approptiate estimate of
variability must also be unaffected by differences in levels of measure-
ments between the blocks, i.e., it must consist of the variability
observed between units treated alike with respect to treatment and
experiment (an intrablock estimate of variability). With the inflated
estimate of variability, the probability of falscf; proclaiming a real
difference between treatments will be reduced below the stated level
of, say, 5 per ceat, and we will be less likely to detect a real difference
when it exists.

Perhaps another more interesting example of the randomized
blocks design with replication is the clinical trial with stratification,
Here the total group of subjects is divided into a number of sub-
groups or strata consisting of subjects that are similar with respect
to one or more characteristics, such as age, sex, severity of disease,
etc. ‘The subgroups of similar subjects form the blocks in this kind
of experiment, Within the subgroups, the treatments are, as usual,
allocated completely at random. When equal numbers of patients
are assigned to each treatment within each subgroup (difficulties
arise in the case of losses), differences between treatments will not
be affected by differences in general level of response between the
various subgroups. Subgroups should generally be sufficiently
large, however, to make it possiblc to determine whether or not
treatment differences vary kerween subgroups.
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Required Sample Size

We arc now ready to return to che second original question, the
question regarding the required sample size. In order 1o try 10
answer, the statistician must pos¢c a number of counter questions
regarding the various features of the experiment, including, of course,
its design. If we assume that the basic questions regarding the
purpose of the experiment, the selection of subjects for the experi-
raent and the nature of the treatments have been settled, there remain
the following six questions.

1. In what manner will the subjects be assigned to the trcatments
(Finaey’s points 2 and 3)? Will this be a completely randomized
expetiment or will there be some form of block design due to the
distinction of subgroups or the application of both forms of treat-
ment and [or the repetition of treatments on the same subject ?

2. What is the criterion to be used for evaluation of the treat-
ments? Is the criterion in the form of a measurement or simply
a category ? If the critcrion is in the form.of a category, the required
sample size is generally larger than if it is 2 measutrement. Morcover,
in the case of a block design, category (frequency) data are more
dificult to analyse statistically than arc mcasurement data.
Frequently it is desired to study more than one criterion for evalua-
tion, with each thcoretically requiring a different sample  size  for
successful resules; in such casc it would probably be neccssary to
fix on the most important critcrion for the determination of sample
size.

3. What is the variability of the criterion under like treatment
conditions in the group to be stndicd? What constitutes this
variability (the “yardstick’) will depend on the experimental design.
For instance, in the casc of a completely randomized design, it means
the variability cf the obscrvations chosen-as a critcrion among all
subjects given the same treatment. In a randomized blocks experi-
ment without replication in which two treatments are comparcd on
the same subject, the quantity required is an cstimatc of the varia-
bility among all the subjects of the differences between two repeat
observations on the same subject,

The estimate of variability under like treatment conditions is
usually (particularly with measurement data) expressed in terms of
a standard deviation and must come from previous, similar work
(Therc is-no special virtue in the usc of the standard deviation as a
measure of average variation, unless onc deals with the Gaussian
curve,) The trouble is, of course, that there frequently is no such
previous work ; even experiments which look similar in the literature
often were performed on somewhat different groups of subjects
with sufficiently different mraterials and methods to rendct estimates
obtained from them highly questicnable. Because of the difficulty
regarding the estimate of variability, we are frequently unable to
determine the required sample size with any degree of exactitude.
Often it is uscful to conduct essentially two experiments instcad of
one and cstimate the sample size required in the sccond cxperiment
from the variability observed in the first. A décision must of course
still be made regarding the size of the first experiment.

In the casc of a completely randomized design in which the criterion
for evaluation can assume only two values, ¢.g., improved, not im-
proved, the problem of requircd sample size is somewhat simplificd.
Here the question regarding variability (on the standard or control
treatment) is cquivalent to the question :what percentage of improved
cases do you expect with the control treatment? The reason is
that, for any population pereentage, we know (experimentally as
well as mathematically) the variability in percertages that can be
expected between random samples of any specified size.

. 4. What is the size of the difference between the two treatments
in, the units of measurcment of the critcrion which it is important
to detcct? This question frequently requires a great deal of soul
searching on the part of the investigator. Often the answer s
found only by means of a compromise between the difference which
it would be nice to detect and the difference it is feasible to detect
with the rcsources at hand — because the smaller the real difference
which we wish to deteet, the larger will be the sample size required
to detect it with any assurance of success.

5. What is the size of the type 1 crror which you are willing to
commit? The type 1 error is the crror of concluding that a real

diﬂ'ercng:e exists, when in fact there is none, Every test of signi-
ficance is subject to this crror which can never be completely climi-
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nated. It should always be fied in advance of the expcriment.
Usually, it is sct at 5 per. cent or 1 per cent (of experiments), but
other values mav he chosen depending on the particular naiare of
the experiment.- .

6. What is the size ¢f the type 1 error which you are willing to
commit? The type 1I error is the error of concluding that a real
difference of a size considered important does not exist, when in fact
it docs. This error also car never be completely eliminated, but,
again, its size can be controlled. The choice of the type II error is
an individual matter; howcvet, it would seem that once one¢ has
decided that a certain (minimum) difference between the treatments
is important to detect, one should aim for a high degree of assurance
of being able to dezect it, Therefore it is sggested that the type T1
crror be sct at no greater than 5 per cent for a difference of the given
size. Smaller differences will thken be missed more often than 5
per cent of «xperiments, while larger dif.erences will be detected with
still great r certainty (greater than 95 per cent of experiments).

When the criterion of evaluation consists of the percentage of
subjects responding in a specified way and wc have a completely
randomized experiment with two treatments to be compared, it is
possible to draw up simple tables which show the sample sizes re-
quired for the detcction of difierences between various population
percentages (of improvid, curcd or whatever the criterion).  We
are thercfore fortunatc to be able to conclude on a positive note by
giving as an example of requircd samples sizes of 100 or less a small
excerpt from such a table (Mainland, Herrera and Sutcliffe, 1956),
with a type I crror no greater than 5 per cent and specificd tvpe 11
rrrar of abonit 3 per cont or less.

Table 1
SAMPLE SIZES REQUIRED FOR DETECTION
OF DIFFERENCE BETWEEN TWO SPECIFIED
POPULATION PERCENTAGES

Two-sided type I erroc of 0.05, and specified type I
error about (.05 or smaller.

Population Percentages Sample Size

Group A Group B Required  Type II Error
(smaller 2 (larger ;)  (ecach group)
]% 1.??/9 ](30 2.7%
195 259, 5 3.59%
3% 392, 50 5.2%
59, 679 15 5.29,
109;, 679, 20 3.59,
109;, 759, 15 5.69
159 509 50 4,20,
159, 759, 20 2,49,
259, 509, 100 5.59
259% Thog, 30 3.09,
339 67%, o 229
339, 09, 20 3.50,
309%, 75% 106* 5.89,
500, 859 50% 4.29;

*  An experiment with 5o%% in group A and 7 5% in group B, where the
percentage stands for percentage ivtproved, say, is equivalent to an experi-
ment with 25% in group A and 5oS in group B if the percentage stands
Jor perceniage not improved ; similarly, 5o% in gronp A and §5% in
group B is equivalent fo 15%, in group A and yo% in gronp B. Thus
eacl entry in this tahle can be nsed in tno ways.
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