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I NTRODUCT I ON 

PIPLAN, the computer program designed for  treatment p l a n n i n g  

patients undergoing pion therapy a t  the Los Alarms Meson Physics 

.Facf l i ty .  Los Alamos, NM, calculates dose i n  three dimensions. 

not practical t o  calculate the energy deposited for a l l  10l1 particles 

entering a p a t i e n t .  We therefore model the beam w4th  approxlmataly 10 

real particles. each particle representing a monoenergetic pencil 

beam o f  a large number of particles, about 10 . 

I t  i s  

5 

6 

Each pencil beam contains a n  analytic description of the dose 

deposited by a small bundle o f  monoenerget c particles. There i s  no 

s t a t i s t i c a l  uncertainty i n  the dose deposi ed by a single pencil beam. 

However, there f s  s t a t i s t i ca l  uncertainty i n  the distribution of pencil 

beams coming from the particle measuring process. 

T h i s  paper  describes a technique to  reduce the uncertainty i n  the 

calculation Of dose u s i n g  the pencil beam model. Results show t h a t  a 

s t a t i s t i c a l  accuracy of 2 . 5 1  i n  the dose calculation i s  achieved w i t h  

a factor o f  10 fewer number of pencil beams t h a n  would be required w i t h  

a purely random set of incident particles. 

I I. CALCULATION MODEL 

The pencil beam mode1 i s  Important f o r  pion treatment planning for 

I t  allows for  correcting for inhomosencities i n  the following reasons. 

the volume, given the complexities of the p ion  beam. 

correlations, f o r  example. between the locations of the particles I n  the 

There are important 
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plane of incidence, the angles w i t h  which they traverse the volume 

and their individual momentum. An addi t iona l  complicatlon i s  the ap-  

propriate representacion of muons and electrons. The calculational 

model represents these complex distributions by using the measured 

trajectories o f  i n d i v i d u a l  particles as the source of the PIPLAN pencil 

beams. 

In our model, the intensity In  the pencil beam Is no t  constant. 

Intensity fa l ls  off r ad ia l ly  according t o  a Gaussian functlon. The 

standard deviation, sigma, of the function is 0.5 a and increases 

w i t h  depth due t o  multiple scattering. 

i n  Fig. 1. Individual pencil beams used i n  the calculation are 

selected fran a large number of randomly distributed Incident particles, 

f o r  which location and momentum vectors were measured experlmentally. 

The particles are  selected so that the dose measured i n  a i r  us ing  an 

lonizatlon chamber i s  precisely reproduced. 

T h i s  i s  shown schematically 

Accumulation of dose a t  the center o f  the dose box shown i n  Fig. 1 

i s  done from a table i n  wh ich  dose contributions a t  each depth have 

been calculated for water. Thicknesses o f  inhomogeneities encountered 

by the centroid o f  the pencil beam are translated into equlvalent 

thicknesses of water. 

The dose as a function of depth used i n  the calculation i s  shown 

i n  Fig. 2. 

the momentum o f  the beam. The so-called "star" dose, a unique feature 

of the p ion  beam, includes the contributions o f  the heavy particle 

fragments, neutrons, and protons t h a t  are a result  of plon star events. 

Dose contributions due t o  muons and electrons are added w i t h  the same 

method. 

I t  i s  a Bragg curve calculated f o r  the mean magnitude of 
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I1 I ,  COMPARISON OF CALCULATION AND MEASUREMENTS 

A measurement o f  the dose i n  air using an ion iza t ion  chamber i n  

a plane perpendicular t o  the beam d i rec t i on  y ie lded a smooth d i s t r i -  

bution, shown i n  F ig.  3 ( s o l i d  l i ne ) .  

the  dose ca lcu lated w i th  PIPLAN wi th  50,000 and 200,000 random events. 

Both s t a t i s t i c a l  and systematic e f fec ts  are evident. I n  order t o  

achieve a b e t t e r  agreement between ca lcu lat ions and measurement, we 

selected from about 400.000 random events a reduced number o f  pa r t i c l es  

that  gave a sa t is fac to ry  dose ca lcu la t ion  i n  a i r .  

systematic er rors ,  we e s t i m a t e  t ha t  250.000 events would give an accuracy 

of about 2.5%. 

"smoothed" d i s t r i b u t i o n ,  we achieved t h i s  accuracy w i th  25,000 events, 

a f a c t o r  of 10 smaller. 

Superimposed on the graph i s  

I n  the absence of 

With the selected subset of par t ic les,  our so-called 

The dose calculated w i th  t h i s  "smoothed" d i s t r i b u t i o n  Is compared 

with the experimental r e s u l t  i n  F ig.  4 for the d i s t r i b u t i o n  along the 

x-axis and Fig. 5 for  the d i s t r i b u t i o n  along the y a x i s .  

The next step was t o  examine the r e s u l t  o f  a ca lcu lat ion as the 

beam penetrates a water phantom. The f i r s t  ca lcu lat ion w i th  the smoothed 

fluence d i s t r i b u t i o n  d i d  not  give good agreement between calculated 

and measured depth dose curves. We had t o  adjust  s l f g h t l y  fo r  each 

p a r t i c l e  the dev ia t ion  from the mean momentum value. 

the  r e s u l t s  already shown i n  F ig .  2. The dose d i s t r i b u t i o n  i n  the 

l a t e r a l  dimensions a t  depth i n  water under a co l l imator  are compared 

fn Fig. 6. 

a t  a depth o f  6 an whi le  the upper curve i s  near the maximum of a 

modulated beam a t  2 = 12 cm. 

achieved f o r  the  a i r  dose, but should be adequate for  treatment planning 

purposes. 

Then we obtained 

The lower curve i s  i n  the plateau region o f  a modulated beam 

The agreement t s  not as precise as was 
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IV. CONCLUSIONS 

In conclusion, a pencil beam model used i n  the 3-D calculation 

of dose achieves a given s ta t i s t ica l  accuracy w i t h  a significantly 

reduced number of beams by selection from a random distribution of a 

large number of incident particles. 

The particles,  which represent the pencil beams, were selected so 

a s  t o  reproduce the dose measured i n  a i r  w i t h  an ionization chamber. 

Using this  subset of pencil beams t o  calculate the dose a t  depth i n  

'water, a very large gain  i n  contour smoothness a t  a l l  depths was observed. 

T h i s  was achieved w i t h  a reduction i n  computation time by a factor o f  

10. 

Consultant w i t h  the University of New Mexico Cancer Research and 
Treatment Center, A1 buquerque, NM 

Chief Physicist w i t h  the University of New Mexico Cancer Research and 
Treatment Center, Los Alamos, NM 

** 

COPIED FOR 
HSPT 

00 133421.004 

1 0 8 1 3 1 1 8  



Pencil beam of  TD 
(actual part ic le 

t t a  j e c t o r y )  I 
DOSE 

MATRIX 
.----- - -- 
/ 

F I G .  1 

COPIED FOR 
HSPT 

00133421.005 



0 
0 
4 

\ 
0 

\ 
0 

0 

0 
'A 
m 

COPIED FOR r 
HSPT 00 

0 
00133421.006 - 



ci 
I 

0 

- 
COPIED FOR fo 

HSPT M 
r 

00133421.007 03 
c3 - 



0 
0 
F l  

0 5: 

c-4 
tn 

TCI 

a3 

00133421.008 - 
COPIED FOR r 

HSPT 0 



0 m 

M 
COPIED FOR rn 

HSPT M 
I-- 

03 
. 00133421.009 0 - 



COPIED FOR 
HSPT 


